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ABSTRACT

Interactions between humans are greatly impacted by
their behavior. These behaviors can be characterized by
signals such as smiling, speech, gaze, posture, gesture,
etc. Also by the space, surroundings, time, situation, and
context created for a particular activity. These signals
also define emotion since they are reactions that human
beings experience in response to a particular event or
situation. Depending on the event or the circumstance,
most of these signals can be triggered. That also happens
in pedagogical activities in a classroom. Social learning
is multi-modal and teaching itself is complex, these un-
derlying cues are not entirely visible and not immediate.
We are investigating Context-Aware Classroom (CAC) to
provide a multi-modal perception system allowing to cap-
ture pedagogical events that occur in it, to help (young)
teachers improve their teaching practices. Thanks to deep
learning, which has made great progress over the past two
decades, and statistical modeling, it is possible to extract
and analyze the signals mentioned above to characterize
these events. The main problem with this investigation
is the fact that the privacy of the participants may not
be preserved. From an ethical point of view, a lot of
problems can be caused, i.e, privacy must be taken into
account when designing artificial intelligence models.
Thus, instead of monitoring individual behavior, the focus
will be on global emotion, global student engagement,
and the global attention level of the whole class using the
signals above mentioned.

Keywords: Multi-modal, Context-Aware Classroom
(CAC), Deep Learning, Attention-level,
Privacy-safe processing, Statistical model-
ing.

1 Introduction
When it comes to delivering a lesson in a classroom, sev-
eral techniques can be implemented to catch the student’s
engagement, attention, or understanding. For example,
during the lesson, teachers can use several signals which

are characterized by students’ behaviors such as smiles,
gazes, postures, head nodding, facial expressions, etc. to
know how the lesson is delivered in the classroom. In
return, the students, by their side, will capture the same
signals to keep the link with the teacher during the les-
son. These signals also define cues that characterize the
emotion of the attendees. Emotion is the main factor to
express oneself in body language which is quite natural
and practically in all human beings. Emotion is shared
between teacher and students and between the students
themselves during the lesson since it is defined by the
above signals. Despite these large possibilities among
interactions between teachers and students, the task of
teaching is still complex. Some event cues are not fully
and immediately visible to observers. Nowadays, thanks
to many advances in technology, several sensors can help
to capture the events that occur in a classroom. These
sensors can be of various types depending on the need,
such as cameras (to capture visual information like fa-
cial expression, emotion, and body posture), microphones
to capture the sounds like classroom volume and speech,
and eye-tracker to know who pays attention to and gaze
direction, etc. Over the last decades, deep learning has
made great advances allowing to capture these events, es-
pecially in the social dimension. Within a Context-Aware
Classroom (CAC) equipped with several of these sensors,
one can capture and analyze the events that occur during
a lesson by combining deep learning and statistical mod-
eling. From the CAC (Fig: 1) with these all sensors, two
main challenges remain: The first comes from the diver-
sity of types of recorded data and the great source of vari-
ability which can be time, space, students, teachers, class,
etc. The second is that the CAC is equipped with percep-
tion systems capable of identifying the participants, cap-
turing their faces, movements, voices, and their slightest
gestures which means that the students are entirely iden-
tifiable. From privacy and ethical points of view, there
are many concerns. To face the ethical issues, the pro-
posed method will avoid monitoring individual behavior
to be focused on global emotion, global engagement of
students, and global attention level within the classroom.
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Figure 1: Teaching Lab - Context-Aware Classroom. The room is equipped with ambient cameras and microphones,
a smart interactive display. Mobile chairs and tables let the teacher organize the classroom at will. (Image courtesy
of R. Laurent.)

2 Objective

This thesis aims to create new multi-modal models to cap-
ture global information via multi-view audiovisual record-
ings of the whole classroom without compromising the
privacy of the attendees. This is a combination between
machine learning and statistical modeling to describe
teacher-student interactions within a CAC. The Context-
Aware Classroom (CAC) contains sensors, furniture and
associated perception models that can capture events that
occur in it. The classroom is a genuine classroom where
teachers can come and give their lessons normally. As de-
picted in Fig. 1, the room is equipped with ambient cam-
eras and microphones, an intelligent interactive screen,
mobile chairs and tables allow the teacher to organize the
class according to his wishes. As this is a system that
identifies all participants, there are privacy and ethical is-
sues. The goal of the system is to perceive the underlying
cues of teaching episodes (such as student engagement,
attention level, etc.) to help teachers improve their teach-
ing practices later, not to monitor individual behaviors.
The final goal is to perceive these cues while maintaining
privacy. From this, some research questions emerge:

• How to model and analyze the different cues of au-
thentic events such as: speeches, class noises, attention
distribution, interactions (with peers and surroundings),
emotional traits and actions performed in the classroom
without compromising the privacy of attendees?

• How do ethical concerns about personal data influence
the effective analytical capabilities and performance of
a CAC?

3 Related work

One of the ways of taking into account the distribution
of attention is to analyze the distribution of the gaze of
the teacher on the students in the class. It’s easier to in-
vestigate since the teacher is the only one who wears the
eye-tracker. As part of their research on teacher-student
interaction, Dessus et al.[3] investigated the relationships
between the distribution and lability of teachers’ attention
frequency and the general classroom climate they pro-
mote. Woolverton et al. and Kaur et al. present a sur-
vey of literature about direct student classroom behavior
observation methods [9, 17]. To analyze the interrela-
tionships between attendees of the class, a lot of layers
should be taken into account. The research of Markaki
et al.[13] argued about these layers such as the class cli-
mate, the physical layout of the classroom, the way the
teacher interacts with students, the way instruction is de-
livered, and the values implicitly and explicitly demon-
strated by teachers and students throughout the school
day. McIntyre et al.[14] demonstrated that the attention
distributions of teachers were significantly more similar
to those with the same level of expertise and the same cul-
ture. Zhao et al.[20] used body posture in a real classroom
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video to propose a teacher-student behavioral engagement
pattern (TSBEP) to synthetically measure student engage-
ment by adding teacher behaviors. Another application of
body posture in a classroom was presented in Zhang et
al.[19] where they present a method to recognize student
posture in a classroom with a large number of students
and crowded seating. Regarding privacy-safety, Petrova
et al.[15] presented a non-individual approach where they
focus on the facial expression of a group of people by
trying to ignore the surroundings. Zitouni et al.[21] in-
vestigated the recognition of an affective state by mask-
ing the faces of people from visual data. In this research,
visual cues of body movements and background context
were captured from video by masking people’s faces to
help preserve visual identity for privacy. A comparison
of the results was made with the use of raw videos with
facial expressions without individual face masking. The
results show that affective state recognition can achieve
comparable performance in masking and unmasking data
for arousal and valence. This may be one of the possibili-
ties that can be considered to deal with ethical and privacy
issues in the classroom.

4 Methodology

The proposed method is summarized into two main parts:

1. The first one is to perceive and model real-world events
in the classroom. The sensors of the CAC enable to
capture features of events on some main dimensions of
the instructional situation: space, social, and epistemic
dimensions.

• Space dimension: Space can be captured by RFID1

sensors or video cameras.
• Social dimension: Is captured by eye-trackers (who

pays attention to whom), cameras and microphones
(facial expressions, emotions and attention of atten-
dees).

• Epistemic dimension: The epistemic dimension is
captured by eye-trackers (what knowledge content is
examined), types of information recorded from mi-
crophones (who is talking about what).

From these dimensions some inputs will need to be
computed: Action/Activity, attention distribution [3],
global-emotion, posture recognition features etc. It is
worth noting that the emotion is one of the factors of
student engagement and also direct and color our at-
tention by selecting what attracts and holds it [1, 2].

2. The second one is to model pedagogical interactions
within a CAC. Some advanced statistical modeling will
be employed: multi-level models, dimensionality re-
duction methods with statistical methods to perform
efficient feature selection and classification [11, 12].

1Radio-frequency identification (RFID) uses electromag-
netic fields to automatically identify and track tags attached to
objects or people.

5 First work

The first works carried out within the framework of
this study, are based on the former approach proposed
by Petrova et al. in their paper “Group-level emotion
recognition using a unimodal privacy-safe non-individual
approach” [15]. The approach is uni-modal as it is
focused only on facial expression to capture emotion.
This paper addresses an investigation of perceiving
the emotion of a group of people with an ethical and
privacy-safe approach, i.e. an approach excluding
individual-based features. The goal of this work was to
recognize the emotion of the group-level of people in the
videos [16] by classifying them into 3 classes: Positive,
Neutral, and Negative. This paper took the eleventh place
in the EmotiW 2020 challenge [4] with an accuracy of
59.13% on the test set.

The data used comes from the VGAF database [16] for
group-level emotion recognition in videos. The collected
videos were downloaded from the web and have a large
variation in terms of gender, ethnicity, type of social
event, several people, pose, etc. The database is labeled
for group-level emotion and cohesion tasks. The total
number of videos for the training set is 2661 and for the
validation set is 766. The duration of each video is 5
seconds. The number of frames varies across videos, the
maximum one is 150 frames.

The current work began by adopting the approach pro-
posed by Petrova [15] because it can be considered as the
first step towards a more complete recognition of the at-
mosphere around a group of people while preserving pri-
vacy. And can be well suited in a classroom to avoid track-
ing a particular student but the whole class globally. And
we try to get the best performance before mixing with au-
dio information. The approach is to focus on global vi-
sual information from the whole group and not on each
member of the group in particular. The method used in
this approach was trained on two types of data: real data
(VGAF) and synthetic data. Synthetic data (Fig: 2) con-
sists of creating images from real faces showing the six
basic emotions [6]: Angry, Happy, Sad, Disgust, Fear,
Neutral and by superimposing them on an arbitrary back-
ground [18]. Sad, Fear, Angry and Disgust considered
as Negative; Happy as Positive; Neutral as Neutral. It is
used as a data augmentation process. The idea behind this
synthetic data enhancement is to guide the neural network
while training to focus on the faces in the images while
trying to ignore the background and use them as data aug-
mentation.

To implement this approach, two types of models were
elaborated in parallel: a static one and a dynamic one. The
static model is finetuned on the VGG-19 model by fine-
tuning the last layer and adding new sequential linear lay-
ers. The best results for the static model are 60.97% and
60.84% of accuracy on the validation set for the choice of
1 frame and 10 frames respectively, per video. To achieve
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Figure 2: Synthetic data generation processing.
(Source [15])

these results, several tests and experiments have been
done especially on the way the frames are chosen from
videos for the training. When we chose the all frames
of each video, the best accuracy is 55.2% on the valida-
tion set which is lower than results with 1 and 10 frames.
This difference shows that the frames at the beginning of
the video do not always carry the same information from
the beginning to the end. That is normal since the facial
expression of people can change throughout the video se-
quence. To go further in the analysis of the results on
the classification of the videos, we used the best model
to perform the prediction on the frames of the videos of
the validation set. The overall accuracy is 49.95% for all
frames and the distribution among the videos is:

• 24.8% of videos have an accuracy of 100%.

• 24.15% of videos have an accuracy greater than 50%.

• 26.63% of videos have an accuracy less than 50%.

• 24.41% of videos have an accuracy of 0.0%.

Then, with a majority vote on all the frames (for all
videos), we have 75% of accuracy. That means the model
can up to 75% of performance if the best representative
frame is chosen for each video.

To make sure the good frames are chosen every time in
the training step, we perform a similarity test approach
on the validation set to see the results. As the previous
analysis has shown there are variabilities between frames
of a video, we decided to group the most similar frames.
The main idea is that the frames that belong to the same
group (or are most similar) bring the same information,
and we choose the frames from the biggest ones in terms
of proportion. We used the network of the model to
extract features of all frames of video. After extracting
these features we perform two types of classification: the
first one with cosine-similarity distance which achieves
62.66% of accuracy and the second one with a clustering
method achieves 63.69% of accuracy.The improvement
remains minor but it shows that it is possible to increase

the accuracy if we analyze this approach in depth in the
training data.

The dynamic model is a CNN-BI-LSTM model by
using the CNN features extraction of VGG-19. Before
mixing real and synthetic data, the model is trained with
only real data. Several tests were done with different
timesteps. For the timestep equal to 2 and 10, the results
are respectively 61.72% and 61.46% of accuracy. This
result shows that the CNN-BI-LSTM model performs
better than the previous one since it achieves almost the
same accuracy without mixing with synthetic data.

6 Perspective
The very next work will be focused on the improvement
of theses models. For the static model, the improvement
perspective is summarized:

• Focus on the frame’s choice similarity: choose among
those which are similar or among most similar se-
quences. Another advantage of similarity along a se-
quence is representations for human action recognition
by using a temporal-self similarity [5, 8]. That can be
useful to recognize which actions most characterize the
video or a sequence of the video.

• Force the model to learn the same weights for all frames
of a video so that the frames are considered the same
everywhere. Triplet-Loss [7] and Contrastive Learn-
ing [10] will be investigated to achieve this perspective.

For the dynamic model, the improvement perspective will
focus on training by increasing the timestep gradually and
then adding the synthetic data. Afterward, We will start
mixing audio and images and more variables to go to-
ward a multi-modal approach. In parallel, recordings in
our CAC will allow us to address the statistical modeling
part and thus apply the models already available to these
new data.
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