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Chaotic dynamics of spatially homogeneous spacetimes

Francois BEGUIN, Tom DUTILLEUL

Abstract

In the 1970’s, Belinskii, Khalatnikov and Lifshitz have proposed a conjectural description of the
asymptotic geometry of cosmological models in the vicinity of their initial singularity. In particular,
it is believed that the asymptotic geometry of generic spatially homogeneous spacetimes should
display an oscillatory chaotic behaviour modeled on a discrete map’s dynamics (the so-called
Kasner map). We prove that this conjecture holds true, if not for generic spacetimes, at least for
a positive Lebesgue measure set of spacetimes.

In the context of spatially homogeneous spacetimes, the Einstein field equations can be reduced
to a system of differential equations on a finite dimensional phase space: the Wainwright-Hsu
equations. The dynamics of these equations encodes the evolution of the geometry of spacelike slices
in spatially homogeneous spacetimes. Our proof is based on the non-uniform hyperbolicity of the
Wainwright-Hsu equations. Indeed, we consider the return map of the solutions of these equations
on a transverse section and prove that it is a non-uniformly hyperbolic map with singularities.
This allows us to construct some local stable manifolds d la Pesin for this map and to prove that
the union of the orbits starting in these local stable manifolds cover a positive Lebesgue measure
set in the phase space. The chaotic oscillatory behaviour of the corresponding spacetimes follows.
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1 Introduction

1.1 The BKL conjecture for Bianchi spacetimes
1.1.1 Bianchi spacetimes

In classical General Relativity, spacetime is modeled as a smooth 4-dimensional Lorentz manifold
(M, g) verifying the Einstein field equations

1
Ricg+(A— iScalg)g =T (1.1)

where Ric, is the Ricci curvature tensor, Scaly is the scalar curvature, A is the cosmological constant
and T is the stress-energy tensor, which encodes the presence of matter, radiation and non-gravitational
force fields. Assuming that the gravitational force field only self-interacts and A is zero, (1.1) reduces

to the vacuum FEinstein field equations
Ric, =0 (1.2)

Informally, a Bianchi spacetime (also called Bianchi cosmological model) is a spacetime which is
spatially homogeneous. We will work with the following formal definition: a Bianchi spacetime is a
Lorentzian manifold of the form (M, g) = (I X G, —ds> + hy) where I is an interval of the real line,
G is a simply-connected 3-dimensional real Lie group, s is a coordinate on I and h is a left-invariant
Riemannian metric on {s} X G = G for every s € I. If the Lie group G is unimodular', then the
Bianchi spacetime is said to be of class A, otherwise it is said to be of class B. We say that a Bianchi
spacetime is mazimal if it cannot be embedded isometrically as a strict submanifold of another Bianchi
spacetime.

In this work, we will restrict our attention to maximal vacuum (with zero cosmological constant)
class A Bianchi spacetimeSQ, that is, maximal class A Bianchi spacetimes solution to the vacuum
Einstein field equations (1.2). It is well known (see e.g. | ]) that, up to a change of time orientation,
almost all maximal vacuum class A Bianchi spacetimes3 admits an initial singularity/1 (often called Big-
Bang). We are mostly interested in the description of the past-asymptotic geometry of maximal vacuum
class A Bianchi spacetimes, i.e., in the description of their behaviour near their initial singularity.

1.1.2 BKL picture

In a series of papers, Belinskii, Khalatnikov and Lifshitz (see | ] and | ]) explained with
heuristic arguments that general singularities should have the following properties:

1. As a first order approximation, the behaviour of the curvature of a spacetime near its initial singu-
larity is dominated by the behaviour of its “spatially homogeneous part”.

2. Solutions of the Einstein field equations with matter are well approximated, in the vicinity of their
initial singularity, by solutions of the vacuum Einstein field equations. As the saying goes, near the
initial singularity, “matter does not matter”.

3. The geometry of the spatial hypersurfaces “oscillates” in a chaotic manner at the approach of the
initial singularity.

What precedes is often referred to as the BKL picture or the BKL conjecture.

1.1.3 Wainwright-Hsu equations

The Einstein field equations are, in local coordinates, a system of non linear partial differential equa-
tions of order 2 about the coefficients of the lorentzian metric g. For a Bianchi spacetime, the metric
g is fully characterized by a single variable function s — h, valued in the finite dimensional space of

LA Lie group is called unimodular if its left invariant Haar measure is also right invariant.

2For some literature on class B Bianchi spacetimes, we refer to [ 1, [ | and [ ].

3More precisely, all Bianchi spacetimes, except the simplest ones, namely Minkowski spacetimes and Taub-NUT
spacetimes.

TWe say that a maximal vacuum class A Bianchi spacetime (M, g) = (I X G, —ds® + hs) admits an initial singularity
if I =]s_,s,[ with s_ > —oo. If this is the case, the curvature blows up when the time tends to s_ (see [ D).



left-invariant Riemannian metrics on a Lie group. Therefore, in the specific context of Bianchi space-
times, vacuum Einstein field equations should translate as a system of ordinary differential equations
(abbreviated as ODEs) on a finite-dimensional phase space Z. This allows one to study the vacuum
Einstein field equations restricted to Bianchi spacetimes with classical dynamical systems methods.
The first step to explicit the vacuum Einstein field equations is to choose a particular frame field or,
equivalently, a coordinates system. One of the first successful attempts to do so has been made by
Bogoyavlenski (see [ ]). Later on, Ellis and MacCallum (see | ]) and then Wainwright and
Hsu (see | ]) introduced useful coordinates using the so-called orthonormal frame method.

In this work, we will use a Hubble-renormalized system of variables (N7, Ny, N3, X1, 39, ¥3) closely
related to the one used by Wainwright and Hsu. These variables are dimensionless, which means that
they will not change if the spacetime metric is rescaled. Since these variables do not see the rescaling
operation, one can hope that they remain bounded in the vicinity of the singularity. We also choose
a dimensionless time variable ¢ and an “anti-physical” time orientations, which means that the initial
singularities are located in ¢ = +00.

Before we give more details about these variables, let us recall that the 3-dimensional real Lie
algebras have been classified by Luigi Bianchi in 1898. This is the reason why the Bianchi spacetimes
are called that way and why it is now standard to classify them according to their “Bianchi type” (see
table 1 and, e.g., | LI ] and | D.

The numbers Ni(t), No(t), N3(t) describe the intrinsic curvature of the spacelike hypersurface
{t} xG (that is, the curvature of the left-invariant riemannian metric h;) and its Bianchi type. Actually,
these three numbers are, up to a renormalization, the structure constants of the Lie algebra of G in a
special basis (which depends on the metric h;). The numbers % (t), X5(t), X3(t) describe the extrinsic
curvature of the spacelike hypersurface {t} X G. These numbers verify two constraint equations:

El + EQ + 23 =0 (13&)

(this relation comes from the fact that the numbers 3, (t), ¥5(t), X3(¢) are the diagonal coefficients of
the trace-free part of the second fundamental form of the spacelike hypersurface {t} X G) and

1
6- (7 +95+33) - 5 (N? + N3 + N3 ) + (N Ny + NaN3 + N3Np) = 0 (1.3b)

(this relation comes from the Gauss formula, which connects the intrinsic and the extrinsic curvatures
of a given hypersurface to the curvature of the ambiant space, and the fact that the scalar curvature of
the spacetime (M, g) is null). The left-hand side of (1.3b) can be thought as the renormalized density
parameter, which is null in the context of vacuum spacetimes. We will denote by A the phase space,
defined as the set of points (N, Ny, N3, X, 35,%3) € R® verifying (1.3a) and (1.3b). In particular, 2
is a non-singular and non-compact 4-dimensional quadric.

When the vacuum Einstein field equations are written in this system of variables, it gives rise to
an autonomous system of six differential equations called the Wainwright-Hsu equations:

'N{ =—(qg+2%)N;

Ny =—(q+255)N,

|Ns = =(q+255)N; (150
S = (2-q)Si+ S '
Sy =(2-q)s+ S,

125 =(2-¢)%5+Ss

where .
def 2 2 2
q = 5(21 + 35 + X3)
and
def 1 2 9 9 o )
Si = §(2Nz _Nj _Nk + QNJN;C - Nle _NiNk)a {Z,j,k} - {1’273}

The numbers S (t), So(t), S5(t) are, up to renormalization, the components of the traceless Ricci tensor
of the metric h; and ¢ is called the deceleration parameter.

°It is denoted by —7 in | ] (they choose to respect the “physical” time-orientation.)



The vector field associated to the ODE system (1.3c) is called the Wainwright-Hsu vector field and
is denoted by Z2°. The first thing to remark is the fact that the Wainwright-Hsu equations (1.3c)
respect the constraint equations (1.3a) and (1.3b), i.e. the quadric £ is invariant under the action of
the flow of the Wainwright-Hsu vector field.

Up to some technical details67 there is a one-to-one correspondence between maximal solutions of
the Wainwright-Hsu equations contained in the phase space % and maximal vacuum class A Bianchi
spacetimes (see Chapter 22 of | ] or Chapter 2 of | ] for a complete proof of this correspon-
dence).

Remark 1.1. Recall that with our choice of an anti-physical time orientation, describing the past-
asymptotic states of a vacuum class A Bianchi spacetime amounts to describe the future-asymptotic
states (that is, the w-limit set7) of the corresponding orbit of the Wainwright-Hsu vector field.

1.1.4 Stratification of the phase-space

The classification of 3-dimensional Lie algebras induces a stratification of the phase space £ in six
strata invariant under the flow of the Wainwright-Hsu vector field 2. This invariant stratification is
nothing more than the formalization of a simple fact: the signs of the variables N; define a stratification
and, according to the Wainwright-Hsu equations (1.3¢), the signs of the variables NN; are invariant along
the orbits of the Wainwright-Hsu vector field. The different strata each correspond to a certain Bianchi
type and will be called Bianchi type I (resp. 11, VIy, VIIy, VIII and IX) stratum. The orbits of the
Wainwright-Hsu vector field 2 contained in the Bianchi type I (resp. II, VIj,...) stratum will be
called type T (resp. 11, VIg,...) orbits. The Bianchi type I stratum is an Euclidean circle, called
the Kasner circle, and is denoted by .#". There are three particular ellipsoids intersecting along their
common equator, which happens to be the Kasner circle . The Bianchi type II stratum is the union
of these three ellipsoids minus the Kasner circle. Each one of these ellipsoids (minus the Kasner circle)
is contained in a subset of the form N; # 0, N; = 0, N = 0, where {i, j, k} = {1,2,3}. These two strata
are respectively of codimension three and two in the phase space 9. The Bianchi type VI and VII,
strata are both of codimension one while the Bianchi type VIII and IX strata are Zariski open subsets
of . We refer to section 2.2 for further details. Table 1 summarizes the preceding description.

Dimension Signs of Ny, Ny, N3

Bianchi type Name of the of the modulo permutation Corres.pondlng .Lle algebra
stratum gy up to isomorphism
stratum of the indices
I H or By 1 0,0,0 R’
11 B 2 +,0,0 or —,0,0 Heisenberg’s algebra
VI B, 3 +,—,0 isom(Miny)
VII, By, +,+,0 0r =, —,0 isom(R?)
VIII %VIII 4 +,+,—or —,—, + EI(Q,R)
IX PBrx +,+,+ or —, —, — su(2)

Table 1: Stratification of the phase space.

Remark 1.2. One major advantage of the Wainwright-Hsu presentation is to allow to study all the
vacuum class A Bianchi spacetimes with the same equations (1.3c) and in the same phase space

% c R®. Tt means that we can “compare” two different vacuum class A Bianchi spacetimes (even if
these spacetimes are of different Bianchi types) using the metric of our choice in R® and this approach
has proved to be successful in the past (see e.g. | I L.l I, 1 ] and | D.

6Here7 Bianchi spacetimes are considered up to isomorphism, metric rescaling, time orientation reversal and time
translation. Maximal solutions of the Wainwright-Hsu equations are considered up to permutation of the indices 1,2, 3,
simultaneous sign reversal of the N,’s and time translation. The Minkowski spacetime does not correspond to any
solution of the Wainwright-Hsu equations. Each Bianchi spacetime of type IX (see paragraph 1.1.4) splits into two
halves (the expanding part and the contracting part), each of which correspond to a solution of the Wainwright-Hsu
equation.

"Precisely, the w-limit set of an orbit &(¢) is defined as the set w(&) def Ng»0{0(t) | t = s}. If & converges to a point
z in the future, then w(&) = {z} and we say that x is the w-limit point of &.



1.1.5 Mixmaster attractor and past-asymptotic dynamics of Bianchi spacetimes

The union of the Kasner circle and the Bianchi type II stratum is called the Mixmaster attractor and
is denoted by /. Geometrically, it is the union of three ellipsoids intersecting along their common
equator. The Mixmaster attractor is invariant under the flow of the Wainwright-Hsu vector field. The
importance of this particular subset is expressed by the following theorem (see | ] and | | for
further details).

Theorem 1.3 (Ringstrom 2001, Brehm 2016). For Lebesgue almost every point q in the phase space
B, the distance between the orbit of the Wainwright-Hsu vector field with initial condition q and the
Mizmaster attractor &/ converges to 0 in the future. For such an orbit, it means that its w-limit set is

included in o .

In view of this theorem, one may ask the following (vague) question: does the future-asymptotic
behavior of generic orbits of the Wainwright-Hsu vector field reflect the dynamics of the Wainwright-
Hsu vector field restricted to the Mixmaster attractor? A precise version of the question will be stated
in the next paragraph. It should be though as a reformulation of the point 3 of the BKL picture.

1.1.6 Restriction of the phase space

From now on, we will restrict ourselves to the part of the phase space characterized by
Ny 20,Ny20,N320

In particular, we will only state results for orbits that are contained in this subpart of the phase space,
denoted by #". Remark that

o A" is invariant under the flow of the Wainwright-Hsu vector field.
o Generic orbits of " are type IX orbits.

This restriction will greatly simplify the presentation of the main result of this article. In particular
it allows us to use simplified notations. We refer to the appendix B for a description of the results in
the full phase space 4.

1.1.7 Basic facts about the dynamics of Bianchi spacetimes

We now state some well-known facts about the dynamics of the Wainwright-Hsu vector field in low
dimensional strata, in particular in the Mixmaster attractor. Any point of the Kasner circle £ = %;
is a critical point of the Wainwright-Hsu vector field 2°. This means that type I orbits are reduced to
stationnary points and correspond to self-similar spacetimes (see | | and | ]). More precisely
they correspond to Kasner spacetimes. There are three special points in the Kasner circle, called
the Taub points and denoted by T7,T5, T3, which will play a crucial role in the understanding of the
behaviour of the solutions of the Wainwright-Hsu equations.

Any type II orbit is a heteroclinic connexion between two points of the Kasner circle. This means
that any type II orbit converges in the future to a point ¢ € # and in the past to a point p € 7.
We will say that such an orbit starts at p and arrives at q. See figure 1. Of course, one should recall
that type II orbits never reach the Kasner circle, so it is an abuse of terminology. Type II orbits are
explicitly known. In particular, for every point p of the Kasner circle that is not a Taub point, there
is exactly one type II orbit starting at p in Z*. We refer to section 2.4 for further details.

The future-asymptotic behaviour of type VIy or VII; orbits is well-understood. Given such an
orbit, its w-limit set is either a single point of the Kasner circle or a flat point of type VIIj, the latter
being only possible if the orbit is constant. We refer to | | for further details.

1.1.8 Kasner map, heteroclinic chains and shadowing

The fundamental tool to describe the dynamics of the Wainwright-Hsu vector field restricted to the
Mixmaster attractor is the Kasner map. It is a map from the Kasner circle JZ to itself defined in such
a way that it encodes the dynamics of type II orbits. More precisely, it is defined as follows. Let p
be a point of the Kasner circle that is not a Taub point. The type II orbit starting at p converges to



Figure 1: A type II orbit connecting two points of the Kasner circle J# .

another point of the Kasner circle, denoted by .7 (p). We will denote this type II orbit by @), 7). If
p is a Taub point, set .#(p) := p. This defines a continuous map

F o -
called the Kasner map, whose dynamics is well understood:

o The Kasner map is topologically conjugated to 6 — —26 on the cirle R/Z (see | ). In particular,
its dynamics is chaotic.

e There is an explicit “conjugation” between the Kasner map and an avatar of the Gauss transfor-
mation on the continued fractions (see section 1.2.1 below).

o The Kasner map admits a very simple geometric construction (see section 2.5).

We refer to sections 2.5 and 2.7 for further details on the Kasner map. One may rephrase the question
asked in a preceding paragraph as follows: is the future-asymptotic dynamics of a generic type IX orbit
in #" “driven” by the Kasner map? We now introduce two concepts to make this question rigorous:
heteroclinic chains and shadowing.

Let p be a point of the Kasner circle (such that, for every k = 0, fk(p) is not a Taub point).
The heteroclinic chain starting at p is the concatenation of the unique type II orbit starting at p and
arriving at .Z (p), then the unique type II orbit starting at .% (p) and arriving at .%>(p), etc. Formally,
this is the sequence

(Ope7(p)) OF () 72(p)s OF2(p)= 73(p)s - - - ) (1.4)

Let t = O(t) be a type IX orbit in Z" converging to the Mixmaster attractor, p be a point of
the Kasner circle (such that, for every k = 0, # k(p) is not a Taub point) and S# be the heteroclinic
chain (1.4) starting at p.

Definition 1.4 (Shadowing). We say that & shadows € (or € attracts €) if there exists a strictly
increasing sequence (t,)neny C Ry such that

L d(6(t,), 7" () —— 0.

2. The Hausdorff distance between the orbit interval {€(t) | t,, < t < t,4+1} and the type II orbit
O gn(py—gn+1(p) tends to 0 when n — +00.

See figure 2 for a schematical representation of the shadowing.

Given a type IX orbit in 2", the concept of shadowing formalizes the idea that its future-asymptotic
dynamics is “driven” by the Kasner map. We can now refine our preceding questions: given a point
p of the Kasner circle (such that, for every k = 0, # b (p) is not a Taub point) and the heteroclinic
chain # starting at p, what is the geometrical structure of the union of all the type IX orbits in Z"*
shadowing the heteroclinic chain J#7 Are “typical” orbits driven by the Kasner map? More precisely,
does the union of all the type IX orbits in #" shadowing some heteroclinic chain has full Lebesgue
measure in the phase space Z*? If not, is it a set of positive measure?



\

O 72 (p)~F3(p)

Figure 2: Schematical representation of the first part of a heteroclinic chain shadowed by a type IX
orbit in A" .

1.1.9 Possible formalization of the BKL conjecture for Bianchi spacetimes

Using the preceding definitions, we propose8 the following rewording of item 3 of the BKL picture
(subsubsection 1.1.2):

1. Almost every heteroclinic chain is shadowed by some type IX orbits in 2.

2. The union of all the type IX orbits in 4" shadowing some heteroclinic chain has full Lebesgue
measure in the phase space 2.

1.2 Statement of the results

In this work, we intend to give a proof of item 1 and a partial proof of item 2 above. Our results can
be stated in the following terms:

Main theorem 1.5. For Lebesgue almost every point p of the Kasner circle, if 7 denotes the het-
eroclinic chain starting at p, then the union of all the type IX orbits shadowing € contains a 3-
dimensional Lipschitz immersed submanifold. Moreover, the union of all the type IX orbits shadowing
some heteroclinic chain has positive Lebesque measure. More precisely, for all subset & of the Kasner
circle with positive 1-dimensional Lebesgue measure, the union of all the type IX orbits shadowing some
heteroclinic chain starting at a point of & has positive 4-dimensional Lebesque measure.

Remark 1.6. Informally, this means that if one picks randomly a spatially homogeneous spacetime,
then this spacetime has a chaotic oscillatory past-asymptotic behaviour with nonzero probability.

The first part of Theorem 1.5 is a refinement of the work done by Reiterer & Trubowitz in | ]
To our knowledge, the second part of Theorem 1.5 is entirely new. It should be considered as the main
result of this article. See subsection 1.2.4 below for more comments on previous results.

The purpose of the next two subsections is to explain what are the heteroclinic chains that we
manage to shadow with a sufficiently big set of type IX orbits. Let us say that a point p belonging to
the Kasner circle is shadowable if the union of all the type IX orbits shadowing the heteroclinic chain
starting at p contains a 3-dimensional Lipschitz immersed submanifold. Let p be a point of the Kasner
circle. Roughly speaking, our proof of Theorem 1.5 shows that if the orbit of p under the Kasner map
“does not come too fast too close to the Taub points”, then p is admissible for the shadowing. We are
now going to introduce some tools to make this statement more precise.

8This formulation is classic and is based on the work of Beliinski, Khalatnikov and Lifschitz on one hand and Misner
on the other hand.



1.2.1 Kasner parameter and Gauss transformation

The Kasner parameter w : # /&3 — [1,+00], where &3 is the group of permutations of {1,2,3}, is
a bijective parametrization of ¢ /&3 by [1, +00] satisfying the relation w(T;) = +oo, for any Taub
point T;. In this parametrization, the Kasner map .%# becomes an avatar of the Gauss transformation
on the continued fractions. More precisely, let us define

w—-1 fw=2
flw) = ﬁ ifl<w=?2
+o0  Hw=1louw=+00

The Kasner parameter is a C°-conjuguacy from (¢ /&3,.%) to ([1,+00], f). It means that, for any
given point p of the Kasner circle, the dynamical behaviour of its orbit under the Kasner map .#
depends on the continued fraction expansion of its Kasner parameter

w(p) = [kos k1, ko, ks, ... 1= ko +

ki + .

ks +...

ko +
We refer to section 2.7 for further details, see also | ].

1.2.2 Rephrasing of the results

Let p be a point of the Kasner circle and w(p) = [ko; k1, k2, k3, . . . ] be its Kasner parameter. According
to the preceding paragraph, p is “close” to a Taub point if and only if kg is “large”. Adopting the
view-point of the continued fractions, we can say that, roughly speaking, a point p is admissible for
the shadowing if the partial quotients k; of the continued fraction expansion of its Kasner parameter
w(p) do not blow up “too fast”. A precise meaning is given by the following definition.

Definition 1.7 (Moderate growth condition). Let w = [kq; k1, ko, ... ] € ]1,4+00[ \ Q be a continued
fraction. We say that w verifies the moderate growth condition if

Kip+4 = Onvroo (Z k?) (MG)

The next lemma shows that the moderate growth condition is not too restrictive. A proof can be
found in Appendix A. Define

Hima) = {p € A | w(p) verifies (MG)}
Lemma 1.8. The set H(aqy is a full Lebesque measure subset of .
We are now able to give a more precise statement of Theorem 1.5.

Main theorem 1.9. Let p be a point of the Kasner circle. If w(p) wverifies the moderate growth
condition (MQG), then the union of all the type IX orbits shadowing the heteroclinic chain starting at
p contains a 3-dimensional ball D(p) Lipschitz embedded in the phase space B*. Moreover, for any
& C Hme) of positive 1-dimensional Lebesgue measure, the union of all the balls D(p) for p € & has
positive 4-dimensional Lebesgue measure.

We do not know whether the union of the type IX orbits intersecting a ball D(p) for some p has
full Lebesgue measure in the phase space. Hence, the following question remains open:

Question 1. Is the union of all type IX orbits shadowing a heteroclinic chain of type 11 orbits a full
Lebesque measure subset of the phase space B2



1.2.3 Examples of dynamical and geometrical consequences

In order to know the past-asymptotic behaviour of a maximal vacuum class A Bianchi spacetime, it is
of prime interest to describe the w-limit set of the corresponding orbit of the Wainwright-Hsu vector
field. Knowing that for almost all point p of the Kasner circle (with respect to Lebesgue measure),
the heteroclinic chain starting at p (seen as a subset of the phase space) is dense in the Mixmaster
attractor &7, one gets the following result as a direct consequence of Theorem 1.9.

Corollary 1.10. Let q be a point of the phase space B+ . With positive probability on q, the w-limit set
of the orbit of the Wainwright-Hsu vector field with initial condition q is the entire Mixmaster attractor

o .

Theorem 1.9 says in particular that, with positive probability, a maximal vacuum class A Bianchi
spacetime will have an oscillatory past-asymptotic behaviour. However, oscillatory has multiple mean-
ings and they are not all equivalent. Corollary 1.11 below shows that, when heading towards the the
initial singularity, there is an infinite alternation between periods where the spacelike slices are curved
in a single direction and periods where the spacelike slices are curved in two or three directions.

Corollary 1.11. Let g be a point of the phase space B and (M, q) = (]s_, s.[ X G,—ds” + hs) be a
mazimal vacuum class A Bianchi spacetime corresponding to the orbit of the Wainwright-Hsu vector
field with initial condition q, with s_ > —oo. Denote by 0,,0.(5), 0mia(5), Omin(s) the three principal
curvatures of the spacelike hypersurface {s} X G in M, with the convention |0,4.(t)| = |0ma(t)]| =
|0,in (£)|. With positive probability on q, there exists a sequence (s,,) strictly decreasing and converging
to s_ such that

; Omas(520)]
1. lim mar(s20)l = 4 o0,
n—too Iemid(SZn)l

Omaz(S2n+1)l
2. For ever nzOlm“’"—’”sZ’)
Y ’ |9mm(52n+1)|

1.2.4 Comparison with previous results

It was already known that some heteroclinic chains attract a three-dimensional submanifold of type VIII
or IX orbits. In | ], Liebscher & al proved such a result for a periodic heteroclinic chain. Their
method extends, with some technical work, to any heteroclinic chain which do not come arbitrarily
close to a Taub point. F. Béguin proved a similar result for aperiodic heteroclinic chains in | ]
One should note that in both these papers, the set of heteroclinic chains that are shown to attract
some type VIII or IX orbits correspond to a null measure subset of the Kasner circle. In the preprint
[ ], Reiterer & Trubowitz show that the set of points p for which the heteroclinic chains attract
some type VIII or IX orbits is a Lebesgue full measure subset of the Kasner circle. However, their
result, while showing that the union of all the type VIII or IX orbits shadowing a generic heteroclinic
chain is in some sense “3-dimensional”, does not describe its geometry as precisely as in | ] and
[ |. This is mainly due to the degeneration of hyperbolicity as one approaches the Taub points.

The first part of Theorem 1.9 is essentially equivalent to the theorem proved by Reiterer &
Trubowitz. There are three main differences between these two results:

¢ We do not work with the same equations. Indeed, while we use the orthonormal frame method, they
use the orthogonal frame method. It means that their variables are the diagonal coefficients of the
metric h; and the diagonal coefficients of the second fundamental form of the spacelike hypersurface
{t} x G, while with the orthonormal frame method, as its name seems to indicate, the metric h; is
normalized (its diagonal coefficients are equal to 1).

¢ We do not obtain the same subsets of the Kasner circle. Indeed, the result of Reiterer & Trubowitz
applies to any point p of the Kasner circle such that the sequence (k;) of the partial quotients of
the continued fraction expansion of the Kasner parameter of p grows at most polynomially, that is,
such that the sequence (k;) satisfies the subpolynomial growth condition

there exists P € R[ X ]such that for all n € N, k,, < P(n) (sPG)

One can remark that between the two conditions (MG) and (sPG), neither is stronger than the
other one.



o We obtain a slightly finer description of the geometry of the union of all the type IX orbits shadowing
a generic heteroclinic chain. In our result, this set is proved to contain a Lipschitz manifold immersed
in the phase space #". In Reiterer & Trubowitz’s work, it is not clear if the set they obtain is
Lipschitz regular.

Moreover, our posture is quite different from Reiterer-Trubowitz’s. In [ |, Reiterer and Trubowitz
provide a proof of their main theorem as concise as possible. On the contrary, our choice was to carry
out a rather complete and systematic investigation of the properties of the Wainwright-Hsu vector
field from the viewpoint of non-uniformly hyperbolic systems theory. Theorem 1.9 appears as a kind
of corollary of this investigation.

The second assertion of Theorem 1.9 is new. Our proof of this assertion relies on a rather precise
geometrical description of (a subset of) the union of the orbits shadowing heteroclinic chains : we
prove that this union contains a continuous foliations by codimension one Lipschitz submanifolds, we
study the regularity of the holonomy of this foliation. We believe that our viewpoint is naturally
suited to such geometrical description. Yet, all the arguments we use could probably be translated in
Reiterer-Trubowitz’s language, and therefore the second assertion of Theorem 1.9 could also probably
be obtained using Reiterer-Trubowitz’s viewpoint.

As we already stated in Theorem 1.3, it was already known that the w-limit set of almost all
the orbits of the Wainwright-Hsu vector field is contained in the Mixmaster attractor <. Moreover,
Ringstrom (] ]) and Brehm (| ]) proved that the w-limit set of a generic orbit is not reduced
to a Taub point. This implies that almost all the orbits of the Wainwright-Hsu vector field have an
oscillatory future-asymptotic behaviour (a generic orbit has at least three different w-limit points in
the Kasner circle), but this result does not give precise information about the oscillatory behaviour.
In particular, using only this result, we do not know if these generic orbits shadow some heteroclinic
chains or not.

Hence, we still do not know if corollary 1.10 holds for generic orbits of the Wainwright-Hsu vector
field. The question whether or not it is true is of particular importance, so let us state this open
question here.

Question 2. Is it true that for a generic point q of the phase space B* (with respect to Lebesgue mea-
sure), the w-limit set of the orbit of the Wainwright-Hsu vector field with initial condition q coincides
with the Mixmaster attractor o/ ?

1.3 Some interesting dynamical features of the Wainwright-Hsu vector field

Even if one forgets its physical origin, the Wainwright-Hsu vector field appears to be very interesting
from a purely dynamical systems viewpoint.

A catalogue of classical examples of dynamical systems. First of all, it is quite amusing that
the Wainwright-Hsu equations somehow gathers in a single vector field several of the most classical
examples of chaotic dynamical systems that are presented in most introductory courses.

e The behaviour of the type II orbits is described by the so-called Kasner map, which is an avatar
of the most basic example of chaotic map: the angle-doubling map of the circle. More precisely,
being a (non-uniformly) expanding map of degree —2 of the circle, the Kasner map is topologically
conjugate to the map 6 » —260 on R/Z.

o As explained in the previous pages, the Kasner parameter conjugate the Kasner map (modulo a
finite quotient) to an avatar of the famous Gauss map x +— i - Lij As an immediate consequence,
the behaviour of the orbit of a point p under the Kasner map depends on the continued fraction
development of the Kasner parameter of p. Some properties of the Gauss map will indeed play a

crucial role in the proof of our main theorems (see Appendix A).

e Recall that the classical Bowen’s eye-attractor is obtained by considering a vector field in the
plane with an attracting cycle made of two heteroclinic orbits connecting two hyperbolic saddle-
type singularities (see figure 3). This example is well-known because it has a very bad statistical
behaviour: the Birkhoff sums along any orbit in the interior eye do not converge. The reason is
that such an orbit will spend some time close to the left corner of the eye, then a much longer time
close to the right corner of the eye, then a much much longer time close to the left corner of the
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Figure 3: Bowen’s eye attractor.

eye, etc. This behaviour forces the Birkhoff sums to oscillate. Now consider a periodic chain of
type II orbits in the Mixmaster attractor. It is nothing but a cycle of heteroclinic orbits connecting
(partially) hyperbolic saddle-type singularities. It was proved by Georgi, Harterich, Liebscher and
Webster that there is a three-dimensional set of type VIII or IX orbits that are attracted by this
cycle (see [ ]). The same arguments as for the classical Bowen’s eye-attractor show that the
Birkhoff sum along these orbits do not converge. Hence, every periodic chain of type II orbits can
indeed be considered as a “generalized Bowen’s eye-attractor”. Therefore, the Mixmaster attractor
somehow contains a “bunch of infinitely many interlaced (generalized) Bowen’s eye-attractors”.

¢ Yet another classical system “hidden” in the Wainwright-Hsu vector field | In some variables that
we will not use in this article, the flow of the restriction of the Wainwright-Hsu vector field to the
Mixmaster attractor becomes a billiard in an ideal hyperbolic triangle, the so-called cosmological
billiard (see e.g. | ] and | D-

Non-linearizable degenerate partially hyperbolic singularities. When one tries to analyze in
detail the behaviour of the Wainwright-Hsu vector field, one realizes that this vector field presents
some unusually complicated dynamical features.

For example, the starting point of the proof of our main theorems is the analysis of the dynamics
of the Wainwright-Hsu vector field 2" in the neighbourhood of a point p of the Kasner circle. Recall
that every such point p is a singularity of 2°. The eigenvalues of D2 (p) vary with p, and there
often appears some resonance between them. As a consequence, there is a dense set of points p in the
neighbourhood of which the Wainwright-Hsu vector field is not linearizable. As a further consequence,
we are forced to study the local dynamics of 2" in the neighbourhood of such points p by very basic
methods (which roughly consist in using repeatedly Gronwall’s lemma to bound the effect of the non-
linear terms). Note that the situation we face (the local dynamics of a non-linear vector field in the
neighbourhood of a partially hyperbolic singularity in dimension 4, with arbitrarily bad resonances,
the vector field being C® flat in the central direction) seems to be more degenerate than what has
been studied by experts.

Remark 1.12. A result of F. Takens | | implies that the dynamics of the Wainwright-Hsu vector
field can be linearized in the neighbourhood of a point p of the Kasner circle that is not pre-periodic
for the Kasner map (these are exactly the points whose eigenvalues are non-resonant). But this result
does not provide any lower bound on the size of the linearization neighbourhood, nor any upper bound
on the derivatives of the linearizing coordinates. As a consequence, this result can only be used in
order to build some local stable manifolds for chains of type II orbits that do not accumulate on a
periodic orbit of the Kasner map (this has been done by F. Béguin in | ]). Such chains are very
rare: their union has zero Lebesgue measure in the Mixmaster attractor.

A non-uniformly hyperbolic return map with poor regularity. The proof of our main theo-
rems relies on the non-uniformly hyperbolic behaviour of the Wainwright-Hsu vector field. In practice,
we will consider the second iterate of the Poincaré return map ® of the orbits of the Wainwright-Hsu
vector field on a transverse section S. We will prove some uniformly hyperbolic properties for this
return map ®: for every point p in the intersection of the section S with the Mixmaster attractor <7,
if the return map ® is defined at p, then it contracts uniformly the direction transverse to &/ at p, and
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expands uniformly the direction tangent to /. We insist on the fact that the contraction and expan-
sion constants are independent of the point p. Moreover, the contraction in the direction transverse
to o/ happens to be super-linear. Nevertheless, the map ® should be considered as a non-uniformly
hyperbolic map. Indeed, the size of the neighbourhood of the point p on which one can prove some
contraction/expansion properties is not bounded from below uniformly in p. This is due to:

o the presence of singularities: the return map ® is not defined everywhere (roughly speaking, an
orbit which falls on a Taub point never comes back in the section);

o the lack of regularity of the return map d: we are only able to prove that & is Lipschitz. Actually,
® might be C’l, but some evidence indicate that the derivative of @, if it happens to exist, cannot
be a-Hélder for some uniform « > 0.

As a consequence of this non-uniformity:

o we will be able to prove the existence of local stable manifolds for almost every orbit of @, but not
for all orbits,

e the size of these stable manifolds will depend on the orbit, and will not be uniformly bounded from
below.

Although we will prove some non-uniformly hyperbolic properties for the return map <i>, the classical
Pesin’s theory of non-uniformly hyperbolic maps (see e.g. | ]) does not apply to ®. The theory
of non-uniformly hyperbolic maps with singularities, as developed by A. Katok and J.-M. Strelcyn
(see [ ] or | ]) does not apply directly either. The reason is once again the lack of regularity
of ®. Indeed, the above-mentioned theories concern maps whose derivatives may explode when one
approaches some singular set, but which are quite regular (at least CZ) far from the singular set.
This is not the case of ®: as explained above, we are not able to prove that ® is differentiable. The
hardest task in the proof of our main theorems is to obtain some hyperbolicity estimates for ®, with
some explicit controls of the size of the neighbourhoods where these estimates hold. It will cover
sections 3 to 8. Once we have these estimates, we will need to « redo » Katok-Strelcyn’s work in our
specific context, using some Lipschitz estimates instead of the classical bounds on the first and second
derivatives. Appart from the low regularity of our map, there is another important difference between
Katok-Strelcyn’s setting and ours:

o roughly speaking, Katok-Strelcyn’s hypotheses are chosen so that the size of the neighbourhoods
on which one gets various types of estimates is always polynomial with respect to the distance to
the singularity;

¢ in our situation, we will often be forced to consider neighbourhoods with exponentially small size . . .

e ...but the extremely small size of the neighbourhood on which we can prove interesting estimates
will be balanced by the super-linear contraction in the direction transverse to the Mixmaster at-
tractor.

Remark 1.13. Note that one really needs to use some specific properties of the Poincaré map d to
compensate its poor regularity. Indeed, C. Bonatti, S. Crovisier and K. Shinohara have proved that
generic c! non-uniformly hyperbolic diffeomorphisms (such diffeomorphisms are not ' for any
a > 0) do not admit non-trivial local stable manifolds (see | D-

Some unusual arithmetic conditions. In a non-uniformly hyperbolic system with singularities, it
is not possible to construct non-trivial Pesin stable manifolds at every point p. A necessary condition
(among others) is that the orbit of p should wait a long time before coming very close to the singularities.
For the Wainwright-Hsu vector field, this means that we have to focus on points p of the Kasner circle
whose orbits under the Kasner map will wait a long time before coming very close to the Taub points.
Since the Kasner parameter turns the Kasner map into an avatar of the Gauss map, this naturally
translates as a condition on the continued fraction development of the Kasner parameter of the point
p. In other words, we will only be able to deal with points p whose Kasner parameter satisfies a certain
arithmetic condition.

Arithmetic conditions appear in various areas of dynamical systems. They are usually of one of
the following two types:
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o Either one needs to consider real numbers that are badly approximated by rational numbers (so-
called Diophantine numbers and their generalizations). This is typically the case when one wants to
prove KAM-type results, solve cohomological equations, prove the convergence of a renormalization
scheme, etc. The terms (k,, )0 of the continued fraction development of such numbers grow slowly
with respect to n.

e Or one needs to consider real numbers that are very well-approximated by rational numbers (so-
called Liouville or super-Liouville numbers). This is typically the case when one wants to construct
exotic examples of elliptic dynamical systems as limits of periodic systems (for example, by using
the so-called Anosov-Katok method). The terms (k,, )0 of the continued fraction development of
such numbers grow very fast with respect to n.

The arithmetic condition (MG) we need to consider in our proof (which we call moderate growth
condition) is of neither of the two above types. The integers (k,),»0 that appear in a continued
fraction development satisfying this condition might grow either slowly or very fast with respect to n.
What is important is that the size of k,, should be balanced by the size of k1, ..., k,_1. This is due to
the competition between two phenomena. Consider a chain of type II orbits starting at some point p
of the Kasner circle, a type IX orbit whose initial condition is at distance ¢ << 1 of p and denote by
(kp)nso the terms of the continued fraction development of the Kasner parameter of p.

e On the one hand, the contraction rate of the flow in the direction transversal to the Mixmaster
attractor between a small transverse section close to p and a small transverse section close to
ﬂkﬁmw"'l(p) depends on ky + -+« + k1.

o On the other hand, the size of the neighbourhood of .#* ™ **»=1(p) where we have a good control
of the behaviour of the orbits depends of k,,.

So, very roughly speaking, the orbits starting at distance 1 of the Mixmaster attractor will hit the
neighbourhood of .Z"* #*1-1(p) where we can control their behaviour provided that k, is small
compared to ky + - -+ + k,_1 (of course, we are oversimplifying). This is the reason why the moderate
growth condition (MG) comes into the game.

Remark 1.14. Proving that Lebesgue almost every real number satisfies the moderate growth condi-
tion (MG) (see Lemma 1.8) is not that easy. The argument that was suggested to us by S. Gouézel
uses some rather sophisticated properties of the Gauss map (namely, the existence of a spectral gap
for the transfer operator associated with the Gauss map, acting on the space of L™ functions with
bounded essential variation).

A complicated statistical behaviour. We have explained above that a periodic chain of type II
orbits of the Wainwright-Hsu vector field can be thought as a generalized Bowen’s eye-attractor. But
the global statistical behaviour of the Wainwright-Hsu vector field is certainly much more complicated
than those of a Bowen’s eye-attractor.

Indeed, for a classical Bowen’s eye-attractor, the set of all the limit points (in the space of probability
measures) of the Birkhoff sums is rather small: it is exactly the affine segment whose ends are the
Dirac masses supported by the two eye corners. Now consider a non-periodic chain of type II orbits
in the Mixmaster attractor. Such a chain will almost surely be dense in the Mixmaster attractor, i.e.
the corners of the chain will almost surely be dense in the Kasner circle. Moreover, Theorem 1.9 shows
that such a chain will almost surely be shadowed by a three-dimensional set of type IX orbits of the
Wainwright-Hsu vector field. We are not able to compute exactly the set of limit points of the Birkhoff
sums along such orbits (in the general case). But some informal arguments show that this set should
typically be infinite dimensional. In any case, it is clear that the behaviour of the Birkhoff sums along
most orbits of the Wainwright-Hsu vector field must be very wild.

P. Berger has introduced a quantity which quantifies the statistical complexity of a dynamical
system: the emergence of the system. Roughly speaking, it measures the growth rate, as € goes to 0,
of the number of probability measures that are necessary to e-approximate the set of all limit points
of the Birkhoff sums along almost all the orbits (see [ ] for a precise definition). It is known
that there exists systems with arbitrarily large emergence (such systems are actually locally generic).
But the constructions rely on Baire arguments, and do not yield explicit examples. We guess that
the Wainwright-Hsu vector field might be an explicit example of a dynamical system with very large
emergence. So we conclude this section by the following problem:
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Question 3. Is it possible to compute the emergence of the Wainwright-Hsu vector field? Is it expo-
nential?

A high emergence rate for the Wainwright-Hsu vector field would bring another evidence that
explicit models of physical systems might display a very wild dynamical behaviour ...

1.4 Heuristic arguments underlying the proof of the main theorem

The proof of Theorem 1.9 (as well as Reiterer-Trubowitz’s proof in | ]) is based on the following
heuristic argumentation, which can be attributed to Belinskii, Khalatnikov and Lifshitz (except for
the very last part concerning the moderate growth condition).

Consider a point p of the Kasner circle, so that p is not one of the Taub points. The point .% (p)
(the image of p under the Kasner map) is a partially hyperbolic singularity of the Wainwright-Hsu
vector field 2. More precisely, the linear part of 2" at .7 (p) has two negative eigenvalues —p,, and
—pts, (with ps, = s, ), one zero eigenvalue (corresponding to the direction tangent to the Kasner
circle), and one positive eigenvalue pu,. The eigendirections associated with the two stable eigenvalues,
— s, and —pug,, are tangent to the two type II orbits arriving at .% (p) (hence, one of them, say the
one associated with —yu, , is tangent to the type II orbit @,_, #(,)). The eigendirection associated with

the unstable eigenvalue p,, is tangent to the type II orbit €z () 22(,) going from .7 (p) to F(p).
Consider a type IX orbit & traveling very close to the type II orbit &), #(,). After some time, it
will enter a neighbourhood By of .# (p). Let d; be the distance between the orbits & and &,,_, z(,) when
they enter in B;. The orbit ¢ will continue to follow &),_, #(,) until it comes very close to the point
Z(p) (going slower and slower since #(p) is a singularity). Then it will start to follow the unstable
manifold of .7 (p), that is, to follow the type II orbit &z () z2(p). Now, suppose for a moment that

one could neglect the non-linear part of 2. Then we can compute explicitly the flow of 2", and we

see that the orbit & will exit B; roughly at distance dlf”/ﬂu from the orbit &%,y #2(p). The crucial

point is that the stable eigenvalues of the point of the Kasner circle are “stronger” than the unstable

one. In other words, s, [, is greater than 1 and therefore d,fsl/uu is much smaller than d;.

Now, the orbit & will travel side to side with the type II orbit &%) #2(p) until entering a small

neighbourhood By of the point % 2 (p). It is impossible to control precisely the distance between & and
O 7(p)—72(p) during this travel: we face the global behaviour of a non-linear vector field. But in any
case, the travel from B; to By will take a finite time T', and therefore the distance will grow at most

linearly, the dilatation factor A being the upper bound of the derivative of the time T" map of the flow.

As a consequence, the orbit & should enter the neighbourhood B, roughly at distance dy := /\d/f“/“"

of the orbit € %) #2(p), which is much smaller than d; (if dy is small enough). See figure 4.

Iterating the argument, the orbit ¢ should go through the small neighbourhood Bs of # 2(p),
follow the type II orbit &%2(,)-.23(p), and enter in a neighbourhood of 93(19) at a distance d3 < da,

go through the small neighbourhood of 93(p), follow the type II orbit &gs (). #4(p), and enter in

(p
a neighbourhood of ﬁ4(p) at a distance d4 << d3, ...So we can hope to keep some control of the
behaviour of & forever and prove that it shadows the heteroclinic chain (ﬁp_, Z(p)s OF (p)=»F2(p)> - - - )

Of course, this very rough heuristic argument dramatically oversimplifies the situation (otherwise
the proof of Theorem 1.9 would not fill so many pages !). Yet it will serve us as a guideline, and our
task will be to turn it into a rigorous proof.

The main difficulties that we will face are the following. When we analyze the behaviour of the
orbit & inside a neighbourhood of % é(p), we need to take into account the effect of the non-linear
part of 2. These non-linear terms will in particular induce a drift in the central direction, 4.e. in the
direction of the Kasner circle. So the orbit & will deviate from the heteroclinic chain of type II orbits,
and we shall need to control this deviation, and prove that it is somehow balanced by the very strong
contraction due to the linear part of the vector field. We also have to take into account the fact that
the stable and unstable eigenvalues —pu,,, —p,, and p, at the point Z(p) critically depend on the
position of this point on the Kasner circle: —p,, and p, tend to zero as the point .# ¢ (p) approaches
one of the Taub points. This means that, when % t (p) is very close to a Taub point, the hyperbolicity
of the linear part of 2~ at # e(p) is very weak, and therefore can only compensate the effect of the
non-linear part in an extremely small neighbourhood B, of .# ¢ (p).

So there will be a competition. On the one hand, if the orbit & falls successively in the neigh-
bourhooods By, Bs, . .., B, of the points .Z ' (p), Z>(p), ..., Z"(p), then the distance between & and
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O 72 (p)- 73 (p)

O % (p)»72(p)

Figure 4: The orbit & successively enters the neighbourhoods Bj, Bs,...Each time it passes inside
one of these neighbourhoods, it gets much closer to the heteroclinic chain starting at p, due to the
super-linear contraction.

the heteroclinic chain of type II orbits (ﬁp_,g(p), O F(p)—»F2(p)» - - ) will undergo a very strong con-
traction. Therefore the orbit ¢ will have more chance to enter the neighbourhood B,,;; of the point
Z""(p). On the other hand, if the point .#"*!(p) happens to be very close to one of the Taub points,
then the neighbourhood B,,,; will be extremely small and it is quite likely that the orbit & will fail
to enter this neighbourhood, in which case the future behaviour of & will get out of control. This
is the reason why we will not always be able to prove the existence of type IX orbits shadowing the
heteroclinic chain (ﬁp_)‘g(p), O 7(p)—»F2(p)> - - - ) Roughly speaking, we will need this heteroclinic chain
to “wait enough time before going close to the Taub points”.

In order to be more quantitative, let us consider the continued fraction expansion [1;kq, ko, ... ]
of the Kasner parameter of the point p. On the one hand, if the orbit & falls in the neighbourhoods
By, B, ..., B,, then the contraction of the distance between & and the heteroclinic chain will roughly
be controlled by KD 4 oo ki On the other hand, the size of the neighbourhood B, ;; will roughly
be controlled by k,,,4. So we will be able to keep some control on the behaviour of the orbit ¢ if and
only if the continued fraction expansion satisfies the moderate growth condition (MG). Once again,
we are oversimplifying, but this is indeed the origin of the moderate growth condition.

1.5 Strategy of the proof of the main theorem and organization of the
article

In the next few pages, we will describe the content of the different sections of this article. We hope
that the strategy of the proof of our main theorems will arise from this description.

The Wainwright-Hsu vector field and the Mixmaster attractor. In Section 2, we describe
the dynamics of the Wainwright-Hsu vector field 2" in restriction to the Mixmaster attractor (linear
part of 2" at points of the Kasner circle, explicit expression of the type II orbits, Kasner map, Kasner
parameter, etc.). This dynamics is well-known. The only original part of Section 2 is the description
of a finite quotient of the classical phase space in which we shall work.

Local expression of the Wainwright-Hsu vector field in the neighbourhood of a point of
the Kasner circle. As explained above in heuristic terms, the proof of Theorem 1.9 is based on the
analysis of the local dynamics of the Wainwright-Hsu vector field 2" in the neighbourhood of a point
p of the Kasner circle. To carry out this analysis, we use a quite standard strategy: we first construct
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some coordinates in which the vector field 2" has the simplest possible expression, and then, we use
this expression to control the deviation of the true orbits of 2" from those of the linear part D2 (p)
of .

Hence, our first task is to find a “nice” local coordinate system in the neighbourhood of a point p
of the Kasner circle (which is not one of the Taub points). Actually, the only property we need for
this coordinates system is that it straightens the stable, central and unstable manifold of 2" at the
point p. So the coordinates system will be provided by the stable manifold theorem. Yet we need
a quite precise version of this result: in particular, we need some lower bounds on the size of the
neighbourhoods on which the straightening coordinates are defined, and some upper bounds on the
norm of the derivative of these coordinates, with some explicit dependence on a parameter. Once we
have the suitable statement of the stable manifold theorem, we apply it three times (together with
some other easy coordinate change) to get a local coordinate system straightening the strong stable,
weak stable, central and strong unstable manifolds of p. Then we write the local expression of 2" in
this “nice” local coordinate system, providing some upper bounds on the non-linear terms showing up
in this expression. This is done in Section 3.

Local sections and transition maps. In Section 4, we define some sections transverse to the
Wainwright-Hsu vector field 2. For every point p in the Kasner circle (which is not one of the Taub
points), we define a local section S’; that will be intersected by the orbits of 2~ when they arrive in
a small neighbourhood of p. Similarly, we define a local section S;f that will be intersected by the
orbits of 2" when they get out from a small neighbourhood of p. The size of these sections (in the
different directions), as well as their distance to the point p, depend on several parameters. We also
define a global section S which is intersected by all the type IX orbits that could possibly shadow
some heteroclinic chain of type II orbits. Moreover, in order to understand the dynamics of the orbits
traveling between two sections, we are led to define some transition maps. The transition map from a
section S; to a section Sy encodes, for an orbit & of 2~ starting in Sy, the first intersection point of
O with the section Ss.

Local dynamics in the neighbourhood of a point of the Kasner circle. In Section 5, we
use the local expression of the Wainwright-Hsu vector field 2" in order to study the local dynamics
of 2 in the neighbourhood of a point p of the Kasner circle. More precisely, we want to understand
the transition map T, of the orbits of 2" from a local section S; at the entrance of a neighbourhood
of p to a local section S, at the exit of the same neighbourhood. The task consists in controlling
the effect of the non-linear terms in the local expression of 2. The size of the neighbourhood of
p, the size of the local sections S; and S;”,L , and their distance to the point p, depend on the Kasner
parameter of p. The outcome of the section is roughly the following: when the orbits of 2~ cross a small
neighbourhood of the point p, the distance from these orbits to the Mixmaster attractor undergoes
a super-linear contraction, whereas the drift of the orbits in the direction tangent to the Mixmaster
attractor is extremely small. In other words, the transition map Y, is strongly contracting in the
direction transverse to the Mixmaster attractor (the contraction is super-linear), and almost isometric
in the direction tangent to the Mixmaster attractor. An important point is that the dependence of the
contraction (resp. drift) rate with respect to the Kasner parameter of p is explicit. Note that to get
this explicit dependence, we extend the methods employed in [ ]

Dynamics in the neighbourhood of a type II orbit. Consider again a point p on the Kasner
circle. The purpose of Section 6 is to control the behaviour of a type IX orbit traveling very close to
the type II orbit &), (). More precisely, we want to control the transition map W, of the orbits of .2
from a local section S;L at the exit of a neighbourhood of p to a local section S}(p) at the entrance of
a neighbourhood of the point .#(p). The estimates we obtain are very loose, since we are considering
the long range behaviour of a non-linear vector field. The only thing we can do is to:

« find an upper bound of the travel time of the orbits between the sections S;f and S}(p),
o apply Gronwall’s lemma to obtain some (very) rough control during this travel.
Dynamics along an epoch. Given a point p of the Kasner circle, the epoch transition map ®,, is

the transition map of the orbits of 2  from a section S; at the entrance of a neighbourhood of the
point p to a section S}(p) at the entrance of a neighbourhood of the point % (p). Observe that &,
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Figure 5: First era of the heteroclinic chain starting at p, represented in projection on the plane
containing the Kasner circle.

is nothing else than the composition of the maps T, and ¥, considered in Sections 5 and 6. So, we
will only need to concatenate the estimates proven for the maps T, and ¥, to obtain some estimates
on ®,. The only difficulty is to find some size of the sections S, and S}(p) so that the map @, is
well-defined. This is done in Section 7. Once we know that &, is well-defined and is the composition
of T, and ¥, we easily obtain some partial hyperbolicity properties for ®,: it is super-contracting
in the direction transverse to the Mixmaster attractor, and almost not contracting in the direction
tangent to the Mixmaster attractor (this direction may be expanded, or very weakly contracted).

Dynamics along an era. Consider the region .#; o7 of the Kasner circle where the Kasner parameter
ranges between 1 and 2 (roughly speaking, this is the region of the Kasner circle which is far from the
Taub points). Let p be a point in %}y 5}, and denote by k;y the first term in the continued fraction
expansion of the Kasner parameter w(p). The heteroclinic chain of type II orbits starting at p first goes
close (roughly at distance —) to one of the Taub points, say T3, then bounces k; —1 times from one side
of T to the other, slowly escaping from the vicinity of 7%, until it comes back in J#}; 2. An era is such
a piece of heteroclinic chain, made of the concatenation of k; type II orbits, which starts and ends up in
1 2] See figure 5. The purpose of Section 8 is to study the behaviour of the orbits of the Wainwright-
Hsu vector field 2" along such an era. More precisely, we want to study the era transition map, i.e.
the transition map <i>p of the orbits of 2 from a local section S; at the entrance of a neighbourhood
of p to a local section S;kl(p) at the entrance of a neighbourhood of the point % Fh (p). This map can
be seen as the composition of the k; epoch transition maps @, ® z(,), - - -, (bykl—l(p) provided that we
can find some size of sections so that this composition is well-defined. We indeed manage to set up
an induction scheme, based on the estimates of Section 7, showing that the composition of the epoch
transitions maps @, ® z(,), .- -, (I{gkl,l(p) is well-defined on a tiny local section close to p.

It is natural to expect some uniform hyperbolicity properties for ‘i)p. Yet a minor (but quite
annoying) technical difficulty shows up. One soon realizes that the map (i>p cannot be uniformly
expanding in the direction tangent to the Mixmaster attractor. This can be easily overcome by
replacing <I> by the “double era transition map” <I> which describes the behaviour of the orbits
during two eras instead of a single one. We are mdeed able to prove some hyperbolicity properties
for this map: it contracts uniformly the direction transverse to the Mixmaster attractor and expands
uniformly the direction tangent to this attractor.

Moreover, the <f>p’s can be glued together, in order to get a global Lipschitz map d. This map is
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the second iterate of the Poincaré’s return map of the orbits of the Wainwright-Hsu vector field 2~
on a global section S. We call it the double era return map. The section S is intersected by all the
orbits that could potentially shadow some heteroclinic chain. Yet, it is important to note that d is
not well-defined on the whole section S. It is defined on a kind of hedge with variable height over the
interval ]1,2]: the height of the hedge over the point w € ]1,2] depends on the four first terms of the
continued fraction development of w, and is equal to zero at certain points. The map P is uniformly
hyperbolic on this hedge-shaped domain.

Construction of local stable manifolds for the double era return map. In Section 9, we use
the hyperbolicity of the double era return map fi), together with the usual graph transform mapping
technique, in order to construct some local stable manifolds for ®. The main difficulty is to find some
domains where the graph transform mapping can be iterated (recall that the map ® is not defined
on the whole section S). This is where the moderate growth condition (MG) shows up. Roughly
speaking, we can iterate the graph transform mapping over the orbit of a point p € #7; o7 if and only
if the Kasner parameter of p satisfies the moderate growth condition. For such a point p, we obtain
a non-trivial two-dimensional local stable manifold W*(p, <i>) The size of this local stable manifold
depends on p. In particular, it depends on the time ng one has to wait in order to “see” the domination
of k+,, by the sum Yo, k> for all n = ny.

Shadowing of heteroclinic chains. Consider a point p of the Kasner circle having a non-trivial
stable manifold W*(p, ®) for the double era return map ®, and a point ¢ € W*(p, ®). In Section 10,
we prove that the forward orbit of g (for the Wainwright-Hsu vector field) shadows (in the sense of
definition 1.4) the heteroclinic chain (ﬁp_,gz(p), O 7 (p)—»F2(p)» - - - ) This easily follows from what has
been done earlier. Thanks to some estimates proven in Sections 5, 6 and 8, we know that, since ¢ is close
to p, the forward orbit of ¢ will stay very close to the heteroclinic chain (ﬁp_,y(p), O 7 (p)—»F2(p)> - - - )
during two complete eras. But since ¢ is in the stable manifold W*(p, <i>), this orbit hits the section S

very close to .Z (p) := .F*1H2(p) (we call .F the double era Kasner map). So, using again the estimates
of Sections 5, 6 and 8, we obtain that the forward orbit of ¢ stays very close to the heteroclinic
chain during two more eras. Then it hits the section S even closer to .Z2(p) = Frthethatha )y
Iterating this argument, we obtain that the forward orbit of ¢ shadows the entire heteroclinic chain
(Op-), O (p)-72(0) - )-

At this point, we have proved the first part of Theorem 1.9, i.e. we have constructed a three-
dimensional set of type IX orbits that shadow the heteroclinic chain (ﬁp_,y(p), O F(p)—»F2(p)> - - - ) for

every point p whose Kasner parameter satisfies the moderate growth condition (MG).

Absolute continuity of the local stable manifolds foliation. The second part of Theorem 1.9
is proven in Section 11. Namely, we consider a set & of positive one-dimensional Lebesgue measure in
the Kasner circle, and we prove that the union of the type IX orbits shadowing a heteroclinic chain
(ﬁp_,g(p), O 7 (p)»F2(p)> - - - ) with p € & has positive four-dimensional Lebesgue measure in the phase
space. Without loss of generality, one can assume that & C J#]; 2]. According to what has been
explained above, it is enough to prove that the union of the local stable manifolds W*(p, <i>) when p
ranges over & has positive three-dimensional Lebesgue measure in the transverse section S.

Remark 1.15. Readers that are not familiar with non-uniformly hyperbolic dynamics might think that
this is a straightforward consequence of the Ws(p,fﬁ)’s being two-dimensional submanifolds which
depend continuously on p. However, a continuous dependence is not sufficient to apply a Fubini type
argument (recall that a homeomorphism might send positive Lebesgue measure sets to zero Lebesgue
measure sets). Examples of non-uniformly hyperbolic dynamical systems with pathological local stable
manifold foliations do exist.

We use a well-known strategy due to Y. Pesin. Roughly speaking, given two (one-dimensional) local
transversal T, T" to the “foliation” by local stable manifold, one considers the holonomy map which
sends a point x € T to the unique point of intersection of the local stable manifold passing through
z with the transversal T". If one can prove that this holonomy map is absolutely continuous (i.e. if
it maps zero 1-dimensional Lebesgue measure sets in T' to zero 1-dimensional Lebesgue measure sets
in T') for any choice of T and T'7 then it is easy to set up a Fubini type argument and prove that
the union of the local stable manifolds has positive 4-dimensional Lebesgue measure. The absolute
continuity of the holonomy map follows from estimates on the action of these maps on the volume of
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discs transverse to the local stable manifolds. Such estimates are trivial for “big” discs. The trick is to
turn small discs into big ones using the map ®. Indeed the discs are transversal to the stable manifold,
hence essentially behave as unstable discs, and therefore, their images under $" become larger and
larger as n goes to infinity.

Our setting is easier than the usual general setting because the “foliation" by stable manifolds is
transversally one-dimensional, and therefore the discs transverse to the foliation are just arcs, whose
volume can be computed easily (in particular, it roughly coincide with the diameter of these arcs). On
the other hand, our setting is also more tricky because we have to work with a map ® which is not
defined everywhere, so we have to be very careful when we consider large iterates of ® to make the
discs grow.

Remark 1.16. One could be worried since it is well-known that Pesin’s absolute continuity techniques
only work for C 1o maps, and since we have explained previously that our map d is only Lipschitz.
Actually, the Clm—regularity is used for two purposes in Pesin’s proof. First, to find some lower
bounds for the size of the neighbourhoods of the points of the attractor where certain hyperbolicity
estimates hold. We already have computed such sizes in the previous sections. Second, to get some
Holder regularity on the unstable direction (tangent space to the attractor). In our case, this regularity
is for free, since we know explicitly the attractor, and since the intersection of this attractor with the
section S is extremely simple and regular: this is an affine interval in our local coordinates (which are
at least 6’4). Hence the low regularity of the map ® is not a true problem for this precise proof.

Continued fractions. Some classical material about continued fractions and the Gauss map is
gathered in Appendix A. This is also the place where we prove that the moderate growth condition is
generic in the measure-theoretical sense.

Statement of the main theorem in the full phase space. For sake of simplicity, we have stated
Theorem 1.9 in the restricted phase space B* (in particular, we have restricted ourselves to heteroclinic
chains that can be shadowed by type IX orbits). Nevertheless, our proof also works in the full phase
space, provided that we introduce a natural notion of coherent heteroclinic chain. The generalization
of Theorem 1.9 to the full phase space £ is stated in Appendix B.

Correspondence with Reiterer-Trubowitz’s paper | ]
Although based on a slightly different viewpoint and formulated in a somewhat different language, the
strategy of our proof is quite parallel to those of Reiterer-Trubowitz’s in | |:

e The “nice coordinates" that we introduce in Section 3 are reminiscent of the variables introduced
in Definition 3.3 of | ]. The Taylor expansion of the Wainwrigh-Hsu vector field in our “nice
coordinate system" can be compared to the system of differential equations provided in Lemma 3.1
of | ]. Some differences can nevertheless be noticed. Reiterer-Trubowitz’s variables are specif-
ically designed to study the evolution equations of the vacuum spatially homogeneous spacetimes.
A nice feature of these variables is that they are completely explicit, as well as their evolution
equations. On the contrary, the “nice coordinates" that we consider are not explicit. Their ex-
istence follows from general results on partially hyperbolic system. The main advantage of such
coordinates is that they diagonalize the linear part of the evolution equations, and show very clearly
which non-linear terms should be controlled.

e In Section 4, we introduce several local sections of the Wainwright-Hsu flow, as well as the Poincaré
return maps on these sections. One of the goals of Sections 5, 6 is to prove that these Poincaré
return maps are well-defined on some explicit subsets of the local sections. This should be compared
to the series of definitions and lemmas in | ] which culminates into Proposition 3.3. Indeed
the purpose of this part of Reiterer-Trubowitz’s paper is to introduce a 3-dimensional discrete
dynamical system which can be thought as a “section" of the flow of their 4-dimensional system of
differential equations, and to find an explicit set on which this 3-dimensional discrete dynamical
system is well-defined.

 Proposition 5.1 of | ] is a general fixed point result which should be compared to the graph
transform techniques that we use in Section 9 to prove the existence of stable manifolds. As always,
our viewpoint is more geometric since we consider the action of our dynamical system on sequences
of sub-manifolds rather than sequences of points. Yet, this is merely a matter of language, since the
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sequences of points considered by Reiterer and Trubowitz depend on real parameters which should
be thought as the coordinates parametrizing our sub-manifolds. With some extra technical work,
it should be possible to find some hypotheses which ensure that Reiterer-Trubowitz’s fixed points
depend nicely enough on the parameters to form some invariant sub-manifolds.

e The goal of Section 8 is to prove that the estimates on the epoch maps can be combined to show that
the (double) era return map satisfies some hyperbolicity properties. Then, we use these properties
in Section 9 to prove the existence of local stable manifolds for the (double) era return map. This
should be compared to Theorems 6.1., 6.2 and 6.3. in | ]

2 The Wainwright-Hsu vector field and the Mixmaster attrac-
tor

In this section, we will recall a number of well known facts about the Wainwright-Hsu vector field 27,
its dynamics in restriction to the Mixmaster attractor, the Kasner map and the Kasner parameter. A
good reference for these facts is | ]. However, there is something “new” in addition to what is
presented in | ]: we will define the quotient phase space and the induced Wainwright-Hsu vector
field X on that space (see section 2.6), as they will be more convenient to work with in what follows.

2.1 The Wainwright-Hsu vector field 2~

Recall that we will be interested in describing the behaviour of solutions of the system of equations
(1.3).

Phase space. Consider the phase space
% = {(N1, N3, N3,51,5,,53) € R®  satisfying (1.3a) and (1.3b)}
Observe that £ is a non-singular and non-compact 4-dimensional quadric in RE.

Wainwright-Hsu vector field The Wainwright-Hsu vector field, denoted by 27, is defined as the
vector field on A associated with the Wainwright-Hsu equations (1.3), that is,

—(qg+2%,)N;
—(q + 2%3)N,
—(q +2%3)N3
2-9)% +5
(2-q)Xy + 5,
(2-¢)83+ S5

'%(N17N27N3721722723): (21>

The solutions of the system of equation (1.3) can be seen as the orbits of the flow of the Wainwright-Hsu
vector field 2 on the phase space A.

Symmetries. The Wainwright-Hsu vector field is equivariant for the action of the permutations
group G3:
U~(N17N2;N3721722723) = (Na(1)7N0(2)7Na(3)7 20(1)720(2)720(3)) (2-2)

and for the action of the group Z/2Z = {1d, €} given by:
€.(N1, No, N3, %1, %9, %3) = (=Ny, —Na, —N3, %1, 35, 33)

One should remark that this implies that &3 is acting on the space of the orbits of the Wainwright-Hsu
vector field. Later on, to simplify the presentation, we will work in the quotient phase space %/G3
(see section 2.6).
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2.2 Stratification of the phase space %4

Stratification of the phase space. According to (1.3¢), the signs (positive, negative or null) of
the variables IV; are invariant along the orbits of the Wainwright-Hsu vector field. This fact leads to a
stratification of the phase space £ in six subsets which are invariant under the flow of the Wainwright-
Hsu vector field 2 (see table 1). Recall that the variables N; are closely related to the structure
constants of the Bianchi spacetime represented by the orbit. So this stratification is no more than a
reinterpretation of the classification of the 3-dimensional unimodular Lie algebras. This stratification
plays an important role in the study of the dynamics of the Wainwright-Hsu vector field %2 . This is
thanks to the following facts: the dynamics on the low dimensional strata (1 and 2) can be described
entirely explicitly and the reunion of these low dimensional strata forms an attractor on which almost
every orbit of the Wainwright-Hsu vector field accumulate.

Restriction to the “positive” part of the phase space. As stated in the introduction, to avoid
clutter with notations and to simplify the presentation, we will restrict our attention to the dynamics
of the Wainwright-Hsu vector field in

B E (N, Ny, N3, 51,59, 53) € Z | Ny 20, N, = 0, N3 = 0}

Recall that
o %" is invariant under the flow of the Wainwright-Hsu vector field.
o Generic orbits of Z" are type IX orbits.

We will denote %y} := %N %" and analogously for other stratas. Also, we will implicitly restrict the
Wainwright-Hsu vector field to %" from now on.

The Kasner circle #. The stratum J# = % corresponding to Abelian Lie algebra is one-
dimensional. It is a Euclidean circle denoted by ¢ and called the Kasner circle (because its points
correspond to Kasner spacetimes, see | :

A ={(N1, Ny, N3, %1, %5,%3) € B | Ny = Ny = N3 = 0}
= {(0,0,0,%;,35,%;) € R* | £; + ¥y + 33 = 0,57 + ¥ + I} = 6} (2.3)
The stratum %;;. The stratum %] corresponding to Heisenberg Lie algebras is two-dimensional.

It is the reunion of three open hemiellipsoids (see later figure 7), each having the Kasner circle as

boundary:
Y + 1 2 3
Py = P U B U B

where
Bl = {(Ny, Ny, N3, %q,%5,33) € B| Ny >0, N, = Ny =0}

1
= {(Nho,o,zl,zg,zg) ER"| N1 > 0,5 + %5+ 55 = 0,51 + 55 + N5 + 5Ny = 6} (2.4)

The hemiellipsoids %’121 and %’131 are defined analogously.

The Mixmaster attractor. The reunion of the Kasner circle # and the stratum 4y; is called the
Mizmaster attractor and is denoted by «/. We denote by &/" := J# U %] the positive part of the
Mixmaster attractor.

Generic orbits The strata %;x corresponding to semi-simple Lie algebras is open and dense in 2" .
Generic orbits of the Wainwright-Hsu vector field 2 are contained in %x.
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p1 < po <0< pg p1 < pg <0< po
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po < p1 <0< pg K213\ pz < p1 <0 < pg
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po < pz <0< pg pg < p2 <0<y

Q1

Figure 6: Order of the eigenvalues.

2.3 Linearization of the Wainwright-Hsu vector field along the Kasner cir-
cle

Critical points. The critical points of the Wainwright-Hsu vector field correspond to self-similarly
expanding spacetimes (see | ]). Using (1.3¢c) and (2.3), one can see that any point of the Kasner
circle J is a critical point. The goal of this section is to describe the eigenvalues of D% (p) for any
point p of the Kasner circle.

Notations (see figure 6). There are three particular points in the Kasner circle called the Taub
points:

Tl = (0707072a _17 _1)
T2 = (anvoa _132a _1)
T3 = (0707()’ _la _152)

These points split the Kasner circle in three open arcs J#;, 5, J#3 defined as following: .%; is the
connected component of % \ {Ty, Ty, T3} admitting 7; and T}, as end points, where {4, j, k} = {1,2,3}.
Alternatively, one can define #; as the subset of 2~ where

;< -1

We denote by @1, Qs, Q3 the diametrically opposite points of the Taub points in the Kasner circle,
that is,

Ql = (070705 _25 17 1)
QQ = (070703 17_271)
Q3 = (0,0,0, 1717_2)

One can remark that @, is the middle of the arc J#;. As such, @, divides JZ; in two open arcs J#(; )
and #(;;;) with respective end points @Q;, T, and Q;, T;. Alternatively, one can define J£(;;1) as the
subset of # where

;<X <Xy

Eigenvalues of the linearized vector field at points of the Kasner circle. In Section 5, we
will study the behaviour of the orbits passing close to a point p of the Kasner circle. The first step
is to linearize the Wainwright-Hsu vector field at the points of the Kasner circle. Indeed, the local
behaviour of the orbits is determined, at the first order, by the linear part of the vector field.
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Let p = (0,0,0,X%, X5, 33) be a point of the Kasner circle .#. One can remark that
(X3 = 23)0%, + (1 = X3)0%, + (X2 — 31)0s,
is tangent to £ at p and that
(0N, ONy» ONg, (B3 = X2) 05, + (X1 — X3)0x, + (B2 — ¥1)0x,)

is a basis of T),%. In this basis, the matrix of D.Z (p) is

w0 0 0
0 w 0 0
0 0 pus 0 (2.5)
0O 0 0 O
where
pi = —(2 +2%) (2.6)

We summarize the main properties of the eigenvalues p; in Proposition 2.1 and figure 6.
Proposition 2.1. If {i,j,k} = {1,2,3}, then

1. On Jjxy, we have py < pj < 0 < p;. Moreover, the unstable eigenvalue p; is “weaker” than the
stable eigenvalues p; and puy: ju; < |uj| and p; < |pl.

2. At the point T;, we have p; <0 and pj = pg = 0.
3. At the point Q;, we have p; >0 and p; = py < 0.
Proof. This is a straightforward consequence of (2.6). O

Remark 2.2. According to Proposition 2.1, the unstable direction and the weak stable direction swap
at the Taub points while the weak stable direction and the strong stable direction swap at the points
Q;,1=1,2,3.

Moreover, each Taub point has a one dimensional stable manifold and a three dimensional cen-
tral manifold. Every other point of the Kasner circle has a two dimensional stable manifold, a one
dimensional unstable manifold and a one dimensional central manifold.

2.4 Type II orbits

The orbits contained in the stratum %y are called type I1 orbits. These orbits can be explicitly
described in an easy manner. Let

Ml = (07 07 07 _47 27 2)
M2 = (0, 07 07 23 _4a 2)
M3 = (07 07 Oa 27 27 _4)

For i € {1,2,3}, let Pf be the sheaf of two-dimensional affine planes containing the affine line M, +
R.dy,. Type II orbits contained in %y (see (2.4)) are exactly the intersection of %y with planes of the

sheaf Pi2 (see figure 7). As a consequence, any type I orbit is a heteroclinic connezion” between two

points of the Kasner circle. One easy way to see this is to remark that, for a type II orbit contained
¥, -2
Tp-2

in %fl, the Wainwright-Hsu equations (1.3¢) lead to the conservation of the quantity along the

orbit (see | ] for more details).

9A heteroclinic connexion is an orbit “joining two different points”. More precisely it is an orbit ¢ — &(t) such that
there exists two distinct points p and g verifying lim;_, o O(t) = ¢ and lim;_,_, O(t) = p.
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Figure 7: Type II orbits contained in %ﬁ.

Local view-point. Let p € J,;x). There are exactly three type II orbits which establish a hete-
roclinic connexion between p and another point of the Kasner circle. We are now going to determine
the “time direction” of these orbits, that is, to determine whether they admit p as an w-limit point
or an «-limit point. Recall that the Wainwright-Hsu vector field admits three non trivial eigenvalues
pr < p; < 0 < p; at the point p. It follows that:

e The type II orbit contained in %’Iil, denoted by ﬁ’;f , admits the point p as its a-limit point. We will
say that this orbit starts at p.

o The type II orbit contained in %’ﬂ (resp. %’ﬁ), denoted by 0" (resp. €,?), admits the point p as
its w-limit point. We will say that these orbits arrive at p.

Global view-point. L%’Iil is foliated by type II orbits in a very specific way. Any type II orbit
contained in Ay starts in % and arrives in J¢; U {T;} U #,. More precisely, those starting in ;)
arrive in .#; and the one starting at Q; arrives at T;. There is no type II orbit starting from a Taub
point.

Projection view-point. Another way to describe the type II orbits is to give their projection on
the (X1, Xs, X3)-plane, that is, the two-dimensional plane containing the Kasner circle. Let Pil be
the sheaf of one-dimensional affine lines passing through M; and contained in the (X1, 35, ¥3)-plane.
According to what precedes, the projections of the type II orbits contained in 2 are exactly the
intersections of the open disc delimited by the Kasner circle and the lines of the sheaf Pil (see figure 8).

2.5 The Kasner map %

Definition 2.3 (Kasner map). Let p € ¢ \ {T}, 15, T3}. The type II orbit &) starting at p converges
(in the future) to a point of the Kasner circle denoted by .#(p). Set .Z#(T;) = T; for all ¢ € {1,2,3}.
This defines a continuous map % : & — J, called the Kasner map (sometimes also called the BKL
map). The orbit ﬁ;f will also be denoted by &), z(,)-

Geometrical construction of .#(p). Let p € . The line (M;p) intersects the Kasner circle at
two points. The closest to M; is p while the farthest is .#(p) (see figure 9). One can remark that
ZF(Q,;) =T, for i € {1,2,3}.
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Figure 8: Projections on the (21, S9, X3)-plane of type I orbits contained in %y, % and Bi; (left
to right, top to bottom).

M,

Figure 9: The Kasner map.
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Figure 10: The Kasner map is chaotic.

Dynamics of the Kasner map. The dynamics of the Kasner map on the circle is chaotic (see
figure 10). One can verify that the Kasner map is C* and of degree —2, is non uniformly expanding
(the derivative is, in absolute value, strictly superior to 1 except at the Taub points where its absolute
value is equal to 1). By a classical argument (see e.g. [ , Theorem 2.4.6], the Kasner map is
topologically conjugate to 6 — —26 (on the circle R/Z) which has a well understood dynamicsm. In
particular, . has the following properties:

e Periodic points of .# are dense in 7.

e There exists points in .# whose forward orbit under .%# are dense in J#". The set of all such points
is a G5 dense.

e For every point p of the Kasner circle, the complete backward orbit of p under .% is dense in ¢ .
e The topological entropy of the Kasner map is positive (it is equal to log(2)).

o .Z possesses an invariant measure (of infinite mass) absolutely continuous with respect to Lebesgue
measure.

We will come back to the dynamics of the Kasner map in section 2.7, after introducing the Kasner
parameter and reducing the dynamics modulo symmetries.

Generalized heteroclinic chains. Let p be a point of the Kasner circle. One can consider the
orbit of p under the Kasner map (p, Z(p), F? (p), F° (p),... ) and a chain of heteroclinic connexions
between the consecutive iterates of this sequence. This forms a continuous curve in the phase space
2. At every step, the heteroclinic connexion is the type II orbit &gn (), gn+1(p).

The following notion of heteroclinic chain is standard.

Definition 2.4 (Heteroclinic chain). Let p be a point of the Kasner circle which is not one of the
Taub points. The heteroclinic chain starting at p is the sequence

def

H (D) = (Opoz)s OF (0)>72(p)) OF2(p)o 72 (p)s -+ ) (2.7)

1OStrictly speaking, the Kasner map does not satisfy the hypothesis | , Theorem 2.4.6], since the modulus of its
derivative is not bounded from below by a constant p > 1. Nevertheless, one can easily check that the proof of [ ,
Theorem 2.4.6] still works for non-uniformly expanding maps such as the Kasner map.
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If there exists n € N* such that .Z"(p) is a Taub point, then the heteroclinic chain starting at p ends
at that point.

To simplify the definition of some transition maps that we will use later on, we extend the above
definition.

Definition 2.5 (Generalized heteroclinic chain). Let ¢ € %" \ .#. Denote by @(q) the forward
Z -orbit of q. The heteroclinic chain 5 (q) starting at ¢ is defined as follows:

o If 0(q) converges to a point p of the Kasner circle which is not a Taub point, then .7 (q) is the
concatenation of &(q) with 7 (p):

def

H(q) = (00), Opez(p)s OF(0)>72(p)> - - - ) (2.8)

o Otherwise, 5 (q) is simply the orbit &(q).

It is well known that type IX orbits cannot converge to a Taub point. Hence, if ¢ € Prx, the
heteroclinic chain starting at ¢ is nothing but the forward 2 -orbit of ¢q. Recall that we want to
describe the heteroclinic chains starting at points of the Kasner circle which are shadowed by some
type IX orbits (see definition 1.4).

2.6 Quotient phase space B

Recall that &3 acts on & by permutation of the indices 1,2,3 (see (2.2)). From now on, we will make
a systematic use of these symmetries. Let us define the quotient phase space and its positive part

B dgf %/63, B+ d;f e@+/63

as well as the natural projection map
T:AB -8B (2.9)

Many results have a natural presentation in the quotient phase space B. The only case where it is
better to work in the phase space Z is when one needs to use precisely the Wainwright-Hsu equations.
This will not happen often in our work. We will mainly use the properties described in sections 2.3
and 2.4: the behaviour of type II orbits and the eigenvalues of D2 (p) for p € #".

In order to have a better understanding of the quotient, one needs to describe the orbits under
the action of G3. Before going into the details in low dimensional strata, one can notice that G3 acts
freely and properly on % \ . where .¥ is the singular set defined by

ydgf{(Nl’N27N3,21’22,23) EX | i ij’NZ = N] and Ei = E]}

Hence, B is a 4-dimensional orbifold with singular locus 7 (.). The fact that B is singular is not a
huge issue. Indeed, we will be interested in heteroclinic chains which are disjoint from the singular
locus .. Since . is closed and invariant under the flow of the Wainwright-Hsu vector field, the orbits
shadowing such heteroclinic chains will also be disjoint from .&.

Let us define the reqular part of the quotient phase space by

def

Breg = B\ﬂ-(y)

It will be convenient to work on a smaller part of the quotient phase space, so we define

Bo € {(N1, Ny, N3, 1,55, 55) € B| Vi # 4,5 # 5} (2.10a)
By (N1, No, N3, £1,5,,5,) € B | Vi # 4,5 # 5, (2.10b)
By € 7 (%) (2.10¢)
By < (#7) (2.10d)

Observe that By is an open subset of B,e,. Let

def
PBazy = BN{E; <Xy < X3}
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Proposition 2.6. The projection map m restricted to %123y is a C® -diffeomorphism from B123) to
By. In particular, $(123) is a fundamental domain of

W:%O—’Bo

Proof. m restricted to %(123) is injective and 7 is a local C*-diffeomorphism everywhere on B(123) by
definition of the quotient manifold structure so the result follows immediately.

Orbits under the action of G3 on the Kasner circle. Let p € JZ. If p is one of the three
exceptional points T, Ty, T3 (resp. @1, Q2, Q3), then the orbit of p under the action of &3 is {14, Ty, T3}
(resp. {Q1,Q2,Q3}). On the other hand, if p is not one of the above points, then the orbit of p under
the action of &3 contains six points, one in each sixth of the Kasner circle J#{; ;).

General orbits under the action of G3. Let p € #. Similarly to the previous case, if p € .7,
then its orbit under the action of &3 contains three points. On the other hand, if p ¢ .%, then its orbit
under the action of &3 contains six points.

Stratification of the quotient phase space. The stratification of the phase space % induces a
stratification of the quotient phase space B (see table 2).

Bianchi type Name of the Dimension of

stratum the stratum
I K 1
1I Bn 2
VI, By, 3
VII, By, 3
VIII By 4
X Brx 4

Table 2: Stratification of the quotient phase space.

Induced Kasner segment According to what precedes, the projection in B of the Kasner circle 2

K< xe,

is in fact a topological segment (hence we will speak of the Kasner segment K). The end points of this
segment, denoted by T and @), are respectively the projection of the Taub points and the projection
of the points Q); in the quotient phase space B. Let

Ko € K\ {T, Q)

be the (induced) Kasner interval. Any point p € Kg possesses a fiber containing six points, one in each
sixth of the Kasner circle J£(;;i). Observe that By is an open neighbourhood of K.

Distance on the quotient phase space. The Euclidean distance dg on R® induces a distance dp
on B5:

di (n(p). 7(0)) ¥ inf di (p. o) (2.11)

which we will always use to measure the radius of balls in B.
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Induced coordinate functions. The coordinates Ny, No, N3, 31,X5, 33 on A induce a set of
smooth coordinates functions N,,, N, , N;,,3,,%,,, 2, on By (here smooth stands for Coo). They
are defined as following: let x € By and choose a point y = (N7, No, N5, %1, X5, 33) € %, in the fiber
over x. Let {i,7,k} = {1,2,3} such that ¥; < X, < 3, then we define
N YN, N, €N, N,EN
2 ¥E, 5, Ty, B, Y,
This definition does not depend on the choice of y in the fiber of z, hence IV,,, N , Ny, , 3y, Xs,, X5,
are well defined on Bjy. One cannot extend them by continuity on B. In particular, beware of the fact
that induced type II orbits in B are not contained in By. This implies that N,, N, , Ng,, X, X,
¥, are not continuous functions along type II orbits in the quotient phase space (one cannot extend
them by continuity when the orbit crosses B\ By).
Note that the map

z o (Ny(z), Ny, (2), N, (), By (2), 2, (2), B, (7))
is a diffeomorphism from By to By where

By €' {N,,N,,,N,,, %0, %,,, 5, €R S, + 5, +3,, =0,

6- (25 +%5, +3;,) - % (N + N+ NG, ) + (NN, + Ny, N, + N, N,) =0,
Y.<, <2}

Induced Wainwright-Hsu vector field. The Wainwright-Hsu vector field 2" on £ is equivariant
under the action of &3 and therefore induces a vector field X on B. Let p € Ky. According to
the discussion about the eigenvalues of the Wainwright-Hsu vector field 2" (see section 2.3), DX (p)
is diagonalizable. More precisely, dy,, O, , On,, and the direction tangent to 2" at p are four
eigendirections of DX (p) associated with the eigenvalues

pa(p) E =24 25,(0)),  —pe,(P) E =(24 25, (p)),  —pey(p) E (2425, (p)) and 0

Beware of the fact that ps, and u,, denote the modulus of the stable eigenvalues. As a consequence
of Proposition 2.1, we have
O<uu<,u51<u52 in’CO

Induced Kasner map. The Kasner map is equivariant under the action of G5 and therefore induces
a map

F:K-K
called the (induced) Kasner map. We have in particular F(T) = F(Q) = T.

Quotient Mixmaster attractor. Let us denote by

AL g6, AT a6,

the quotient Mixmaster attractor and its “positive” part.

Induced type II orbits. One can remark that type IT orbits in /" which do not arrive at some
Taub point do not cross the singular set .. Hence they induce orbits of X in A", We will use the
following notations, where p € Ky and ¢ is a lift of p:

def
Opr(p) = T(O4oz(a))
* def *
0, =(0,)
for * € {u, s1,s2}. In the positive part of the quotient Mixmaster attractor, type II orbits look like a

“loop” (see figure 11).
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Figure 11: Half of the quotient Mixmaster attractor and some type II orbits.
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Induced heteroclinic chains.

Definition 2.7 (Induced heteroclinic chain). Let p € B \ {T} and ¢ € #" be a lift of p. The
heteroclinic chain H (p) starting at p is the projection of 5# (¢) by .

For example, if p is a point of the Kasner interval Ky such that, for every n € N, F"'(p) is not a
Taub point, then

def
H(p) = (Opr()s OF(p)=F2(0)s OF2(p) = Fo(p)s - - ) (2.12)

2.7 Kasner parameter and Kasner map

The Kasner parameter. The main tool to study the dynamics of the Kasner map is the Kasner
parameter. The Kasner parameter is a bijection X — [1, +00] which conjugates the (induced) Kasner
map F with the Gauss transformation on continued fractions (defined precisely in the next paragraph).

Definition 2.8 (Kasner parameter). For every p € K, the Kasner parameter associated with p is
defined by

w(p) = /"jg; el +00[ ifp#T,p+Q (2.13)
w(@) =1
w(T) = +00

This formula defines a bijection w : K — [1, +00].

Let us also denote by us (* € {u,s1, s2}) the eigenvalue p, as a function of the Kasner parameter
so that, for every p € K, uy (w(p)) := pus(p). Formally this is an abuse of notations, but it will not
give rise to confusion. A simple computation shows that, for every w € [1, +00],

6w

- 2.14
fho (w) T (2.14a)
6(1+w)
(W)= =T 2.14b
sy (w) 1+ w+ w? ( )
6w(l +w)
= —= 2.14
fhsy (@) 7012 (2.14c)

We refer to | ] for more details.

Conjugacy between the Kasner map and the Gauss transformation. As stated earlier, the
Kasner parameter w : K — [1,+00] conjugates the Kasner map F : K — K to the Gauss map
fi[1,+00] = [1,+00] defined by

w—1 ifw=2
flw)y={-4 ifl<ws=2 (2.15)
+o0 fw=1orw=+00

We refer to | ] for more details. This conjugacy can be represented by the commutative diagram

K—7I—s kK

Lok
[1,400] —— [1,+00]

We will also call f the Kasner map.

Remark 2.9. Every point g € K has two pre-images under the Kasner map f. These two pre-images are
the starting points of the two type II orbits O;' and O} arriving at . This allows to distinguish the
two pre-images: let us denote them by p; and p, where (9;1 = Opyng = Ogl and (922 = Opysg = OZZ.
Using the geometric description of the Kasner map .%, one can check that w(p;) = 2 and w(py) < 2.
Reversing the viewpoint, one gets that :

if w(p) > 2 then O, = O;(p),

for every point p € f’{ if w(p) < 2 then O, = O;?(p).
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The era Kasner map. Let us define the era Kasner map f : ]1,2[ = [1,2[ by the formula

flw) = (W) (2.16)

where r(w) = [ﬁj (here, |.] is the floor function).
Interpretation of the dynamics of the Kasner map in terms of continued fractions. Let
wo € |1, +00[. Let [ko; k1, ka, k3, ... ] be the continued fraction expansion associated with wy, that is,
the only (finite or infinite) sequence of integers such that

1 def
1 = [ko; k1, ko, ks, -]
kl + %
ot

w0=k0+

In terms of continued fractions, we have

[ko—].;kl,kg,kg,...] 1fk022

kos k1, ko, kg, ... ]) =
f([ 05 N1 25 V3, ]) {[kl;k27k3’,,,] lfkoz].

and if 1 < wy < 2 (i.e. kg =1), we have

S ky kg ks, 1) = [15 kg, ks, .. ]

In other words, the era Kasner map f is a left-shift on the continued fractions.

In what follows, we assume that wg ¢ Q, so the continued fraction expansion associated with wy
is infinite. Let (wy)n=0 € [1, +c><>|:N be the sequence generated by the Kasner map f from wy, i.e.
wp41 = f(wy,) for every n = 0. Every term of this sequence is called an epoch. It is quite natural to
consider the subsequence (&,,),>1 defined by

.~ def
Wn = Wkotky+otky1—1 = RE AN

This subsequence divides the sequence (wy,),»o in eras of the form:

(f(d)n) =[kn; kn+1v kn+27 e ]7
[kn - 1; kn+17 kn+27 cee ]a

[1; kn+17 kn+2a e ] = wn+l)

On each era, (w, )nso is decreasing. Moreover, one can remark that f(&,,) = &,,41 for any n > 1.

3 Local expression of the Wainwright-Hsu vector field near
the Kasner circle

In Section 5, we will study the dynamics of the Wainwright-Hsu vector field & in a neighbourhood of
a point of the Kasner interval Ky. The aim of the present section is to describe a “nice” system of
local coordinates £ in a neighbourhood of Ky and to write a workable local form of & in these “nice”
coordinates. The key property of these coordinates is the fact that they straighten the stable and the
unstable manifolds of the points belonging to Iy for X. We now proceed to define those stable and
unstable manifolds.

For any w € ]1,+0o[, let us denote by P,, the unique point of Ky whose Kasner parameter is w.
Recall that for every w € ]1, +0o[, there exist:

« one type II orbit, denoted by O, which converges to the point P, as time goes to —oo. This orbit
is asymptotically tangent to the direction dy,;

« two type II orbits, denoted by O>! and O.?, which converge to the point P, as time goes to +00.
They are respectively asymptotically tangent to the directions dy, and dy,, .
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Let us denote by

WP, x) € {P,yuo!

the union of the point P, with the type II orbit which converges to the point P, as time goes to
—00. This is a 1-dimensional smooth'' embedded submanifold of B* tangent to the direction Oy, at
the point P,. The notation W"(P,, X) comes from the fact that it is the unstable manifold of the
point P, for the vector field X. Indeed, it follows from the stable manifold theorem that the unstable
manifold of the point P, for the vector field X' is 1-dimensional. Moreover, from what precedes, we
get that W"(P,, X) is included in the unstable manifold of the point P, for the vector field X. By
dimension, this inclusion must be an equality. In other words,

WPy, X) = {2 € B | &'(2) — P}

Analogously, let

W (P, X) € (P} u O

W™ (P, &) € (P} OF
WP, X) (resp. W**(P,, X)) is a 1-dimensional smooth embedded submanifold of B" tangent to
the direction dy, (resp. dy,,) at the point P, called the “weak stable manifold” (resp. the “strong
stable manifold”). Note that W*'(P,,X) cannot be characterized as a stable manifold. Indeed,

W (P, X) and W*?(P,, X) are both included in the stable manifold of the point P, for the vector

field A dof
W (P, x) a e B' | X'(2) — P}

It follows from the stable manifold theorem that the stable manifold of the point P,, for the vector
field X is a 2-dimensional smooth embedded submanifold of B*.
The submanifolds {WU(PUJ, X )} foliate the 2-dimensional submanifold

w€]l,+00[
WK, X) = || WP, )

w€]l,+00[

=By n{N,, =N,, =0,N, 20}
= {95535 | Ip € Ko, X' (2) t—_w’p}

Analogously, the submanifolds {I/VS(PW7 X )} foliate the 3-dimensional submanifold

w€e]l,+oo[
W (Ko, X)E || WP, )

w€]l,+00[

=By n{N, =0,N,, 20,N,, >0}
= {x eBy|Ipe ICO,Xt(x) —>p}
t—+00

In order to prove the last equality above, one just needs to notice that:
e Bin {Nu =0,N;, 20,Ng, 2 0} is clearly a X-invariant 3-dimensional submanifold of B ;

o W*(Ky, X) is also a X-invariant 3-dimensional submanifold of B* (this is consequence of K being
a 1-dimensional submanifold which is normally hyperbolic for X, see e.g. | D;

o W*(Ky, X) contains By N {Nu =0,N,;, 20,N,, = ()} (see e.g. | , Proposition 10.2] ; also notice
that the fact that W°(Ky, X') contains the intersection By N {Nu =0,N;, 20,N,, 2 0} with a

neighbourhood of K is a direct consequence of the expression of X and the sign of the eigenvalues).

This three facts immediately imply the equality By N {N, =0, N, =0, N,, >0} = W (Ko, X).

" The word smooth will always stand for C® in this work.
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Definition 3.1. For any w € ]1,+0o[, C' > 0 and n € N, let us denote by

e 1
Ban d_fB(,Pomm) c Ba—

the ball of center P, and radius ﬁ in the phase space By (for the distance dg, see (2.11)) and by

def +\3 1
Bw,C,n =e {(wuaxslal'symc) € (R ) X ]]_7+OO[ | max(xuvxslaxsy |xc _WI) = Cwn}

the ball of center (0,0,0,w) and radius in (R+)3 X ]1, +o0o[ (for the sup-norm).

Cuw™

We now proceed to give formal statements of the main results of this section. We delay the proofs
until the following sections.

Proposition 3.2 (System of local coordinates). There exist two constants C > 0 and n € N, an
open neighbourhood Us of Ko in By (see (2.10c)), an open neighbourhood Ue of {Ogs} x ]1,+00[ in

(R+)3 X ]1,+00[ and a smooth system of local coordinates
§ = (:Euu $517$32,$C) : Z/[§ - U§
with the following properties:

1. We have
(xu7m517x52) = (N 817 ) (31&)

and
T, =w in restriction to Ky (3.1b)

In particular, § maps the Kasner interval Ky to {x, = x5, = x5, = 0} N Ug:

§(Ko) = {0ps} X ]1, +00[

3.2
={r, =25 =2, =0} NU; (3:2)

2. The chart & straightens the stable and unstable manifold foliations along the Kasner interval KCg.
More precisely, for any w € ]1, +0o[, we have

EWipe(Po, X) nUe) = {zy, =25, = 0,2, =w} N U (3.3a)
EWie(Po, X)nUe) ={x, = 0,2, =w} N U (3.3b)
E(WL (P, X) nUe) = {z, = =0,2, =w}NU; (3.3¢)
E(W2A(P,, X) U ) = {z, = 2, =0,2, =w}NUs (3.3d)

3. The open sets Ug and U are “big enough”: for any w € ]1, +o0o[,

Bw,c,n C Z/[g and Bw’c,n C Ug (34)

4. The C®-norm of € restricted to a neighbourhood of P,, admits an upper bound which is polynomial
in w, and similarly for € *. More precisely, for any w € ]1, +0o[,

l€]| e = Cw™ in restriction to By, c.p (3.5a)

(S

s < Cw" in restriction to B, ., (3.5b)

From now on the system of local coordinates £ given by Proposition 3.2 is fixed. We will use roman
letters for objects viewed in the system of local coordinates . For example, we will denote by X the
vector field £, X. The Wainwright-Hsu vector field X' has a “nice” expression in the local coordinates

&:

e The fact that £ straightens the stable and the unstable manifolds of X implies that a lot of non
linear terms vanish in the development of X.
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« The estimates on the C° norm of ¢ and 5_1 allow one to get analogous estimates on the C? norm
of the non linear terms appearing in the development of X. These estimates will eventually lead to
a C"' control of the non linear terms appearing in the development of the renormalized vector field
X, (see Proposition 3.8).

Proposition 3.3 (Local expression of X). There exist two constants C' > 0 and n € N such that the
vector field X admits the following expression on the open set Uwe]1,+oo[ B, cn CUe:

fu(ze) 0 0 0\ [ Zu
_ 0 —Hsy (xc) 0 0 Ls,

X(m) N 0 0 “Hsy (xc) 0 Ls, *
0 0 0 0/ \ =,

XU (z)z2 + X5 (@)zyxs, + Xy 2 (2) 07,
XU (@), + X0 (@)l + X% (2)xy, 2,
X0 (@)z,a,, + Xob ™ ()2, 14, + X2 ()2l

XN @)y s, + X7 (0) 22,

(3.6)

where, for every w € 11, +00[, the functions X;3* (where x € {u, sy, sy, c} and different occurrences of
* are independent) appearing in the non linear part of (3.6) satisfy

| X5 || gs < Cw™  on By o (3.7)

Remark 3.4. p,(x.), —ps, (x.) and —ps,(x.) defined in (2.14) are the nonzero eigenvalues of the
derivative DX(0,0,0,z.).

To further simplify the computations, we will renormalize the local vector field X (by multiplying
it by a positive function ) in order to linearize the dynamics in the unstable direction. This trick
will allow us to compute explicit travel time between two local sections.

Let w € ]1,+00[. We define the renormalization function 7, in the neighbourhood of (0,0, 0,w)
by the formula

fiu (@)
(@) + Xi (@)z, + Xu ™ (@), + Xa 2 (@),

The renormalization function =, is chosen so that, according to (3.6), the coordinate of (7,,.X) in the
direction 0, is pty,(w)z,. In other words, (,.X) is “linear” in the direction 9, .

Yol) = (3.8)

Lemma 3.5 (Domain of v,). There exist two constants C > 0 and n € N such that for every
w € ]1,+00[, for every x € B, ¢, we have

pue) + Xy (@) + Xy (2)ag, + X7 (2)ag, > 0 (3.9)
In particular, -y, is well defined and positive on By, ¢ .

Definition 3.6. We define the local vector field

X, ©. X (3.10)

on B, ¢, for C, n large enough so that, for every w € ]1,+o0o[, the conclusion of Lemma 3.5 is
satisfied.

Remark 3.7. In restriction to B, ¢, the orbits of X, are the same than the one of X, up to a time
reparametrization.

Proposition 3.8 (Local expression of X,). There exist two constants C > 0 and n € N such that for
every w € ]1,+00[, the local vector field X,, admits the following expression on the open ball B,, ¢ :

fu (W) 0 0 0\ [ @y
_ 0 _/lw,sl ({E(.) 0 0 T,
Xw(x) - 0 0 _ﬂw,SQ (xc) 0 Ts, *
0 0 0 0)\ z,
0
u,s S1,8 2 S$2,8
Xw,si (x)xuxsl + le,sll JJ)ISI + Xw?sll(x)mszxsl
u,S2 51,82 $2,82 2 (3'11>
Xw752 (l‘)l‘u.’L‘SZ + Xw,52 (l‘)l‘sll‘SZ + Xw7sz (.23).1?52

Xy (@)zyxs, + X507 (2)z, s,
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where

Moreover, the functions X:,I (where % € {u, s1, sa,c} and different occurrences of * are independent)
appearing in the non linear part of (3.11) satisfy

fiw,s; () (3.12)

X5l < Cw™  on Buom (3.13)

Remark 3.9. p,(w), =fiy.s, (%) —flw s, (z) are the nonzero eigenvalues of DX, (0,0,0,z.).

3.1 A straightening theorem for a stable manifold foliation

In this subsection, we present a general result on vector fields, Theorem 3.10 and its addendum, that
will be used to construct the system of local coordinates ¢ given by Proposition 3.2. This result is
a reformulation and a simplification of Theorem 1.4 and its addendum from the article | ] in
our current context. We refer to this article for an independent and complete proof of these general
theorems.

The context is as follows. Let € be an open set of R”, G a linear subspace of R” and Y : - R"
be a smooth vector field vanishing on g := 2 N G # @. Assume that there exists a complement F' of
G such that for every w € Q, F is stabilized and contracted by DY (w) (£ is said to be “normally
contracted”). Recall that we denote by W*(w,Y) the stable set of w for Y, that is, the union of all
the orbits of Y which converge to the point w as time goes to +00. According to the standard stable
manifold theorem (see e.g. | L[ 1, [ L [ L [ ] and | D), W(w,Y) is a
smooth embedded submanifold passing through w and the family of stable manifolds (W*(w,Y)),eq,
is a smooth foliation of a small neighbourhood €2 of Q. Moreover, the stable foliation (W*(w,Y))ueq,
can be straightened using smooth local charts.

The standard result explained above can be stated as follows:

Theorem 3.10 (Straightening of a stable foliation). Let © be an open set of R™, G be a linear subspace
of R" and Y : Q — R" be a smooth vector field such that

1. 'Y wanishes on £ d=efQ NG+ @;

2. There exists a complement F of G such that for every w € Qq, the derivative
DY (w):T,R" =R" - T,R" = R"

stabilizes I and
Hmaz ((DY(LU))'F) <0

where taa ((DY(w))|F) denotes the mazimum of the real parts of the eigenvalues of (DY (w))|p-

Let wy € Q. Then there exists a smooth local coordinate system & defined on a ball B := Bgn (wg, R)
such that the family of stable manifolds (W*(w,Y))weq,np foliates B and is straightened by &: for
every w € Qo N B,

E(W(w,Y)NB)=(w+ F)n&(B)

We emphasize the fact that Theorem 3.10 is a straightforward consequence of the stable manifold
theorem. The point of the article | | is to prove the following addendum, which provides some
explicit estimates on the radius R and on the derivatives of all orders of £ and & -1

Addendum 3.11. For every r > 0 such that Brr(wg,7) C Q, one can find a radius R and a local
coordinate system & on Bgn (wg, R) as above satisfying the following properties:

1. The radius R admits a lower bound which is

o linear in r,
o polynomial in the spectral gap 'umm((DY(wo))w)L

o inversely linear in the norm of the second derivative of Y on the closed ball Brn(wq,1),
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o inversely polynomial in

— the norm of DY (wy),
— the angle between the generalized eigenspaces of DY (wy).

This lower bound depends only on the parameters cited above.
2. For every € > 0, £ restricted to Bgn (wy, €R) is e-close to the identity in C"-norm.
3. The norms of the k-th derivatives of £ and 5_1 admit an upper bound which is

e polynomial in

— the norm of DY (wyq),

— the angle between the generalized eigenspaces of DY (wy),

— the norms of the (k + 1) first derivatives of Y on the closed ball W
o inversely polynomial in

— the spectral gap |Mmaz((DY(Wo))|F)|
-7

This upper bound depends only on the parameters cited previously.

Moreover, identifying R" = F & G with F X G the local coordinate system & has the following form:

&z,y) = (z,y +&(2,y))

where £(0,y) = 0.
Finally, the different charts are compatible in the following sense: for any two charts & and §'
defined respectively on B and B', we have £ = §' in restriction to BN B'.

Remark 3.12. In order to get such estimates on R and £, one must choose a compact ball B(wg,r) C Q
on which one controls the derivatives of all orders of Y.

3.2 System of local coordinates ¢

The existence of the system of local coordinates £ which straightens the stable and the unstable
foliations of X (see Proposition 3.2) is a consequence of Theorem 3.10 and Addendum 3.11. The
proof will be divided into several steps. We first construct a chart which straightens Ko, W* (o, X)
and W"(Ky, X). This is done by using the Kasner parameter and the radial projection on the Kasner
circle. We then apply Theorem 3.10 and Addendum 3.11 twice: in W* (g, X) to straighten the foliation
{(W*(P., X)}we]1,+oo[ and in W"(Kg, X) to straighten the foliation {W"(P,,, X)}we]l’ﬂo[. Finally, we
merge the two families of charts (of lower dimension since we restricted ourselves to submanifolds)
obtained above into a unique chart straightening both the stable foliation and the unstable foliation.

Proof of Proposition 3.2. It will be convenient for this proof to work in B, instead of By . The reason
is technical: the Kasner circle is in the boundary of By and Theorem 3.10 and Addendum 3.11 apply
to a vector field defined on an open set of a vector space. Taking a chart of Bg in the neighbourhood
of the Kasner circle, we cannot apply Theorem 3.10 and Addendum 3.11 to the push forward of X by
this chart.

Step 1: Straightening of ICo, W (Ko, X) and W" (Ko, X). Recall from section 2.6 that the map
o1y = (Nu(y), Ny, (1), Ny, (1), Zu (), Bs, (1), 2, ()

is a diffeomorphism from By (see (2.10c)) to By where

By E {(Nu, Noy Ny B0 5. 84,) €R® | S, + 5, + 5, =0,
1
6 (Sa + 20, +5%,) = 5 (Nu + N2+ NG,) + (NN, + N, N, + N,,N,) =0,
Y.<, <2}
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Let us identify the Kasner interval Iy with the set
{(20.5,,,%,,) €R? | B, + 5, + 35, =0, + 37, + 35, =6,5, <3, <3}

The idea is to “straighten” B, into a subset of the product R? x Ko. To do this, we use the radial
projection from the sixth of the (X,, X, , X, )-plane

{(00.5,.8,,) €R* [ B, + 5, + 5, = 0,5, < 8, <3}
on the Kasner interval ICy. In other words, we consider the chart

By — & (By) CRBX’CO

(NquspstaEuaEslesQ) g (Nu7N517N5232_372\:/%a
2 2

ISk

s

o

)

A

where ¢ is the deceleration parameter (see (1.1.3)) and more explicitly

q 1
\/;= \/6(23+2§1 +32)

Note that &; is well defined because ¢ # 0 on By. Moreover, the equality

\/gz \/1 —_ %(Ng '|']\/v31 +N322) +%(NuNsl +N81N82 +N52Nu)

which holds true on By shows that \/g is entirely determined by N,, Ns, and Ng,. It follows that &
is invertible and its inverse is

el §&1(By) — By
L (Nuy Ny Noy B0, 86,0 85,) = (N Noy, Noy o /250,250,025, )

Now recall that the Kasner parameter (defined in (2.13)) is a diffeomorphism from Ky to ]1,+oo[.
The composition of the Kasner parameter with the charts & and &, leads to a smooth chart

By — &(By)c R® x ]1, +o0o[

y e (Nu(), Noy (1), Ny (9), 00 0 €1 0 €0(1)) (3:14)

€2=(NuaNslvN527w):

where 74 is the projection R? x Ko = Ko

The chart & straightens Ko, W* (Ko, X) and W"(Ky, X). Remark that & (B,) contains the open
set B3 (0,1/2) % ]1, +00[. Moreover, by a straightforward computation, there exist Cy > 0 and ny, € N
such that for every w € |1, +00[, we have

lé2llcs < Cow™  in restriction to By, ¢, .n, (3.15a)
-1
lez"]

Step 2: Straightening of the stable foliation of (£2), X. Let Y be the restriction of (&), X to
0 1= & (By) N {N, = 0}, that is, the stable manifold of {Ogs} x ]1,+oo[ for (&), &. Identifying
R* N {N, = 0} with R® endowed with the coordinates Ny, , N, and w, Q° is an open set of R®. Since

os S Cow™  in restriction to B, ¢, n, (3.15b)

Q" n{N,, = N,, =0}

is the image of Ky by &, Y* vanishes on Q°n{N;, = N, = 0}. Let F := Rdy, @RIy, and G := R,
According to (2.5) and (3.14), for every w € ]1, +00[, the decomposition F & G = R” is stabilized by
DY*(0,0,w) and the eigenvalues —y,, and —p,, of (DYS(O,O,w))lF are both (strictly) negative.

For w € ]1,+00[, let
def . 1 w-1
r(w) = min 5

Observe that Bps((0,0,w),r(w)) C Q°.
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According to Theorem 3.10 and Addendum 3.11, there exist two constants C; > 0 and n, € N such
that, for any wg € ]1, +0o[, there exist an open set Vjo c O and a smooth chart

s s s 3
ggw : Vwo - 53,0.)0 (Vwo) c R~9
e (Ng,, Ngyyw) o (N, Noyyw + 3.0, (N, Ny, w)
where £§’w0 (0,0,w) =0, such that &, straightens the stable foliation of Y* in V[ :
€300 (W7((0,0,0),Y°) n V5 ) = {(Ns,, Ny w) |w =0} N &5, (Vi) (3.16)

Moreover, V,; and &, (V. ) both contain the open set.

B‘io d=ef B]R2 (O7Rf)0) X :|w0 - Inin(Ri}07 W()T_l) ,wo + min (RZO, OJ02— 1>|:
where
Rs = ;
wo Cswgsv
and .
€30l o ||(5§~Jo) | oo < Cowp” (3.17)

Remark that the particular form of g;wo assures that the invariant manifolds W*! (P,,, X) and
W?*2(P,, X) are both straightened automatically by the “composition” of §§,w0 with &5:

€300 (&2 (W' (Pa, X)) N VE,) = {(Ny,, Noy,w) | Ny, = 0,0 = 0} 0 &5, (V5,) (3.18a)
3o (&2 (W (Pa, X)) 0 V) = {(N,, Ny, w) | Ny, = 0,0 = 0} n &5, (V) (3.18b)

Step 3: Straightening of the unstable foliation of (£5), X. This step will be treated analogously to
step 2. Let Y* be the restriction of (&), X to Q" := & (By) n {N,, = Ny, = 0}, that is, the unstable
manifold of {Ogs} x ]1, +00[ for (&), X. Remark that the unstable foliation of Y is exactly the stable
foliation of =Y. Identifying R* N {N;, = Ny, = 0} with R? endowed with the coordinates N, and w,
Q" is an open set of R%. Since Q" N {N, = 0} is the image of K by &, Y vanishes on Q" n {N, = 0}.
Let F := Ry, and G := R9,,. According to (2.5) and (3.14), for every w € ]1, +0o[, the decomposition
F ® G = R? is stabilized by D (-=Y") (0,w) and the eigenvalue p,, of (D (-Y") (O,w))lF is (strictly)
negative.

According to Theorem 3.10 and Addendum 3.11, there exist two constants C,, > 0 and n,, € N such
that, for any wg € ]1, +0o[, there exist an open set V:fo Cc Q" and a smooth chart

u u u 2
o Ve oo e (V) CR
BT (N w) o (N w + 5y (N, w))

where 5};% (0,w) =0, such that f;wo straightens the stable foliation of =Y in V:foz
g;’iwo (Wb((ov(:})v _Yu) N VL:;)) = {(Nu7w) | w = (:J} n g;’iwo (Vo.quO) (319)
Moreover, V:fo and 5&% (V:fo) both contain the open set

u de u u . U -1 : u -1
B, def ]_Rwo’Rwo[ X }wo — min (Rwo, WOT) ,wo + min (Rwo» w02 )[

where 1
oo = G
uo
and
€5 woll oo [|(€50) || o = Cuswi” (3.20)

Since a stable manifold of =Y is an unstable manifold of (&), X, it follows that &3, straightens
the unstable foliation of (&), X restricted to Q.
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Step 4: Straightening of both the stable and the unstable foliation of (&3), X. Let wg € |1, +o00[.
Let
Vi = {(Nu, N,

Ny, w) | (Ng, s Ny w) € Vi, (Ny,w) € Vg, }

17 1?

and let

v,, - R

o 3 ) 3.21
S0’ | (N Ny o Nup0) o (Nas Ny Noyyw 8 (No Ny 0) 4 € (M) 2D

According to Addendum 3.11, the map fg,wo (resp. é}{wo) restricted to BZO (resp. BZO) where RZO

(resp. RZO) is replaced by ERzo (resp. eRZO) is e-close to 0 with respect to the C' !norm. It follows that
there exist two constants Cs = max(C,, C,,) and nz = max(ng,n, ) such that for every wy € ]1, +00][,
§3.w, is invertible on

-1 -1
B, = Bps (O,Rwo) X ]wo — min (Rwo, MOT) ,Wp + min (Rwo, WOT)[

where
1
03w33
From now on, we make the abuse of notation to consider that s, is restricted to B,,,. Using (3.17)
and (3.20), we get
-1
‘ (53,9.)0 ) '

By local uniqueness (see Addendum 3.11) of the charts &3, and &5, the charts {&3 . buge]t, +oof
glue together and induce a global chart &3 on the neighbourhood

R, =

[1€.0ll oo » oo S Cawg® (3.22)

Vi= ) B, cRx1+o00] (3.23)

wo€]1,+00[

One can remark that V' contains the open set Bps (O, ﬁ) x ]1,2[: the size of V' does not shrink
3

when w — 1, it only shrinks when w — +o00.
According to (3.16) and (3.19), &3 straightens the stable and the unstable foliations of (&;), X'

53 (Ws((070707@)7 (52)* X) N V) = {(Nu7NSI7N32,w) | Nu = Oaw = L:J} n 53 (V) (324&)
53 (Wu((07070aa))a (52)* X) n V) = {(NuaNs staw) | Nsl = N52 = O,W = (I)} N 53 (V) (324b>

17

Step 5:Straightening of both the stable and the unstable foliation of X. Let us define

def
5 = (xuvxslvxspxc) = 53 052

The chart § is well defined on the open set U := 52_1 (V) C By. Let Ue := & (Z/Ig). We now proceed to
check all the properties of £ announced in Proposition 3.2.

Properties (3.1) and (3.2) follow immediately from (3.14) and (3.21).

Properties (3.3) follow immediately from from (3.18) and (3.24).

The fact that there exist two constants C' > 0 and n € N such that estimates (3.4) and (3.5) hold
true for any w € ]1, +o0o[ is an immediate consequence of (3.15), (3.22) and (3.23). O

Remark 3.13. In step 3, we used the same argument as in step 2. Nevertheless, one does not need
Theorem 3.10 and Addendum 3.11 to straighten the unstable foliation of (£;), X. Indeed, the leaves
of this foliation are all type II orbits explicitly known: all the computations could be done explicitly
without the help of a general result.

3.3 Proofs of the main results on the local expression of the Wainwright-
Hsu vector field

Fix Cy > 0 and ny € N such that Proposition 3.2 holds true with these constants. We begin this
subsection with a proof of Proposition 3.3.
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Proof of Proposition 3.3. Denote by X, )_(517 )_(52, X.. the coordinates of X and let

def
Ux = U BW7CO7TL0
[

w€e]l,+00

According to Proposition 3.2, £ is smooth. Since X is also smooth, it follows that X is smooth. Using
the invariance of the set {IV,, = 0} by the flow of X and (3.1a), we get that the set {z, = 0} is invariant
by the flow of X. Using the standard Hadamard’s lemma in differential calculus, we get the existence

of some smooth functions X,“, X*' and X, ** defined on the open set Ux such that
Xu(@) = pu(e)w, + X" (@)an, + X0 @)z, + X0 (@),

Analogously, the sets {zs, = 0} and {z,, = 0} are invariant so (3.6) holds true for the first three
coordinates. For any z, € 1, +00[, the stable manifold of (0,0,0,z.) for X is invariant by the flow of
X. Using (3.3b), it follows that Xc((),msl,x82,xc) = 0 and we get the existence of a smooth function
X defined on Uy such that

Xo(2) = 2, X (x)

The unstable manifold of (0,0,0,z.) for X being also invariant, it follows by (3.3a) that there exist
two smooth functions X."*! and X."*? defined on Uy such that

X (@) = X" (@)as, + X" (@),

We can conclude that (3.6) holds true on Ux.

The functions X;* depend on the second derivatives of X. A C? control of these functions involves
a C” control of X and a C° control of &A C° control of ¢ is given by (3.5) while a C° control of X
is trivial: there exists a constant C > 0 such that ||X||os < C; on Ux. The conjunction of these two
controls implies that (3.7) holds true for some C > 0, n € N large enough. O

We now give a proof of Lemma 3.5.

Proof of Lemma 3.5. For every C' > 0 and n € N, let us denote by E¢,, the set of all (w, z) such that
w € ]1,+00[ and = € B, ¢, C Ue. Recall that

3 1
Bucn = {(ursne) € (R X1 boal | s, el =) € e}
According to 2.14a, for every w € ]1,+o0o[ and for every x € U such that z, < 2w, we have

fru(zc) 2 (3.25)

gl

According to (3.7), there exist C; = Cy and nq = ng such that for every (w,z) € E¢, ,,, we have
|X§u(x)xu + XZ’Sl(x)xsl + XZ’SQ(x)x52| < Ciw™ max(z,, s, , Ts,) (3.26)
Inequalities (3.25) and (3.26) imply that for every (w,z) € Eac, p,+1, We have
| X0 @)z + Xy ™ (@), + X072 ()2, | < ()
which concludes the proof. O

Next lemma gives estimates on 7, and its derivatives, which will be useful to obtain estimates on
X,, later on.

Lemma 3.14 (Control of v,, and its derivatives). There exist two constants C > 0 and n € N such
that for every w € ]1,+oo[, for every x € By, ¢, we have

and, for every 1 <k < 3,
| D" 70 ()|| = Cw™ (3.28)



Proof of Lemma 3.1/. For every C' > 0 and n € N, let us denote by E¢, the set of all (w,z) such that
we€]l,+oo[ and z € B, ¢, CUg. Fix 3/4<a < L.

Proof of (3.27). Let X, () 1= X" (2)x, + Xy (2)zs, + Xy " (2)w,,. According to Lemma 3.5,
there exist Cy > 0 and ny € N such that for every C' = Cy, every n = ng and every (w,z) € Ec,,, (3.9)
holds true and it follows that

< Yu(z) < g = pu(ze) + Xu(2) < 2, (w) < 3(p () + Xu(2))
{Xu(x) = zﬂu(w) - .UJu(xc)

DO =

2,Ufu(w) - 3#11(1'0) = SXu(x)

According to 2.14a and the mean value theorem, for every w € ]1,+00o[ and for every = € Ug such that
|z, —w| < 6%7 we have

1
|Mu(xc) - :uu(w)l = w
and it follows that 1
2:U'u(w) - ,uu(xc) z w (329)
Analogously, for every w € ]1, +oo[ and for every x € U such that |z, —w| < ﬁ, we have
- 1
|//'u($c) - Mu(w)l = Aw
and it follows that 1
QMU(W) - Suu(xc) = T ow (33())

According to (3.7), (3.29) and (3.30), there exist Cy = Cj and ny = ng such that for every C = C1, every
n = n; and every (w,z) € Ec ,, we have X, () < 2pu,(w) = p(2.) and 24, (w) = 3p,,(z.) < 3X,(z)
so (3.27) holds true.

Proof of (3.28). Recall that
fru (W)

)=+ )

and

_'Yw(x)z
fiu (@)

According to (2.14a) and (3.7), there exist Cy = Cy and ny = ny such that for every C' = Cs, every

n = ng, every (w,z) € E¢, and every 1 < k < 3, we have

D’Yw(l‘) = (Dﬂu(xc) +DXu(x)) (331)

||Dk,uu(gcc) | < Cow™ (3.32)

and
| D" X u(2)]| < Cow™ (3.33)

Using (3.27), (3.31), (3.32), (3.33) and the inequality p, (w) = %, we get that there exist C3 = Cy and
ng = ny such that for every C' = Cjs, every n = ng, every (w,z) € Ec,, and every 1 < k < 3, we have

||Dk%,(x)“ < Cyw™
o0 (3.28) holds true. O

We now have everything to prove the main result on X,,.

Proof of Proposition 3.8. The expression (3.11) follows from (3.8) and computations analogous to the
ones presented in the proof of Proposition 3.3.

The estimate (3.13) follows from (3.5), Lemma 3.14, a C° control of X' on an arbitrary compact
neighbourhood of K and analogous computations to the ones detailed for Proposition 3.3. O
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4 Local sections and transition maps

The purpose of this section is to define some local Poincaré sections for the Wainwright-Hsu vector
field, together with some transitions maps describing how the orbits of the flow travel from one section
to another. All these sections will be located in the vicinity of the Kasner circle and will be defined
in the local coordinate system & constructed in the previous section. The transition maps between
the sections will play a central role in our investigation of the dynamics of the Wainwright-Hsu vector
field.

We will first recall some properties of the local coordinate system & (section 4.1). Then we will
define a “global section” Sy, (section 4.2). The dynamics of the Wainwright-Hsu vector field is almost
completely captured by the return map @ of the orbits of this vector field on the global section Sj,.
Therefore, understanding the dynamical properties of ® will be our long-term goal. But, since this
goal cannot be achieved directly, it is necessary to decompose ® as a product of a large number of
“local transitions maps”. This will lead us to introduce some local sections (section 4.3), and some
transitions maps describing how the orbits move from one local section to another (section 4.4).

4.1 Reminder conncerning the local coordinate system ¢. The pseudo-
norms |||, ||.||, and the projection Proj,

In order to define the global and local sections, we first need to recall a few facts conncerning the “nice”
local coordinate system & = (x,,, %, , %s,, Z.) constructed in the previous section, and to introduce some
pseudo-norms and projections related to this coordinate system.

Recall that the local coordinate system & = (xy,, x5, , 5, , ) is defined on a neighbourhood U of the
Kasner interval K in the quotient phase space B". The range of £, denoted by Ug, is a neighbourhood
of {Ogs} x J1, +oo[ in (R*)® x ]1, +o0[.

The local coordinate system £ maps the Kasner interval Ky to the interval {Ogs} X ]1, +00[. More-
over, in restriction to Ky, the coordinate x, is nothing but the Kasner parameter. In other words, the
coordinates of the point P,, € Ky are (x,,zs,,Zs,, z.) = (0,0,0,w).

For w €]1, +0o[, there is one type II orbit, denoted by O, starting at P, and two type II orbits,
denoted by O.' and O.?, arriving at P,,. These orbits are mapped by £ to the straight lines

08 E {wy > 0,2, = 2, = 0,2, = w} (4.1a)
o:! def {zs, >0,2, = x5, = 0,2, = w} (4.1b)
o2 def {zs, > 0,2, = x5, = 0,2, = w} (4.1c)

More precisely, the connected component of O, N Uy staurting12 at P, is mapped to O. N Ue, and
similarly for the two other type II orbits. By an abuse of notation, we will call the sets O.., O.} and
0;:? “type II orbits”.

The Mixmaster attractor .4 is mapped by & to the set

A def Ty = Tg, = 0} U {l’u =Ts, = O} u {msl =Tsy = O} (42)

that is, {(ANUs) = AnUg.

Recall that our goal is to compare the behaviour of the type IX orbits winding around the Mixmaster
attractor with the dynamics on the Mixmaster attractor itself. In view of that goal, it will be convenient
to project the type IX orbits (or at least some of their points) on the Mixmaster attractor.

Definition 4.1 (Projection on the Mixmaster attractor). Let us denote by A the set of all z =
(zy,xs,, Ts,, z.) such that two of the three coordinates z,,, =, , and x,, are equal and larger than the
third one, that is, the set

{(Tu, 25, , 05y, @) | Ty = T4, Z T, OT T, = Ty, 2 Ty, OF Ty, = Ty, = Ty}
- i 3
We define a projection Proja : (R™)” x ]1,+00[ \ A = A by the formula

(24,0,0,2.) if z, > max(zg,,s,)
ProjA(Ty, s, Toy ) F 1 (0,2,,0,20) i 2y, > max(z,,2.,) (4.3)

(0,0,z,,x.) if xg, > max(z,,z,,)

12Any connected component of O N Uy is oriented by the flow of the Wainwright-Hsu vector field X.
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Remark 4.2. According to the equation of the Mixmaster attractor in local coordinates (4.2), one can
see that Proja (z) is the closest point to x (both for the Euclidean standard norm and the sup-norm)
belonging to the Mixmaster attractor A. This is why we say that Proja(z) is the projection of z on
the Mixmaster attractor.

4
For x = (zy, x5, ,Ts,,2.) € R", we denote

lzlloo = max (zul, |24, |, |25, | s l2cl)

It will be convenient to discriminate the direction 9, from the other directions, for dynamical reasons.
This leads us to introduce two pseudo-norms.

Definition 4.3 (Pseudo-norms). For any x = (x, s, , %s,, T.) € ]R4, we define

)l max (|2, 20, | |2])

def
lell, = ]

Remark 4.4. For any € R*, ||z, = max(||z]|, , =l ).

Remark 4.5. If the projection Proja(z) of z on the Mixmaster attractor is well defined (see defini-
tion 4.1), then ||z — Proja(z)||, = ||z — Proja(z)]||s is the distance between x and the Mixmaster
attractor A.

4.2 The global section S, the era return map ®,, and the double era return
map P,

Definition 4.6 (Global section). For h > 0, we define the global section S), := S;,' U S;* where

Syt e p (T, T, Ty o) | Tg, =h, O0Sx,<h, 0=z, <h, 1<z.<2} (4.4)

and analogously for S,Sf. If h is small enough, the global section is included in the range Ug of the
local coordinate system &. In this case, we consider the geometric global section

def . -1

S, =& (Sh)

Suppose that h is small enough, so that the geometric global section S, is well-defined. On the one
hand, for every w €]1,2[, the two type II orbits O}, O.? intersect the global section S;,. On the other
hand, formula (2.15) shows that, for every w €]1,+00[\Q, the forward orbit of w under the Kasner
map f passes infinitely many times in the interval ]1,2[. It follows that every heteroclinic chain of
type II orbits either converges to a Taub point, or crosses infinitely many times the global section Sy,.
Hence all type IX orbits that possibly shadow a heteroclinic chain of type II orbits must cross infinitely
many times the global section Sj,. This is the reason why we say that S, and S), are global sections.

The above discussion shows that our main Theorem 1.9 can be proved by investigating the dynam-
ical properties of the return map of the orbits on the global section Sy, called the era return map. We
will now proceed to the formal definition of this map. This definition is not completely straightforward
for two reasons:

o the global section S; was defined in the local coordinate system £ but the orbit segments (or
heteroclinic chains) travelling from S to S;, do not remain inside the open set where this local
coordinate system is defined,

e we want to consider not only the returns of orbits, but also the return of heteroclinic chains.

Recall that, for every point ¢ € B" which is not a Taub point, we have defined a generalized
heteroclinic chain H (q) starting at ¢ (see definitions 2.5 and 2.7). In particular, H (¢) is nothing but
the forward orbit of ¢ when ¢ € Bix.

Definition 4.7. For x = (x,, %5, ,s,, %) € Ug, we will denote by H (z) the heteroclinic chain starting
at the point in B” of coordinates z.
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Definition 4.8 (Era return map). Let & > 0 be small enough so that the global section S}, is included
in the range U of the local coordinate system . We define the era return map

éh : Domain(éh) cS,—- S,

as follows. Let x € Sj. If the heteroclinic chain # (x) intersects the section Sy, then ), (z) is the
4-tuple of coordinates of the first intersection point of H (z) with S;,. Otherwise, ®;, is not defined at
the point z.

If 2, @, , x5, > 0, then the heteroclinic chain H () is nothing but the forward X-orbit of the point

f_l(x). As a consequence, in restriction to {x,,, zs,, s, > 0}, the era return map @), is nothing but the
first return map of the orbits of the Wainwright-Hsu vector field on the global section Sj,, expressed
in local coordinates.

For technical reasons (namely, because we will discover that @), fails to be uniformly expanding in
the direction parallel to the Kasner interval), we will be led to replace ®,, by its square. This motivates
the following definition.

Definition 4.9 (Double era transition map). Let A > 0 be small enough so that the global section
Sy, is included in the range U of the local coordinate system £. We define the double era return map
dy, 1 S, = S, by the formula

(i)h d=ef (i)h o (i)h (45)
_ The goal of the remainder of the papeer is to find a subset of S}, where the double era return map
®,, is well-defined, to prove that ®;, has nice hyperbolicity properties on this subset, to construct some

local stable manifolds for the map P r» and finally to prove that the union of these local stable manifolds
cover a subset of positive Lebesgue measure in S;,. Our main Theorem 1.9 will follow easily.

4.3 The local sections Sy, S}, and S,

Definition 4.10. Let w € ]1,+0o[ and h > 0. We denote respectively by P, 1, ijh, Pj?h the points
on the type II orbits O, O:! and O;? that are at distance h from the Kasner interval, that is,

P::,h d=Cf (h,0,0,UJ), Pj,lh d=of (07h70aw)7 Pj?h, d=0f (0507h7w)
If h is small enough, the points P:i B ijh and Pj?h are in the range U, of the local coordinate system
¢. In this case, we denote P, j, := §_I(P57h), Pl = _I(Pj,lh) and P, = _I(PZ?h .
We now define three local sections that intersect respectively the type II orbits O, O' and O.?.
These local sections will be crossed by the orbits traveling close to the heteroclinic chain passing

through the point P,. They will serve as gates controlling the entrance in (resp. the exit from) a
neighbourhood of the point P,,.

Definition 4.11 (Local sections). Let w € ]1,+0o[ and h = (h,h,h,) where h, h) and h, are some
positive numbers. We consider the local sections

S::,h d=ef{x=(xuvxspxszaxc)lmu=h7 ||m_P:j,h||J_5hJ_7 ||x_P:ih||//5h//}

={z = (24,26, 5, ) | Ty =h, 0<z, <h), O0<z,<h), w-h,<z,sw+h,}

and

s def _ _ S1 s1
Sw,h - {LE— (xu7x817x827xc) |£Esl _h7 |‘$_Pw7hl|l Sh_J_, ||x_Pw,h|’// Sh//}

={z = (vy, 24, 25, ) |75, =h, O0=<ax,<h), O0<z,<h), w-h,<z,sw+h,}
The local section Sifh is defined analogously, permuting the roles of s; and s,. See figure 12 for a
representation of Sff’h and S, p,. Finally, set

s def s So
Sw7h - Sw,h u Sw,h

If the sections Sg7h, Sf)ih are included in the range U of the local coordinate system &, then we define
the geometric local sections

Sin e (St BT, S, Ee (k) e BT

w
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Figure 12: Sections Sth and S, j,. We omit the z,-direction since we cannot draw in four dimensions.
The Mixmaster attractor A is represented in green. The Kasner interval £(Kg) is represented in red.
The type II orbits arriving and starting at P, are represented in blue.
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Remark 4.12. The local sections S, 1, Sf)fh and ijh are included in the range U, of the local coordinate
system £ as soon as the parameters h, h; and h, are chosen small enough. More precisely, there exists
C > 0 and n € N such that for every w € ]1,+00[ and every h = (h,hy,h,), if max (h,hy,h,) <

(Cw™)™", then the local sections Se s Sth and S?, are included in Ue. This is a direct consequence

of Proposition 3.2 on the local coordinate system &.
Remark 4.13. Let w € ]1,+0o[ and h = (h,h,h,) where h, h) and h, are positive. Let z € Sf}l’h.

o Assume that 0 < h; < min(h,h,). The (in)equalities
max(z,, Ts,) = Hz - Pjvlh“J_ <hy <h=ux,

show that the projection Proja(z) of z on the Mixmaster attractor is well defined, and
||:c - ijh ’l = ||z — Proja(z)|| ;. In other words, Hx —Pj,lh |J_ is the distance from z to the
Mixmaster attractor. Hence, h; can be seen as the size of the section in the direction transversal
to the Mixmaster attractor A.

o Assume again that 0 < h; < min(h,h,). The section Sjth is a 3-dimensional “rectangle” in

(R+)3 X 1, +oo[. Using the fact that the Kasner interval corresponds to z, = x4
the preceding item, we see that

, = x5, =0 and

— h is the distance from the section SZl’h to the Kasner interval K.
— h is the size of Sfih in the direction transversal to the Mixmaster attractor.
— h, is the size of S:;fh in the direction parallel to the Kasner interval ICy.

The section Sil,h cuts the type II orbit O] at the point sth. Its intersection with the Mixmaster
attractor A is the segment {0} x {h} X {0} X [w — h,,w + h,]. See figure 12.

S1 . _ pS1 .
and ||x - Pw’hH// as follows: ||x w,h|| | 1S the

R
distance between z and the type II orbit O} in the direction transverse to the Mixmaster attractor

while ||J: - Slh

. S
o Moreover, one can interpret the terms H:E -P
)

p is the distance between x and the type II orbit O_} in the direction tangent to
the Mixmaster attractor.

Similar remarks hold for the sections S&h and Sifh as well.

4.4 Transition maps

We will now construct some transition maps between the local sections that were defined in section 4.3.
These maps describe the behaviour of the orbits of the Wainwright-Hsu vector field in some specific
regions (in the neighbourhood of a point of the Kasner circle, in the neighbourhood of a type II orbit,
etc). Our goal is to decompose the era return map ®;, as a product of elementary transition maps,
that are easier to understand than ®,, itself.

4.4.1 The era transition map i)w)h and the double era transition map fi)w7h

The orbits of the Wainwright-Hsu vector field can follow very different routes between two intersections
with the global section S}. For example, some orbits come back rather quickly to the global section
S}, whereas some others will spend a very long time oscillating in the vicinity of the Taub point T'
before coming back to Sj,. For that reason, we cannot study the era return map ®; globally: we need
to define some localized version of @, (and ®},).

Definition 4.14 (Era transition map ®,,;, and double era transition map éw)h). Let w € ]1,2[ and
h = (h,hy,h,) so that the sections S[f,’h and Sy, are included in the range U of the local coordinate
system £. We define the era transition map

(I)w,h : Sz,h n Sh - Sh

as the restriction of ®, to the section Sih. See figure 13. Analogously, we define the double era
transition map
(I)w,h : S;h NS, — 5,

as the restriction of <i>h to the section S;h.
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Q

Figure 13: A type IX orbit O (in black) traveling close to the first era of the heteroclinic chain starting
at P, (in melon), where w = [1;ky,k2,...]. The local sections S;, p,, S;(w)’hl, cey S;—(w) h, are

represented in green, while the local sections Sﬁ b’ S}L(w) IR S}f(w) n,  are represented in blue.
; ; hyy

The era transition map (i)w,ho encodes the travel of the orbit O between the local section Sf,yho and the
global section S}, (in yellow). One can decompose the era transition map into several epoch transition
maps, encoding the travel of the orbit O between two consecutive green sections.
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Definition 4.15 (Maps i)fih and @f}h). Let w € ]1,2[ and h = (h,hy,h,) so that the sections S, 1,
and S;, are included in U, and so that the projection Proj, is well defined on the section Sih. We

define the map &Dﬁ,h : Sf),h NS, — Sy by the formula

A def
= O, p o Proja

Analogously, we define the map (IDW h-. Sw n NSy — S, by the formula

2 A def 2
Pun = Pun o Proja

Consider a point z € Sf,’h NS, N BI+X. On the one hand, @h(x) is the first intersection point of the
forward orbit of the point x with the section S}. On the other hand, éf,h(m) is the first intersection
point of the heteroclinic chain H (Proja(z)) with the section Sj,. Since the point Projs (z) belongs to
the Mixmaster attractor, H (Proja(x)) is a heterochmc chain of type II orbits. As a consequence, the
comparison between the maps @, ,,(z) and <I>w n(z) will allow us to understand whether the type IX
orbits follow (or deviate from) the heteroclinic chains of type II orbits.

Remark 4.16. The return map Ci)ﬁyh admits an explicit expression. First recall that the era Kasner
map f admits the folllowing explicit expression:

f_([17k17k23]) = [1;k27k3a'~']

(see (2.16) for more details). Now, since both f and @f,"h encode the behaviour of heteroclinic chains
of type II orbits, these two maps are naturally related. To be more precise, recall that the two type 11

orbits Of( B and Of( B arriving at the point Pf(,, ) cross the section S, 1, respectively at (0, h,0, f(z.))

and (0,0, h, f(z.)) (this is a direct consequence of the explicit expression of the type orbits II orbits
in local corrdinates, see (4.1b) and (4.1c)). Now, recall that

= /1 @,).

type II orbit in the heteroclinic chain starting at P,_

fla)

Hence, the k&, (z,)" is either O3 | or O%

flae) flae)

More precisely, according to Remark 2.9, this kl(xc)th orbit is

0% if fRET gy 5 9

flze)

o7

o i pralee=l, y <9

Lastly, observe that

el Y S 9 ky (2,) 2 2,
fkl(acc)—l(xc) < 2if ky(z,) = 1.

Putting everything together, we get the following explicit expression for the return map ‘i)ﬁ,hi

T A _ (Oa h,O,fT(l’c)) if kl(x ) — .

(I)w7h(x) - {(O, 0’ h7 ,]?(1'(»)) if kl(if(‘) where Te = [17 kl(xc)a k2($c)a e ] (46)
Analogously,

2~ A _ (07 h707 f(xC)) if k2(wC) z2 where 2. = . T T

(I)w,h(x) - {(0,0,h,f(xc)) if kg(xc) -1 h c [Lkl( C)’kQ( c)a e ] (47)

where f is the double era Kasner map defined by

def

Fw) = foflw)
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Figure 14: A type IX orbit O (in red) traveling between the section S}, and the section S;(w),h"
During this travel, the orbit O stays close to a piece of heteroclinic chain (in melon) passing through
the point P,. If the parameters h, h' and h" are well-chosen (roughly speaking, h' must be small
enough, h" much smaller than h' and h much smaller than h'; explicit bounds will be given in the next
sections), the orbit O will first cross the section S, and then cross the section S%,) -

4.4.2 The epoch transition map @,

Consider a type IX orbit orbit traveling between Sih N Sy, and S;,. Typically, this orbit stays close
to the piece of heteroclinic chain connecting successively the points P,,, Pt,), - .., Pf,). Since the
global behaviour of this orbit is rather complex, it is a good idea to focus on a smaller part of this
travel, namely a transition between a neighbourhood of a point Pyi(.) and a neighbourhood of the
point Pri+1(,,). This leads to the definition of the epoch transition map.

Definition 4.17 (Epoch transition map @, ). Let w € J1,+00[ \ {2}, h = (h,hy,h,) and h' =
(h', h'l, h'//) so that the sections Sih and S;(w),h: are included in Us. We define the epoch transition
map

(I)w,h,h’ : Sw,h i Sf(thI

as usual: if the heteroclinic chain # (z) intersects the section S;(w),h,, then @wb,h,(a:) is the 4-tuple
of coordinates of the first intersection point of H (z) with S;(w)yh,, otherwise @, ;, 1, is not defined at
the point x. See figures 13 and 14.

Remark 4.18. Consider a point x in the section Sih- For some time, the orbit of x remain close to
the type II orbit Op__p,,, and therefore will pass close to the point Py(,). Nevertheless, it might

happen that the orbit of x misses the section S;(WW (this typically happens if h'is very small). Then
the orbit of x will diverge away from the type II orbit Op__p,, and “fly around" the Mixmaster
attractor. It is perfectly possible that, after a long and complicated flight around the Mixmaster, the
orbit of z happens to hit the section S;(w)7h:. In this case, the transition map ®,, p ' is defined at x.

50



Nevertheless, it will be impossible to prove any estimate concerning ®,, j, n'() in such a situation. To
get estimates, one needs some precise information about the orbit segment going from z to ®, j, ().
In section 5, 6 and 7, we will prove that, for appropriate choices of h and h'7 the orbit starting at some
point x € Sﬁﬁhwill remain close to the type II orbit Op__p, , until it intersects the section S;(w),h"
For such choices of h and h', we will be able to get some estimates on the transition map ®,, y 1

When restricteed to the set {x,, > 0}, the epoch transition map ®,, , 1, is simply the transition map
of the orbits of the Wainwright-Hsu vector field X between the section Sj)h and the section S;(w)7h:,
expressed in local coordinates.

If z, = 0, then z is contained in the stable manifold of the point P, = (0,0,0,z.). So the
heteroclinic chain H (z) is the concatenation of the orbit of z, the type II orbit Op,, ~Pj(., the type Il

orbit Op‘f(zc)_,pr(z etc. Hence, for any choice of the parameters h and h', the point <I>w)h7h,(x) is

C) ’
the first intersection point of the type II orbit Op, _p,, ; with the section S;(w)’h:. Using Remark 2.9
and the formulas (4.1b) and (4.1c), one gets the following explicit expression:

(0,1',0, f(z.)) ifw>2

0,0,1', f(z.)) ifl<w<? (4.8)

éw,h,h'(ov LsyyLsy, xc) = {

Indeed, if w > 2, then Ozc = O;tx ) and in that case, the first intersection point of O;C with the section
Sty 18I0 S;Ew),h" otherwise it is in S;?w),h"

Definition 4.19 (Map q>jh7h,). Let w € ]1,+00[ \ {2}, h = (h,hy,h,) and h' = (K, k', h),) so that
the sections Sy, and S,y are included in Ug and so that Proj, is well defined on the section S, .

We define the map (I’:‘,h,h’ : Soh = S}w)w by the formula

A lef .
‘I’W,h,h'(x) = q)w,h,h’ o Proja ()

Remark 4.20. According to (4.8), the map (I)f,hyh’ admits an explicit expression. For any reasonable

choice of the parameters h and h'7

@) = {w’h’vw(xc)) > 2 »

P :
whh (Oa 07 h’7 f(xc)) fl<w<?2

Recall that Sfjﬁh is the “entry gate” (for the orbits of the Wainwright-Hsu vector field) of a neigh-
bourhood of the point P, while Sj(w)’h, is the “entry gate” of a neighbourhood of the point Py(,y. As
a consequence, when an orbit travels between Sih and 8;(w)7h:, there is a first phase where it is close
to the point P, (and, a fortiori, it is close to the Kasner interval) and a second phase where it is far
away from the Kasner interval but close to the type II orbit Op__p, . This leads us to introduce two
more transition maps, T, j, yr and Wy, oy, such that @, 4 0 = W, oo T, . Each one of these
maps captures the behaviour of the orbits during one of the two phases described above.

Note that until the end of this section, we will assume that all the local sections considered are
included in U;. We will also implicitly assume that Projs is well defined on these local sections. This
is to avoid a lot of repetition in the following definitions, as they are all modeled on definitions 4.17
and 4.19.

4.4.3 The transition map T},

We start with the transition map T, ,, ;, capturing the behaviour of the orbits in the neighbourhood
of the point P,,.

Definition 4.21 (Transition map Y}, ). Let w € ]1,+o0o[, h = (h,hy,h,) and h' = (h’,h’l,h'//).
We define the transition map

Tyhn ' Sf;,h - S;L,h'
as usual: if the heteroclinic chain H (x) intersects the section Sih', then T, }, () is the 4-tuple of

coordinates of the first intersection point of # (x) with S 1, otherwise T}, ;v is not defined at the
point x. See figure 14.

51



Definition 4.22 (Map T, ;). Let w € J1,+00[, h = (h,h1,h,) and h' = (A, i, h},). We define
the map Tih,h, 2 S — Sf),h' by the formula

A def .
Tw,h’hr(x) = Tonn © Proja(x)

Remark 4.23. If h'// 2 h,, then for every = € Sf,yh such that x,, = 0, we have
Tw,h,h'(x) = (h’a Oa 07 xc) (410)

In other words, Tw’h’h:(sc) is the unique intersection point of the type II orbit Ogc with Sﬁ,h" As a

A . . . . . J
consequence, the map YTy, admits an explicit expression: if h, = h,, then

Tﬁ,h,h'(‘x) = (h,,O,O,ZL‘C) (411)

4.4.4 The transition map ¥, y, 1

We conclude with the transition map V¥, y, i capturing the behaviour of the orbits in the neighbourhood
of the type II orbit Op _p, -

Definition 4.24 (Transition map ¥,, , ). Let w € ]J1,+00[\{2},h = (h,hy,h,) and ' = h, h'//).
We define the transition map
Vunh' * S = St n

as usual: if the heteroclinic chain H (z) intersects the section S;(w)’h,, then U, , p(x) is the 4-tuple
of coordinates of the first intersection point of H (z) with S;(w))hy, otherwise ¥, y, iy is not defined at
the point x. See figure 14.

Definition 4.25 (Map @;{hvh,). Let w € J1,+00[, h = (h,h ,h,) and h' = (b, h),). We define
the map \I’ih,h. : Sioh = S}w)w by the formula

A def .
Vo nn () = U, n © Proja(w)

Remark 4.26. The map \Pf,h,h' admits an explicit expression. More precisely, if h'// is larger than h,
then for every = € S:j,h,

A {(O,h 0, f(2.)) ifw>2 (4.12)

v ! =
oh (@) 0,0,h', f(z.)) ifl<w<?2
The explanation is the same than for formula (4.8).

In the next four chapters, we will study these transition maps. More precisely, we will study
the transition map T} in Chapter 5, then the transition map W, ' in Chapter 6, then the

epoch transition map @, ;, ;v in Chapter 7 and finally the era transition map <T>w7h and the double era

transition map ‘i)w,h in Chapter 8.

5 Dynamics in the neighbourhood of a point of the Kasner
circle

The goal of this section is to give some sharp estimates on the transition map Y, s b« (see defini-
tion 4.21). Recall that T, s v describes the transition of the orbits of the Wainwright-Hsu vector
field from the section Sj)hs to the section Sg)hu. Both sections Si,hs and S&hu are close to the point
P, :=(0,0,0,w) belonging to the Kasner circle in local coordinates. Actually, S;, 1,+ should be thought
as the “entrance gate” to the neighbourhood of P, for the orbits, whereas Sihu should be thought as
the “exit gate”. We will choose the parameters h® and h" so that the orbits starting in the section Sf,,hs
hit the section Sﬁ’hu before they exit a small neighbourhood of P, where the local vector field X, is
defined. Recall that the orbits of X, are the same as those of X. Hence, we are left to investigate, for
any w € ]1,+00[, the dynamics generated by the local vector field X, near the point P,,. The methods
we use are generalizations and refinements of those used in the work of Liebscher & al. | ]
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The following proposition is the main result of this section. For a technical reason explained below,
we will often encounter the quantity ‘”T_l in the estimates. Hence, we introduce the notation

def w—1
d(w) = I

Proposition 5.1 (Control of the transition maps Y, s nu). There exist two constants C > 0 and

n € N such that for every w € ]1,+00[, every 0 < h < (Cw™)™", every 0 < hy < min(h,d(w)), for
h® = (h,h,,min(h,d(w))) and h" = (h, h,2h), the transition map

S u
Tw,hs,h” . Sw,hs - Sw,h“

is well defined. Moreover, for every x,T € Sf,yhs, we have the following estimates where we denote
T := Tw,hs,h” and TA = T:ihs,h“ M

(Distance to the Mixmaster attractor)
w+2
disto, (Y(2), A) = ||T(x) - T4(2)||, < hy" 07" (5.1)

(Drift in the direction tangent to the Mixmaster attractor)

|7 (2) - TA(ac)”// < h hCW" (5.2)
(Lipschitz estimate in the direction transverse to the Mixmaster attractor)
- A A, et -
[(r(z) = T(@)) - (x4 () = v @)||, < hiTh T 2 - 7l (5.3)

(Lipschitz estimate in the direction tangent to the Mixmaster attractor)

(@) = 1(@) = (T (2) =T @)]| < Cw"hlla = Zl|, + C"holle =2, (5.4)

Remark 5.2 (Purpose of Proposition 5.1). Recall that T describes the behaviour of all the orbits of
the local vector field X, near the Kasner circle K and the mixmaster attractor A, while T describes
the behaviour of the heteroclinic chains in A. Also recall that we have explicit formulas for the map
T4 (see Remark 4.23). The purpose of Proposition 5.1 is to compare the dynamics of T to the one of
T

Remark 5.3 (Explanation of the different estimates). To fix the ideas, consider an orbit 7 = z(7) of the
local vector field X, traveling between the sections Sil,hs and S, p«. Denote by 2™ = (2" h, :17191; ) e
S’Z,hs its initial condition. Estimate (5.1) means that the distance between the orbit x and the Mix-
master attractor is contracted during its travel. Moreover, it shows that this contraction degenerates
when w — +00, that is, when x travels very close to a Taub point. Estimate (5.2) means that the more
2™ is close to the Mixmaster attractor, the more the orbit  does not deviate, in the direction tangent
to the Mixmaster attractor, from the type II orbit passing through the point (0, k, 0, xlcn) Estimates
(5.3) and (5.4) prove that T — T is Lipschitz, and provide an explicit a Lipschitz constant for this
map. As a summary, one can remember the following fact. There is a competition between two factors
for the above estimates:

e The more the points are close to the Mixmaster attractor, the more the estimates are precise.
e The more the points are close to a Taub point, the less the estimates are precise.

Remark 5.4. Note that Proposition 5.1 holds for h small enough and for h; smaller than h. In the
next chapters, we will apply Proposition 5.1 with &, much much smaller than h. Hence, it is extremely
important that h) appears on the right hand side of the estimates (5.1)... (5.4).

Remark 5.5. The estimate (5.2) could be rewritten in a simpler way as |Y (). — .| < hy hCw". We
did not make this choice to make it clear here that we compare T and T#. Same remark goes for (5.4).
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Remark 5.6. If x € S, ., then for all y € S, ,u N A
disteo (2, 4) = |lz =yl
Now remark that if z € S}, j,+, then T4(z) € Sene N A. This is the reason why
. A
disto, (Y(z), A4) = || T(2) - T4(2)| ,

Remark 5.7 (Technical detail). The quantity “T_l in the upper bound on the size of the sections is
purely technical. It is closely related to the fact that the coordinates are not defined for z. = 1.
Basically, we need to make sure that the orbits do not start too close to this frontier so that they
intersect the section S&hu before they possibly encounter this boundary and cease to exist.

To prove Proposition 5.1, we divide the study in two parts. In section 5.1, we study the behaviour
of one orbit of X,,. This will lead to estimates (5.1) and (5.2). In section 5.2, we compare the behaviour
of two orbits. This will lead to estimates (5.3) and (5.4).

Following the notations of Proposition 3.2, we will denote by = = (x,,z,, Zs,, z.) the coordinates

. 4
of any point x € Us CR".

Recall from Proposition 3.8 that the differential equations associated with X,, have the following
form

x’u = Mu(w)mu

wiS1 = _ﬂw,sl (xc) Ts, + Xﬁ:; (x)xumsl + Xc:éjl (.’E).’E?l + X;2;jl($)1'92$§1 (55)
x;gg = —fl,s, (xc) Ts, *+ Xg:zi (I)Iul‘Sz + X:J{‘;Zz (‘T)xslxsz + XZ%ZQ('T)msQ

T = ngil (m)xuxsl + Xg:? ($)$u$52

Remark 5.8. Let w € ]1,+0o[ and 7 = z(7) be an orbit of the local vector field X,,. Denote by =™
its initial condition. Using (5.5), one can see that the coordinate x,, is strictly increasing. It follows
that the section S&hu is intersected by the orbit x at most once. If this is the case, the time of first
(and unique) intersection of the orbit  with the section Sﬁm is

P )L B (5.6)
pu(w) )
where h* = (h,h,h,).

We should insist on the fact that we are talking about the local vector field X, and its orbits.
The “real” orbits for the Wainwright-Hsu vector field X can intersect the section Sg_’hu infinitely many
times. The local vector field X, being a renormalization of X' in a neighbourhood U of the point P,
on the Kasner circle, an orbit of X, is exactly a connected component of an orbit of X intersected
with U (modulo the local coordinate system &).

To conclude this introduction, we state the first ingredient for the shadowing theorem (see Sec-
tion 10).

Proposition 5.9 (Shadowing near the Kasner circle). There exist two constants C = 1 and n € N
such that the properties below hold for every w € ]1,+00[, every i € {1,2}, every 0 < h < (Cw™) ™",
every 0 < hy < min(%h,d(w)), for h® = (h,hy,hy) and for h* = (h,h,2h). Let 7 — x(7) be an orbit
of the local vector field X, whose initial condition g = z(0) belongs to the section Sijhs and such
that :Elun # 0. See figure 15. Set

d=ef 1 é Mg, (w)h

pa(w) + Sps, (W) O (W)

T = :,h(ffm)

Then
* out out out
1. 07 <77 where 7°° = 77" (x,w, h).

2. The point z(7*) is very close to the point P, on the Kasner circle. More precisely,

|=(7*) = B,]|,, = 8h] (5.7)
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Figure 15: Notations for local shadowing.

3. The orbit segment joining ™ to z(7*) is very close to the type II orbit interval joining ijh €S e
to P, with respect to the Hausdorff distance. More precisely,

dy (= ([0,77]). [P P]) = Sh% (5.8a)

4. The orbit segment joining z(7") to % s very close to the type 11 orbit interval joining P,, to
Puﬁ € Sihu with respect to the Hausdorff distance. More precisely,

do (2 ([7*, 7)) 1P, PLs]) < 802 (5.8b)

Remark 5.10. Once again, it is crucial that h; appears on the right hand side of the esti-
mates (5.7)... (5.8b) since, in the next chapters, we will apply Proposition 5.9 with A; much much
smaller than h.

5.1 Control of one orbit

Our goal is, for any given w € ]1,+0o[, to study the behaviour of the orbits of the local vector field
X, which travel between two given sections Sjyhs and Sﬁvhu.

We first study the behaviour of the orbits that are assumed to stay in a small neighbourhood of
P,,, where the dynamics is “almost linear”. Lemma 5.16 shows that, for such an orbit 7 — z(7), the
coordinate x,, is exponentially increasing (if it is not identically zero), the coordinates x,, and w,,
are exponentially decreasing (if they are not identically zero) and the variation of the coordinate z, is
small. Then, we prove that for h® and h" well chosen, any orbit crossing SZ,hs will eventually cross
S’g’hu and stays in a small neighbourhood of P, during its travel between those two sections. To do
this, we need two preliminary tools:

« A control of the eigenvalues —fi, s, (x.) and —fi, s, (x.) of DX,(0,0,0,z.). This is done in corol-
lary 5.13.

e An estimate on the quantity

X = Ty ||x51752”1 = mU(Isl + xsz)
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used to bound the variation of the coordinate .. Lemma 5.14 shows that this map is exponentially
decreasing along the orbits of the local vector field X, which travel sufficiently close to the point
P,.

Lemma 5.11 (Control of the eigenvalues fi,, s, €t fis,). Let w € ]1,+00[ and o €]0,1[. For every
w' € ]1, +00[ such that
1-a

3w

I
|w —LU| <

we have
< Mu(w,) usl(w') MSQ(w’) < -1
(@) @) @) = (59)

Proof. According to (2.14a),

Ay, 1 W2

Y] = 6| ———| <0

dw (14w +w?)
Let w' € ]1, +00[ such that

1 1_OZ
|w —w| <35
According to the mean value theorem,
| 1-« (I-a)w
|Mu(w)_ﬂu(w)|56 3w 561+w+w2 —(1—04)Mu(w)

Observe that 1 —av < ™" — 1. Hence, (5.9) holds true for y1,,. The computations are analogous for p,
and pg,. O

Recall from Proposition 3.8 that

P, s, (w’) = %ﬂsi(w')

is an eigenvalue of DX, (0,0,0,w').

Proposition 5.12 (Control of the eigenvalue fi, s,). Letw € ]1,+0o[ and a €]0,1[. For anyi € {1,2}

and any w' € J1, +00[ such that
1-«
6w ’

1
|w - w’ <
the eigenvalue fi, s, (w') of DX,,(0, (),O,w’) satisfies
~ I
M, s; W _
a< ﬁ <a’’ (5.10)
s, (w)
Proof. Using the formula
~ I
oo (&) _ paw) o ()
ps, (W) (W) ps, (@)

and the straightforward inequality

1—a< 1-4/a

6 - 3
we get the estimate (5.10) from Lemma 5.11 applied twice with /o instead of a. O

Corollary 5.13 below is a refinement of Proposition 5.12 easier to use in the proof of Lemma 5.14.

Corollary 5.13 (Control of the eigenvalue fi,, s, second version). Let w € ]1,+0o[ and o €]0,1[.
For every w' € ]1, +0o[ such that
l1-a

o w129
24w
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fori=1,2, th ! s (w') of DX,,(0,0,0,w' jsfi
ori=1,2, the eigenvalue fi, s, (w ) 0 w') satisfies

~ I
M, s; W _
o < ﬁ <! (5.11)
s, (w)

where
1-« 1+

Oé’ _ Tﬂu(w) + 5 Hs, (w)
B s, (@)

Proof. Using (2.14), it is straightforward to check that

1—a< l1—-« _l—oz'
2w? T 121+ w)w 6w

for every w € 1, +o00[ and every « €]0, 1.

Hence, (5.11) follows immediately from Proposition 5.12. O

Lemma 5.14 (Control of x). There exist two constants C > 0 and n € N such that for every w €
11,400[, every 3/4 < a < 1, every t = 0 and every orbit T — x(7) of the local vector field X, satisfying

max ($u(7'),$51(7'),$32(7'), |z (7) — wl) < 10;3 for every T € [0,t]
the function x(7) = x,(7)(zs, (1) + 24,(7)) satisfies

() < e @@t () (5.12)

Remark 5.15. Recall that pg, (w) = p,(w). Hence, x is exponentially decreasing along the orbits of
the local vector field X,,.

Proof. Basically, the proof amounts to obtain a differential inequation on x and then to use a Gronwall
estimate. For every C' > 0 and every n € N, we denote by E¢, the set of all (w,«,t,z) such that
we Jl,400[,3/4<a<1,t=20and 7~ x(7) is an orbit of the local vector field X,, satisfying

1 —_
max(,(7), zs, (1), 25, (1), |2.(7) —w]) < C’w’? for every T € [0,t] (5.13)

Let C > 0 and n € N be large enough such that for every w € ]1,+oo[, X, is well defined on
the open ball B, ¢, (see definition 3.6). Let (w,a,t,z) € Eg,. We compute the derivative of
X ¢ T+ 2, (7)(xs, (1) + 24,(7)) by replacing the derivatives of z,, x5, and z,, by their respective
expressions according to (5.5). The time 7 € [0,¢] is implicit in the following computations.

!
X = pu(W)ey (25, + 25, )
~ u,81 S1,81 2 S2,81
+ 1, (_Mw,sl (LCC) Ty + Xw,sl (x)xuxsl + Xw,sl (w)$51 + Xw,sl (x)xSstl)

- 1,8 ; 5,8 2
42y (Pl (20) 2y + X302 @)y, + KOS (@), + X222 (2)a?,)

According to the estimate on the non-linear terms (3.13), the inequality (5.13) and the fact that
flw.s, < fhy.s,, there exist Cp = 24 and ng = 2 such that for every C' = Cy, every n = ny and every
(w,a,t,z) € Ec ,,, we have

X = [(a(w) = figs, () + Cow"™ max(z,, =y, zs,)] x (5.14)

According to the estimate (5.11) on the eigenvalues and the inequality (5.13), for every C' = Cj, every
n 2 ng and every (w, o, t,x) € E¢,, we have the following control on fi,

- ,["w,sl (xc) = —Oz,,LLSl (w) (515)

where L. "
b (1= S pu(w) + 52, (W)

“- Jiay (@)
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Plugging (5.15) into (5.14), it follows that for every C' = Cj, every n = ng and every (w,a,t,x) € Ec p,
we have

V= [(na(w) = 0, (@) + Cow™ max(,, 74, 2.,) ] ¢

1 n,
< [ "2' a(#u(W) = g, (w)) + Cow™° max(xu,xsl,ISZ)] X (5.16)
According to (2.14),
2
s, (W) = pu(w) 2 — (5.17)
w

It follows by (5.16) and (5.17) that for every C' = Cj, every n = ng + 2 and every (w, o, t,x) € Ec p,
we have

X < alp,(w) = g, (W))x

which is the desired differential inequality. Indeed, one just needs to apply the standard Gronwall’s
lemma to obtain (5.12). O

Lemma 5.16 (Control of one orbit close to P,). There ezist two constants C > 0 and n € N such
that for every w € |1, +00[, every 3/4 < a < 1, every time t = 0 and every orbit T — (1) of the local
vector field X, satisfying

max(,(7), zs, (7), 25, (1), |2.(7) —w]) < 10;3 for every T € [0,t]
we have the following estimates:
(Formulae in the unstable direction)
2o (1) = "y (0) (5.18a)

(Estimate in the stable direction) For every i € {1,2},
() < e 1 (0) (5.18b)
(Estimate in the central direction)

() = 2o (0)] < Cw2,(0) (w4, (0) + 1, (0)) (1 = e Her (D7 lD)) (5.18¢)

Proof. The three controls are proven independently. The first one is a direct consequence of the
evolution equation of z, in (5.5).

For every C' > 0 and every n € N, we denote by E¢ ,, the set of all (w, a, ¢, x) such that w € ]1, +o0o[,
3/4<a<1,t=0and 7 x(7) is an orbit of the local vector field X,, satisfying

1 —
max(,(7), zs, (1), 25,(7), |x.(7) —w]) < ng for every T € [0,t] (5.19)

Control of the coordinate x,, (the case of xs, is analogous). We compute the derivative of z,
using (5.5). The time 7 is implicit in the following computations. According to (3.13) and (5.19),
there exist Cy = 24 and ny = 2 such that for every C' = Cy, every n = ng and every (w,a,t,z) € Ec p,
we have
xfsl = (_ﬂ'w,sl (xc) + Cowno max(a:u, xslaxs2)) Lsy (520)
According to the estimate (5.11) on the eigenvalues and the inequality (5.19), for every C' = Cj, every
n 2 ng and every (w, o, t,x) € E¢,, we have the following control on fi,

- 1+«
— Hew,s, (xc) = _O",usl (w) = _T/JJsl (w) (521)

where " "
b (1= S pu(w) + 5%, (W)

“= e, (@)
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It follows from (5.20) and (5.21) that, for every C' = Cy, every n = ng and every (w,a,t,x) € Ec ,, we
have

1+
xgl < (— 5 O[uél(w) + Cow" max(xu,xél,xSZ))xsl (5.22)

Using (2.14), we get
4
oy (@) > (5.23)
w

According to (5.22) and (5.23), for every C' = Cy, every n = ng + 2 and every (w, o, t,2) € Ec,, we
have
I
Ts = _ausl(w)xsl
Hence, Gronwall’s lemma gives the desired control (5.18b) on z, (t).

Control of the coordinate x.. We compute the derivative of z. using (5.5). The time 7 is implicit
in the following computations. According to (3.13) and (5.19), there exist C; = Cy and ny = ny such
that for every C' = C, every n = ny and every (w,«,t,z) € E¢,,, we have

< Cyw™yx (5.24)

I
L

where x(7) = 2, (7)(zs, () + 2,,(7)). According to (5.24) and Lemma 5.14, there exist Cy > C and
ny = ny such that for every C' 2 Cy, every n 2 ny and every (w, o, t,x) € E¢,,, we have

t
20(t) = o (O)] = ™ [ 7T (o) a7

so
1 — ¢ sy (@)=pu(w))t

|xc(t) c(o)l = Clw X(O) 04(/1491 (W) Nu(w)) (525)
Using (2.14), we get )
() = () = (5.26)

Recall that a > 3/4. It follows by (5.25) and (5.26) that for every C' = max(Cs, %C’l), every n z
max(ng,nq + 2) and every (w,,t,z) € Ec,, we have

[e(t) = 2(0)] = Cu"x(0) (1 = ¢~ (eul)

which concludes the proof. O

We are now ready to formulate, for any given w € ]1,+00[, two statements about the orbits
7 z(7) of the local vector field X, starting in the section Sf)’hs. Proposition 5.17 deals with the
generic orbits whose initial condition z™ verifies z,, # 0 (generic case) while Proposition 5.20 deals
with the exceptional orbits for which ' = 0.

More precisely, Proposition 5.17 below gives an explicit interval where the orbit z is well defined.
On this interval, x will satisfy the estimates of Lemma 5.16. Recall that d(w) = WT_l and 77" (2, w, h) =

In 2 e (see remark 5.8).

Hu (W)

Proposition 5.17 (Behaviour of generic orbits). There exist two constants C > 0 and n € N such
that for every w € ]1,+00[, every 0 < h < (Cw™)™" and for h® = (h, min (h, d(w)) , min (h, d(w))), the
followmg pmpertzes holds. Let 7 — x(7) be an orbit of the local vector field X If its initial condition

" = (a, ;?,acg,xm := 2(0) belongs to the section S., s and satisfies z,," # 0 then x is defined

(at least) on [O,Tout(x,w,h)]. Moreover, if 3/4 < o < 1 and h < (1 — a)(Cw™)™", then for every

7 €[0,7°"(2,w, h)], we have the following estimates:

(Control in the unstable direction)

Tu(T) = e”“(w)T:ran (5.27a)
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(Control in the stable direction) Fori € {1,2},

x5, (T) < e_a““(w)Tx?; (5.27b)
(Control in the central direction)
_ . in n_in in _in _molpsy (w)=pa(w))T
z.(7) -z, | < Cw z, max (%179352) (1 e ) (5.27¢)

Proof. For every C' > 0 and every n € N, we denote by E¢, the set of all (w,a,h,z) such that
we ]Jl,+00[,3/4<a<1,0<h=s(1- a)(Cw™ ™ and 7 — 2(r) is an orbit of the local vector
field X, such that 2™ := 2(0) € S;, ,+ where h® = (h, min(h,d(w)), min(h,d(w))) and z, # 0 (hence
a:;n > 0). Let Cy > 0 and n € N be large enough such that we can apply Lemma 5.16 with these
two constants and such that for any w € ]1,+00o[ the local vector field X, is well defined on the
open ball B, ¢, » in (R*)? x ]1, +00[ (see definition 3.1 and Proposition 3.8). Let C; = 100C, and
(w,a,h,z) € E¢, ,,. We are going to show that the orbit x is well defined on [0, 7°"(z,w, h)] and

that for every 7 € [0, 7" (z,w, k)], we have max (&, Ts,, Ts,, |2 —w]) < (}_:t"'
0

Let us denote by ]r_, 7, [ the maximal existence interval of x (with 7_ < 0 and 7, > 0). For every
T €lr_, 4 [, let

N (r) E max(w, (1), 24, (1), 74, (7))

N, (1) € 2 (1) = ]

Remark that N, (0) < min(h,d(w)) < 6{0_5” and N,(0) < min(h,d(w)) < min( é;jn’ “’T_l) Let us

denote by Tpay the supremum of all time ¢y € [0, 7.[ such that for every 7 € [0,%y], N1 (7) < C%O_jﬂ
and N,(7) < min( Clg_f“’wT_l) By definition, for every 7 € [0, Timax[, we have N, (7) < Clo_jﬂ and

l-o
Cow™

N, (1) < min( , “’T—l) It follows that & must be defined at 7 = 7, since it cannot blow up. Now

t . _
assume that T, < 7 (x,w, h). By continuity, for every 7 € [0, Tyax ], We have N, (1) < (,} — and
0
N, (7) < min( 6%0_5" , “T_l) As a consequence, we can use Lemma 5.16 on [0, T,ax | to get
po ()T (@,w,h) in -« -«
T (T <e T, =hs————< ——

1-«a
JjSl(Tmax)’xSQ (Tmax) <h< Wa
and

|xc(7—max) - wl = mc(Tmax) - mlcn

< 2Cow" hmin(h, d(w)) + min(h, d(w))
l-a w-1
C’Ow”’ 2

in

+ |z,

o

< min (
out (

which contradicts the maximality of 7. by continuity. Hence, Tyax > 7 (z,w, h). This proves that
the orbit z is well defined on [0, 7°"*(z,w, h)] and that for every 7 € [0, 7" (z,w, k)], N, (1) = 2=

ow™
and N, (7) < min( Clo_f" , “’T_l) As a consequence, we can use Lemma 5.16 on [0, 7°"(z,w, h)], which
proves (5.27a), (5.27b) and (5.27¢).

Now remark that z is well defined on the interval [0,7°"(z,w, k)], which is independant of a.
Hence, we should find a condition that is also independant of «, as stated in Proposition 5.17. Let
C=5C,. Ifwe]l,+oo[,0<h < (Cw™ ™" and x is an orbit of the local vector field X, such that
2" 1= z(0) € S, - where h® = (h, min(h, d(w)), min(h, d(w))) and 23, # 0, then (w,4/5,h,z) € Ec, ,,
and we can apply the above reasoning to x. This proves that z is well defined on [0, TOUt(x, w, h)} and
this concludes the proof.
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Corollary 5.18 below complements Proposition 5.17. It shows that if Sf,’hs and Sfj,hu are two
sections “close enough” to P, and if Sihs is “sufficiently small”, then any generic orbit of the local
vector field X, starting in Si,hs will eventually pass through S&hu before leaving the neighbourhood
of P, where X, is well defined. Moreover, it gives precise estimates about the position of the orbit in
the section S, ju.

Corollary 5.18 (Estimates in the section Sg’hu). There exist two constants C > 0 and n € N
such that for every w € J1,+00[, every 0 < h < (Cw™)™", every 0 < h; < min(h,d(w)), for h® =
(h,hy,min (h,d(w))) and h" = (h,h,2h), the following properties hold true. Let T — x(T) be an
orbit of the local vector field X,,. If its initial condition " = x(0) belongs to the section Sf,,hs and
satisfies :vff # 0, then z intersects the section S’Zf’hu exactly at the time T = TOUt(x, w, h). Moreover, if
3/4<a<landh<(1-a)(Cw™)™", then

(Distance to the Mixmaster attractor)
in A, in 1+2 , -2
[T@™) = ™), = ()" s (5.28a)

(Drift in the direction tangent to the Mixmaster attractor)

| T(=™) - TA(:#'”)”// < h hCuw" (5.28b)
Remark 5.19. Choosing a = max(ﬁ, %), estimate (5.28a) will lead to estimate (5.1) and estimate

(5.28b) will lead to estimate (5.2).

Proof. Let Cy > 0 and ng € N be large enough such that we can apply Proposition 5.17 with these two
constants. Let C; = 2Cy and ny = ng + 1. Fixw € J1,+00[, 3/4<a<1,0<h < (1 -a)(Ciw™) ™",
0 < hy < min(h,d(w)) and an orbit 7 +— z(7) of the local vector field X, whose initial condition
2™ := 2(0) belongs to the section S+ where h® = (h,h;,min(h,d(w))) and such that " # 0.
According to Proposition 5.17, x is well defined on [0, (2, w, h)]

Using (5.27a), we get

out .
2o (77" (@, w, B)) = T k)i,

According to (5.27b),
2o, (7" (@0, h)), 0, (77 (@, 0,0)) < B

and according to (5.27c),

2.(7"" (2, w, h)) - w’ < 2h

It follows that (7" (z,w, h)) € Se ne where h* = (h, b, 2h). Recall from remark 5.8 that 2" (2,w, h)
is the unique time of intersection. Hence, Y(z™) = (7" (2, w, h)) is well defined.

Remark that 2. < h, , max (x;i,xsg) < h and (TA(xin))C =2 so (5.28b) is a direct consequence

of (5.27¢) applied with 7 = 7°"*(z,w, h).
Lot o = (=) tans, ()

. Using (2.14), one can remark that

Msq (W)
1 sy (w) Hsy (w) _Mu(w) (e
fr (@) fu (W)
and () = pu ()
s \W) = [y \W 1- 1-
l—a'=(1-a)fe? " fu®) -, 2@
,usl (w) 1+w 2w
Hence,
l-a 1l-a 1 1-a
h < = <
C’lwnl 2w Cow”O C’Ow”U
Since

||T(a:i“) _ TA(xin)

|l = max (xsl(rout(m,w, h)), s, (Tom(x,w,h))),

(5.28a) follows from (5.27b) applied with 7" (&, w, h) instead of 7 and with o' instead of a.
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Now remark that the fact that x intersects the section Sﬁ’hu is independant of a. Hence, we should
find a condition that is also independant of «, as stated in corollary 5.18. Let C' = 5C;, w € ]1, +00[,
0<h= (C’w”l)_ll and 0 < h; < min(h,d(w)). Let x be an orbit of the local vector field X,, whose
initial condition 2™ := 2(0) belongs to the section S, ,» where h® = (h, k), min(h,d(w))) and such
that x, # 0. Remark that h < 1/5(C'1wn1)_1. Hence, we can apply the above reasoning to = with
o = 4/5. This proves that z intersects the section S, p« (where h" = (h, h,2h)) and concludes the
proof. O

We now deal with the exceptional orbits 7 — x(7) whose initial condition z™ verifies 2" = 0.
Recall that the local coordinate system ¢ is constructed in such a way that the stable manifold of a
point (0,0,0,Z.) for the local vector field X, has for equation “z, = 0,z. = Z.” (see (3.3b)). Hence,
any exceptional orbit converges to a point of {Ogs} X ]1,+0o[ (which is the Kasner interval in local
coordinates).

Proposition 5.20 (Behaviour of exceptional orbits). There exist two constants C > 0 and n € N such
that for every w € ]1,+00[, every 3/4 < a < 1, every 0 < h < (1 - a)(C’w")_l', for h® = (h,h,h)
and for every orbit T — x(7) of the local vector field X,, whose initial condition ' := x(0) belongs to
the section Sz’hs and such that x,, = 0, x is well defined on [0, +00[ and stays forever in the stable
manifold of the point (0,0,0,z."), i.e. for every 7 20, z,(7) =0 and x.(7) = z.".
Moreover, the orbit x converges exponentially fast to (0,0,0,z."). More precisely, for i = 1,2 and
for every T =2 0,
xs, (T) < e_a““(w)TxZ,L (5.29)

Proof. Using the equations (5.5), this is a straightforward consequence of Lemma 5.16. O

Next corollary shows that if the section Sz’hs is small enough, any orbit of the local vector field
X, will intersect it at most once. This is useful for two reasons. Firstly, it allows us to define a time of
intersection without ambiguity (see definition 5.22). Secondly, it implies that the time length between
two consecutive intersections of an orbit ¢ — z(t) of the Wainwright-Hsu vector field X with the section
S;hs cannot be arbitrary small, i.e. admits a uniform positive lower bound (see Lemma 6.10).

Again, we insist on the fact that corollary 5.21 below is about the local vector field X, and its
orbits. The “real” orbits for the Wainwright-Hsu vector field X can intersect the section Sf,,hs infinitely
many times. The local vector field X, being a renormalization of X in the neighbourhood of the point
P, on the Kasner circle, an orbit of X, is exactly a connected component of an orbit of X (modulo
the local coordinate system &).

Corollary 5.21 (Unique intersection with Si,hS)- There exist two constants C' > 0 and n € N such
that for every w € J1,+00[, every 0 < h < (Cw™) ™", for h* = (h,min (h, d(w)) , min (h, d(w))) and for
every orbit T — x(7) of the local vector field X,, whose initial condition x(0) belongs to the section
S;hs, x does not intersect Sihs again in the future nor in the past.

Proof. Let Cy > 0 and n € N be large enough such that we can apply Proposition 5.17 and Proposi-
tion 5.20 with these two constants. Let C' = 10Cy and « = %. Let w € ]J1,+00[, 0 < h < (Cw™) ",

h’ = (h,min(h, d(w)), min(h,d(w))) and 7 + x(7) be an orbit of the local vector field X,, whose initial
condition z™ := z(0) belongs to the section S;, ,,-. Let us denote by ]7_, 7,[ the maximal existence
interval of x. By symmetry, it is enough to prove that z does not intersect again Si,hs in the future.

First, assume that mif # 0. Using Proposition 5.17 with Cy and «, we can apply (5.27b) to get that
for every 7 € ]O,TOUt(x,w7h)] and every i € {1,2}, z,,(7) < h so z(7) ¢ S, ps. The first equation of
the system (5.5) implies that, for every 7 € ]TOUt(x, w,h), T+|:, the coordinate x,(7) is bigger than h,
hence z(7) ¢ S, e

We are left to deal with the case where z!" = 0. Using (5.29), we get that for every 7 > 0 and every
i € {1,2}, z,5,(7) < h. Hence, z(7) ¢ S;, p+. This concludes the proof. O

We can now give a proof of the proposition on the shadowing of a heteroclinic chain, stated in the
introduction of the present section.

Proof of Proposition 5.9. To simplify the proof, let us treat the case i = 1. Let Cy =2 1 and n € N
be large enough such that we can apply Proposition 5.17 and corollary 5.18 with these two constants.
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Let C; = 5Cy and a = %. Remark that C;' = (1 - a)C;'. Let w € ]1,400[, 0 < h < (Cow™) 7",
0<h, < min(%h7 d(w)) and 7 — z(7) be an orbit of the local vector field X,, whose initial condition
2™ := z(0) belongs to the section S, j,+ (where h® = (h,hy,h,)) and satisfies 23, # 0 (hence z,; > 0).
Let h" = (h, h,2h). Using (2.14a), (2.14b), (5.6) and the fact that z." < %h7 it is straightforward to
check that 0 < 7% < 7°" where 7°"* = 7°""(z,w, h). According to corollary 5.18, z is well defined on
[O,Tout(x,w,h)]. According to (5.27a), (5.27b) and (5.27¢), we have

||x(7'*) -P,, = e‘u“(w)T*xif 4o Ty 2h, (5.30)
Using (2.14a), (2.14b), we get that

( ) * pu(w) ausl(w.)h
eH I o phu(@)ransy (@) T Ly (w)el?

2 apsy (w)h
ZIn

<e pru (@)
2 jn.-2
< 4h3 (™75 (5.31)
and
iy (W) __ opsy(w) n M‘rsl(wi):
e s1 =e oy (w)tapsy (w) p(w)zy
1 a;le(w)h
1l Qs iR
< ¢ 3 M hutwel
1 iny i
< op 75 ()3 (5.32)

Plugging (5.31) and (5.32) into (5.30), we get that (5.7) holds true.
Recall that
(P2, P = {(0,2,0,w) [0 < z < h}

According to (5.27a), (5.27b), (5.27¢c) and (5.31), we have, for every 7 € [0,77], 0 < 2, (7) < h and
[2(r) = (0,20, (), 0,0)||, < 4h3 1} +3h, <7 (5.33)
Moreover, using (5.7), we have, for every z € ]0,z, (7")],
(™) = (0,2,0,0)|. = |[o(+*) = .|| < 6h5h? +2h, <8h7 (5.34)

Finally, for every z € [z, ("), h = ,,(0)], there exists 7 € [0,7"] such that z = z,, (7) and we can
use (5.33) and (5.34) to conclude that

= wli=

dy (2 ([0,7°]), [ P34 Pu]) < 8h

Analogously, we recall that
]Pwapg,h] = {(Z,0,0,W) | 0<z= h}

and we get by a straightforward computation that

dq_[ (.T ([T*,TOUt]) ; ]Pw,Pjih]) < ShJ%_

Hence, (5.8a) and (5.8b) hold true. The proof is similar in the case i = 2 (the only difference is that
s, (w) has to be replaced by s, (w) in (5.30) and in the left-hand side of (5.32); the estimates remain

* *
. - w - w
true since ¢ o2 ()7 < gmeMa (W)Y O

5.2 Comparison of two orbits

In this section, we are going to compare two orbits of the local vector field X,, which simultaneously
intersect a section S;; pu. This will lead to the Lipschitz estimates (5.3) and (5.4) on T.

Until the end of this section, we fix Cy = 2 and ng € N large enough such that we can apply
Proposition 5.17, corollary 5.18 and corollary 5.21 with these two constants. In particular, for every
C=Cy>0, everyn=ng €N, every 0< h < (Cw")™", for h® = (h, min(h, d(w)), min(h, d(w))), for
h" = (h, h,2h) and for any orbit 7 = x(7) of the local vector field X,,, if  intersects S, ,+ at least
once, then it intersects Sy, s+ and Sg pu exactly once.
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Definition 5.22 (Time of intersection with Sfms). With the same notation as above, if = intersects
Sy e then we denote by 7" (z,w,h®) the unique time 7 € R such that z(7) € S, .

Definition 5.23 (Pair of synchronized orbits). Let w € ]1,+00[, 0 < h < (Cw™™, h® =

(h,min(h, d(w)),min(h,d(w))), h* = (h,h,2h) and i € {1,2}. Let 7 — z(7) and 7 — (1) be
two orbits of the local vector field X,,. We say that (z,Z) is a pair of (Sths,SZj,hu )—synchronized
orbits if

1. z(0) € 5.
2. T intersects Szihs before z, i.e Tin(i“,w, h*) < 0.

3. z and Z intersect S,, ,« at the same time, i.e. (2, w, h) = 7°"(&,w, h).
If this is the case, we define

g z(T m(x w,h®)) € Sw e

(" (#,w,h%)) € Sw he
x(TOUt(wia h)) € Sw,h“’

B E H N (F,w,h)) € S

~1n def

out def
T =

See also figure 16.

Remark 5.24. Let (x, x) be a pair of (Sfj’hg S h“) synchronized orbits. Since z and Z both intersect
S’w we, it follows that z,, > 0 and gc > 0. With these notations, it is straightforward to check that

Tin(x, w,h”) =0

1 x;n
n—

po(w) — EY

(@, w,h) = 70 (F,w, h) =

Tin(-%aw7hs) = -

<0
1 h

——In—
po(w) it

Remark 5.25. If (z,%) is a pair of (Sfj’hs, Se v )—synchronized orbits, then for every 7 € R such that
2(7) and Z(7) are well defined, we have x,(7) = Z,(7) (see figure 16).

Remark 5.26. Up to reparametrization, any pair of orbits which both intersect the section S’Zihs is a

pair of ( - hb,SZj’hu )—synchronized orbits. More precisely, let 7 — x(7) and 7 — Z(7) be two orbits

of the local vector field X, which both intersect the section SfJ,hs. Up to a translation in time of x,
one can assume that z(0) € Si,h5~ According to corollary 5.18, x and # both intersect the section
Sﬁyhu. Up to a translation in time of &, one can assume that x and & intersect simultaneously the
section Szj,hu. Up to symmetry, one can assume that = intersects the section Szyhs before z. With
these conventions, (x,z) is a pair of (S;hs,Sz’hu )—synchronized orbits.

Given a pair (z,Z) of (Sii,thSz,h“ )—synchronized orbits, the following lemma provides some esti-
mates concerning the orbit & at the time ¢ = 0.

Lemma 5.27. There exist two constants C > 0 and n € N such that for every w € 1, +00[, every
0< h < (Cwn)_l, for h® = (h,min(h,d(w)), min(k, d(w))), h" = (h, h,2h) and for every pair (z,%)
of( w.he > S hu) synchronized orbits, we have the following estimates:

(Estimate in the stable direction) For everyi € {1, 2},

., (0) — 70| < zl— g (5.36)
(Estimate in the central direction)
#.(0) - 2| < cw” h a0 (5.37)
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Ts,, Ts,

s
Sw,h““

u
\ St

in
Ty = Ty

Te

u

Figure 16: A pair of (S;hs, S hv )-synchronized orbits.

Proof. The estimates (5.36) and (5.37) will be proven independently.

For every C' > 0 and every n € N, we denote by E¢ , the set of all (w, h, , &) such that w € ]1, +0o[,
0<hs<(Cw") " and (z,7) is a pair of synchronized orbits of the local vector field X, (with respect
to the sections S;, ,» and S, y,«, where h® = (h, min(h, d(w)), min(h, d(w))) and h* = (h, h,2h)). Fix
3/d<a<l.

Estimate of the coordinate i.. Recall that 7" (#,w,h®) = - 1(w) In z—n Applying (5.27c) on the
time interval [Tin(i’, w,h®), O] (using a translation in time), we get that for every C' = Cy, every n = ng

and every (w,h,z,%) € E¢,,,, we have

1 in
Fo(0) = & | ——— In Z%
po(w) T

Hsy (W)—pu(w)

) Fo\ 4T Ea
nop ~1n
< Cow OIu h|1l- =

~in

i'C(O) — Ze

in
u

Moreover, using (2.14), we get that a% = % < 1. Recall that 0 < f%‘: < 1. Hence, esti-

mate (5.37) is a consequence of the above inequality.

Estimate of the coordinate Z, (i € {1,2}). Let C = Cy, n 2 ng and (w, h,x, &) € Ec . According
to (5.5), &, is a solution of the following first order linear differential equation of variable y:
I

y = _ﬂw,si(jc)y + qu(i‘).’fﬁsl

where et
X, (8) S X% (@)E, + X0 (8)Es, + X327 (8)s,

i

Using variation of parameters, we get an implicit expression of Z.(0), which can be written as follows:

i:si(()) - i’g: = A1 + A2
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where
Si

Al - (ejfi“w,w,hs)_ﬁw,sq‘,(ic(w))dw _ 1) jin

and 0
0 ~ ~
A, = [ el s GOy (G E () dw

TI(%,w,h?)
FEstimate of |A1|. Applying (5.27¢) once again on the time interval [Tin(j,w, h*), 0], we get that
for every T € [Tin(i",w, h*), O],

|Zo(7) - w| < |F(7) —Z0| + h < 2h (5.38)
Let us fix some constants C; = min(Cy, %) and ny; = ngy. For every C' = (4, every n = n; and every

0<hs<(Cw")™", we have 2h < 1(;—:‘. It follows from (5.38) and (5.10) that for every C' = Cy, every
n = n; and every (w,h,z, &) € E¢ ,, we have

)
=i\ ap (@)

71u52(w)7—in(i,w,hs) <1- (afu

0 ~ _
eITm(i,WYhS) —fiw,s; (Te(w))dw 1l<1- ea .
mn
u

Hence,

|A,| <h 1—(“””—."
X

Moreover, we have the elementary fact

for every 0 < z < 1 and every v >0, 1—2" < max(1,v)(1-2) (5.39)

~in

Let us apply (5.39) with z = % and v =

Hap (@) _
@i ap, (W)

o '(1+w) = 1. It gives:

~in

_ 1
|A,] < ha 1(1+w)(1 - z“) < Bwh—
xu

Ty

in ~in
Ty — Ty

(5.40)

Estimate of |Az|. According to (5.10), for every C' = C4, every n = ny and every (w, h,z,%) € Ec ,,
we have

i s (Fe(0)) do _ amey (W)w

Hence, according to (3.13) and Proposition 5.17, there exist Cy = C; and ny = ny such that for every
C = Cy, every n 2 ny and every (w,h,z,%) € E¢ ,, we have

0
|Ay| < Cow™ h’ J et (@ g,
TI(%,w,h®)
) o ans; (@)
T2 ~1n py (w)
Pl P s
ovpts, (w) )
Let us apply (5.39) with z = i;‘n and v = O‘;;L(S;) = oz“T“’. One can remark that v < 1 for every w large
enough and s, (W) ~yotoo g. It follows that there exist C3 = Cy such that for every C = Cjs, every

n 2 ng:=ny + 1 and every (w, h,z,) € E¢,,, we have

in ~in

1
Ty — Ty

ns g 2 1 in ~in
|Ay| < Caw P h" — |z, —xu|sh -
xln :L.lﬂ
u u

(5.41)

It follows from (5.40) and (5.41) that for every C' = Cj, every n = nz and every (w, h,x, %) € Ec ,,
we have

in 1 in ~in
7,,(0) — Zy,| < dwh— |z, — T,
mu
so the estimate (5.36) holds true with C' = max(Cj3,4) and n = ns. O
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We are now going to prove the main technical result of this section. The following proposition gives
Lipschitz estimates on the distance between two synchronized orbits when intersecting the section
Sg,hu. We prove that the Lipschitz constant mostly depends on the distance between their initial
conditions in the section Sz7hs and the Mixmaster attractor.

Proposition 5.28 (Lipschitz estimates in the section S:j_’hu). There exist two constants C > 0 and

n € N such that for every w € ]1,+00[, every 3/4 < a < 1, every 0 < h < (1 — a)(Cw™) ™", every
0 < hy < min(h,d(w)), for h® = (h,h;,min(h,d(w))), h* = (h, h,2h) and for every pair (z,%) of

(Si7hs, Sihu)—synchmmzed orbits, we have the following estimates:

(Lipschitz estimate in the direction transverse to the Mixmaster attractor)

| ™ - fv'om”l < (hl)% Cw"h™% |2 = &™ |00 (5.42)
(Lipschitz estimate in the direction tangent to the Mixmaster attractor)
H(xout - iom) - (xm - :Tcm)”// <Cw"h | 2" - " |J_ +Cw"h, ”xm -z |// (5.43)

~in

Proof. We can assume that 2™ # #". Otherwise, the orbits 7 - z(7) and 7 — #(7) coincide and the
estimates in Proposition 5.28 are trivial.

Notation. For every C > 0 and every n € N, we denote by E¢,, the set of all (w, v, h, hy,x,Z) such
that w € ]1,+00[,3/4<a<1,0<h < (1-a)(Cw™)™", 0<h, <min(h,d(w)) and (z,7) is a pair of
(S5 hes Se pv )-synchronized orbits, where h® = (h, k), min(h,d(w))) and h" = (h, h,2h)). Let Cy > 0
and ng € N be large enough such that we can apply Proposition 3.8 and Lemma 5.27 with these two
constants. For every C' = Cy, every n = ng and every (w,a, h,z,%) € Ec,,, let

. 1 h o o .
out def nﬁ=7'° Y(z,w,h) = 77"(F,w, h)
d.(T) def [T dz. (z) - %(z) dz for every 7 € [0 'rom]
¢ )y I dr dr Y ’
def ~ ~ ou
dy(7) T |, (7) = Fo, (7)] + |24, (7) = Fs, (7)] for every T € [0,7°""]
def (1 - a)/"u(w) + Afhg, (W)
Qg =
s, (w)
1 def 1_2a0/’l’u(w) + 1+2a0u'51 (LU)
Qg =
s, (W)
First, remark that | o - g || L= ds(7°"). Secondly, remark that
l1-a
1-ag = 7o (5.44)
. («) («)
Hsy \W (/’Jsl W ) a
=L —1=aq ~1]=2 5.45
e @) )T (54

Idea of the proof. We are looking for upper bounds of d.(7°"") and d,(7°"™). The idea is to obtain
cross estimates on both d.(7) and d,(7), and then to progress step by step towards some estimates
that are independent from each other.

Step 1: estimate of d;(0). According to (5.36), for every C' = Cy, every n = ng and every
(w,a,h,z,2) € Ec,,, we have
in ~in

so — Tsy

in ~in
+|Ts, —Ts, | T

1 in ~in
ds(0) = 2Cowh— |xu - Ty T
:Eu

(5.46)

67



Step 2: estimate of |z (1) — &.(7)| for T € [0,7°"]. According to (5.37), for every C = Cj, every
n 2 ng and every (w, o, h,z,%) € E¢ ,,, we have

|ze(7) = Ze(7)| < de(7) + |2(0) = £.(0)]

< do(7) + |7(0) = 30| + |2 = &
i.in . ) . )
< do(7) + Cow" h—= |a:g] o o L
xu
Moreover, Cow™®h < 1 and in <1so
|2o(r) = 2o(7)] < d(7) + [ =2+ [ - 2", (5.47)

Step 3: an estimate of dy,(7) depending on d.(7). From now on, 7 will often be implicit in the
estimates. The following estimates are valid for every 7 € [0, Tout]. By definition, we have

dd, T, — Ts, (dfcsl dxg, ) . Ts, — Ts, (ds?:s2 dzs, )

dar |z, — 7, |\ A7 dr

dr dr

|x52 - '%52 |
According to (5.5),

dzs, dws, _ o _ ~ _
dr - dr = _/J'w,sl(xc)(xsl - xsl) + (Mw,sl (il'(.) - /J/w,sl (xc))xsl
+ Xw,sl (j)(jsl - xsl) + (Xw,sl (j) - Xw,sl (.’L‘))Jisl (548)

where X, ; (z) = X0 (@)@, + X' 0 (2)2s, + X0 (2)2s,. According to (5.27¢), there exist C; = Cj
and ny = ng such that for every C' 2 Cy, every n = ny and every (w,a, h,x,%) € Ec,, we have

l1-«

T, —w| £ ——mm— 5.49
|7 =l 24(1 + w)w? (5.49)
Using (5.49) with (5.44) and (5.11), we get
- - 1+«
- Mw,sl(xc) = _aé),usl (w) = - D) O,usl (w) (550)

According to the expression of fi, ,, (see (3.12)) and formulas (2.14), for every C' > C, every n = n4
and every (w, o, h,x,%) € E¢ ,,, we have

|ﬂw,51 (xc) - ,aw,sl (-i‘c)l <6 |l‘c - i‘cl (551)
According to (3.13), for every C' = C, every n = ny and every (w, o, h,z,%) € E¢,,, we have

|XW,51(57)| |$81 - j51| = Cownoh |‘T51 - '%51| (5 52)
|Xw,sl (i') - Xw,sl(x)| xsl = Cowno (”(E - j”J_ + |xc - jcl)xsl '

We can estimate in the same way the terms that appear in the expression of d(;—;z - dgc—Tz It follows
from (5.48), (5.50), (5.51) and (5.52) (and similar estimates for s, instead of s;) that, for every C' = C,

every n = ny and every (w, o, h,z,%) € E¢,, we have

dd, 1+« 5 n
. s-— O,usl(w)d +6 |z, — 2| (25, + 25,) + Cow °“hds

+ Cow™ (Il =zl + lwe = Zel) (25, + 25,)

For every 7 € [0,7°""], we have z,(7) = Z,(7). Hence, ||z - Z||, < d,. Using (zs, + x5,) < 2h, it
follows that, there exists Cy = max(C;,Cy + 6) and ny = n; so that, for every C' = C5, every n = ny
and every (w, o, h,x,&) € E¢ ,,, we have

ddss( 1+C¥0

T 5 —— s, (W) + 3C'Qw"2h) dg +2Cow™ |z, — 7. (zs, +Ts,)

68



Using (2.14), we get
2
oy (@) 2 5 (5.53)
According to (5.44) and (5.53), there exist C3 = 2Cy and ng = ny such that for every C' = Cs, every
n 2 ng and every (w, o, h,z,%) € E¢ ,,, we have

n 1-
3Cow *h < 2a0 ps, (w)

Hence, for every C' 2 C3, every n = nz and every (w,a, h,x,%) € E¢,,, we have

dd, n -
d—T‘ < —ogps, (W)ds + Csw ™ |x, = T | (x5, + 25,) (5.54)

According to (5.44), there exist Cy = 2C3 and n4 = n3 such that for every C = Cy, every n = ny and
every (w,a, h,x, &) € E¢,,, we can apply the estimate (5.27b) to (w, ag, h, z) and obtain the following
estimate of (x4, + xs,):

(24, (1) + 24y (7)) < 12 (0) + 2, (0)) (5.55)

Plugging (5.47) and (5.55) into (5.54) and using the fact that (x4, (0) + x,,(0)) < 2h, we get that for
every C' = Cy, every n = ny and every (w,a, h,x,%) € Ec p,,

dd,
dr (r) <

~in

—aaopts, (@) + Ca™ e 7 (d (7) + [ -

)

|//
which can be rewritten in the form

pootter (w)r dds

T () + o, (@)™ d,(r) 5 O h (do(r) + || - 27|

=)

ds(7) in the left side of the above inequality. By integrating

We recognize the derivative of ¢®0%s1 ()7

between 0 and 7, we find:

dy(7) < e a7 (0)

~in

+ C4wn3h€—oéoﬂs1 (w)T (J dc(z) dz + 7_(”min _ jin |
0

//)) (5.56)

Step 4: an integral inequation for d.(7). According to (5.5) and the fact that xz,(7) = Z,(7) for
every 7 € [0,7°"], we have

dd,.
dr

= 1, | X0 (2)(Fs, = 2,) + (X0 () - XS (),
+ Xt (@)( T, = w5,) + (X0 (3) = Xge* (2))s, |

According to the estimate (3.13) on the non linear terms, there exist C5 = C; and ns = ny such that
for every C' = C5, every n = ny and every (w,a, h,x,%) € E¢,,, we have

dd, -
dr - J)cl (xsl + 1‘52)) (557)
Plugging (5.47) and (5.55) into (5.57), using the formula @, (7) = e"*“)72™ and the estimate

(74,(0) + z,,(0)) < 2h

we get that, for every C' = C5, every n = ny and every (w, o, h,x,%) € E¢ -

ns Hu(w)T lnd (7_)

+ 205wn5he(”“(w)_a°“”(w))Txif (dC(T) + ”xin - iinHl + Hxin - icin”//) (5.58)
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Plugging (5.56) into (5.58), there exist Cg = C5 and ng = n5 such that for every C' = Cy, every n = ng
and every (w,a, h,z,%) € E¢,,, we have

ng (Mu(UJ) agpsy (W))T 1n|:d (O)

= ))]

+h (dc(T) + rd (0)do+ (1 +7 (”mm _ gin
0

For any C' 2 Cg, any n = ng and any (w, o, h,z, &) € Ec,, let

in ~in

T(z,7) d=efsup{t20|V9€ [0,¢],d.(0) < || - &

in ~in
+ Hx - || } >0
1 /

T(x, %) <l in (T(x, z), Tout)

By definition of T'(x,Z), for every C' 2 Cg, every n = ng, every (w,a,h,z,%) € Ec, and every
7 €[0,7(x,%)], we have
)

and by using formula (5.45) under the form g, (w) — agps, (W) = —a(ps, (W) = pu(w)), we get

ng (Hu(w) aousl(W))T in (d (0) +2h(1 +7_)<‘|x1n_ ~in||l 4 ||$in_jin

dd

~in
r —x

—altey (@)=pu(@))7_in (d (0) + 2h(1 +7) (|

L= 5:i“||//)) (5.59)

Using the fact that d.(0) = 0, integration of the inequality (5.59) between 0 and 7 gives
de() = 4(7) (5.60)
where

in ~in
- X

~(7) = 200 ™ ™ (d (0) + h(

l+||xm—fm||//>>f
0

)J ool @) (@)= g
VAR

~in

+ 2Cg st (o -

Here, the proof is essentially complete. Indeed, (5.60) is an explicit estimate on d.(7) and by plugging
it in (5.56), we obtain an explicit estimate on ds(7). We are left to find an upper bound on the explicit
function ~.

Step 5: Estimates of v(7) for 7 € [0,T(z,%)]. Using (2.14), we get
2

Mgy (W) - :U'u(w) = w2

Hence, for every C' = Cg, every n = ng, every (w, o, h,x,&) € E¢,, and every 7 € [0,T(z, &)], we have

JT ol @ @)z g 1 < 2,2

0 aps, (W) = pu(w)) ~ 3

T oy (@) (@) 1 4 (561)
ze MWt \WITHURZ 40 < < —w'

Jo a?(ps, (W) = py(w))* ~ 9

According to (5.61), there exist Cg = Cg and ng = ng such that for every C' = Cg, every n = ng, every
(w,a,h,x,%) € Ec,, and every 7 € [0,T(z,Z)], we have

A7) = O (d(0) + b (|| = &7 + |2 - 2™

//)) (5.62)

Plugging (5.46) into (5.62), it follows that there exist Cy = Cg and ng = ng such that for every C = Co,
every n = ng, every (w,a, h,z,&) € Ec,, and every 7 € [0,T(x,Z)], we have

in ~in
Te — e

in ~in
£E82 - £E82

in ~in
Ts, — Ty, +

(1) < Cow"™h |xin -7 n| + Cow™x ;n( +

) (5.63)
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Step 6: estimate of d. and proof of (5.43). Plugging the estimates obtained in the preceding step
into (5.60), it follows that for every C 2 Cy, every n = ng, every (w,,h,z,Z) € E¢, and every

7 €[0,7(x,%)], we have

in ~in
Te c

in ~in

in ~in i
1‘52 - 1‘52

o —Tg, |+ +

n in ~in
d.(1) < Cow °h |xu - Ty x

+ Cow™xy, (

) (5.64)

Let Cyg = 2Cy and nyo = ng. For every C' = CY, every n = nyo and every (w,a, h,z,2) € Ec,,, we
have

|
Cow™h < & (5.65)

Let C' = Cyg, n = nyg and (w, o, h,z,%) € Ec,,. Assume that T'(z, T) < 7" Using (5.64) and (5.65),

we have,
in ~in
+ ™ - 2" )
1 Vi

Since d.. is well defined and continuous (at least) on [O,TOUt], the above inequality contradicts the
maximality of T'(x,Z). It follows that

wirte s s

T(z, %) = 7" (5.66)
By definition of d., we have

< d (77") +|7.(0) - 7'

(5.67)

[ AR CARED

Plugging (5.64) into (5.67) and using (5.37), it follows that there exists Cq; = C1g and ny; = nqg such
that for every C = Cyq, every n 2 ny; and every (w,a, h,z,%) € E¢ ,,, we have

out ~out in ~in n
o = 5) = (2], = e

in ~in
r -

xm - i’ln”l + Cllwnllhl |

y
Hence, (5.43) holds true.

Step 7: estimate of dg and proof of (5.42). According to (5.66) and (5.56), for every C' = Cyy, every

- t
n = nyy, every (w,a,h,z,%) € Ec,, and every 7 € [0,7°"" ], we have

dS(T) < e—aousl(w)Tds(O) + 204w"3h7_e—aousl(u))7 (Hxin _ i‘in”J_ + ||$in _ fin

//) (5.68)

Plugging (5.46) into (5.68), it follows that there exist Cij5 = Cy; and njs = ny; such that for every
C = (g, every n 2 nqq, every (w,a, h,x,2) € E¢ , and every 7 € [O,TOUt], we have

dy(7) < Cpow™2he™ 01 (7

2" —fi“”w(x% +7) (5.69)

It remains to evaluate this inequality for 7 = o, According to formula (5.45), we have

Hsq (w)

Hul) in ~in 1 1 h
T T (S
o\ py(w) oy

< Opow™*? (a:_g) H:Ein - fin”oo (1 - —uu]Zw) % In x—g)

Moreover, z — zIn z is bounded on [0, 1] and g, (w) ~4, 100 6/w (see (2.14)) so there exist C13 = Cig
and ny3 = ny9 such that for every C' = C3, every n = ny3 and every (w,a, h,x,%) € Ec ,,, we have

|

Hence, (5.42) holds true. O

1

o
out ~out N2 Ty
r - || < Crow h| —

n 12 h

€10 S———

2 = 7| < (hy)® Cogw™ T o™ - 2| (5.70)

[o9)
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5.3 Control of the transition maps T, s pu

Recall that 1
d(w) = “’T

Proof of Proposition 5.1. Let Cy > 0 and ng € N be large enough such that we can apply corollary 5.18
and Proposition 5.28 with these two constants.

Proof of (5.1) and (5.2). There is nothing to prove when z,, = 0 since in that case the left hands
of the inequalities vanish (see (4.10)). For every C' > 0 and every n € N, we denote by E¢ ,, the set of
all (w,h,hy,t - z(t)) such that w € ]1,+00[, 0 < h < (C’w")_l., 0 < hy <min(h,d(w)) and t — z(t)
is an orbit of the local vector field X, whose initial condition 2™ := x(0) belongs to the section Sf),hs
where h® = (h,h,,min(h,d(w))) and such that z;, # 0. For every C = Cj, every n > ng and every
(w,h,hy,t~ x(t)) € Ec,,, we denote h" := (h, h,2h) and T := T, s pu. For every w € 1, +0o[, let

(@) max [ 4 3
a(w) = max| —, ¢
Observe that
. (1 1yt
—alw) =min| 2, 5 ) 2 50
Set Cy =5Cy and ny =ng+ 1. Let C = Cy, n 2ny and (w,h,h,z) € Ec,,. Observe that

1 1-a(w)

h= Cuw™ ~ Cowno

It follows that we can apply corollary 5.18 to (w, a(w),h, h ,t — x(t)). This yields

a(w)

fren -5 =
|‘T(xin) - TA(win)“// < h hCyw™

Moreover, we have
a(w
L < 1’
alw) w+?2
+— > —
w+ 1’

and 0 < h; < 1. Hence,

(w) w+2

alw) -
(h)™ 7 e <hyTRT
This concludes the proof of (5.1) and (5.2).

Continuity of T. Recall that for every z € Sj, s such that z, = 0, we have Y(z) = (h,0,0, z.)
(see (4.10)). According to (5.1) and (5.2), for every z € S, = such that z, = 0, we have

lim Y(z) = (h,0,0,2,) = Y(z)

r—z
so T is continuous at z.

Proof of (5.3) and (5.4). For every C' > 0 and every n € N, we denote by F¢ y the set of all
(w,h,hi,t » (z,&)(t)) such that w € J1,+00[, 0 < h < (Cw™)™", 0 < h, < min(h,d(w)) and
t ~ (2,2)(t) is a pair of (S, p,Se nw)-synchronized orbits, where h® := (h, h;,min(h,d(w))) and
h" := (h,h,2h). According to Remark 5.25, we have x,, = Z,'. By continuity of the map T, it is
enough to prove the estimates (5.3) and (5.4) in the case x," > 0. So, we assume z, = Z,, > 0 in the
sequel.

For every C' = Cy, every n = ny and every (w,h,hy,x,%) € Fc y, we have

ny— 1-
hs(cw)lsﬁf:j)
0
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Hence, we can apply Proposition 5.28 to (w, a(w), h, h,z), which yields

ow) alw) || )
—_ n, - m ~ 11N
| <(hy) @ Cow °h = Hx -z ||Oo

|, = Coun o™ = 2|+ Cow™n ||o - 2

|T(™) - 1)
||(T(£L'm) _ T((Em)) _ (xin _ jin)

Va

One can remark that there exists 4/5 < d < 1 such that for every w € ]1, +00[, M < d. Moreover,
for every Cy = Cy and every n, = nq such that
Cgl_d > Cy and ny(l—d)=ng
_ _aw) _
every w € J1,+00[ and every 0 < h < (Cow™)™', we have Cow™h™ = =< h™'. Hence, for every
C 2 Cy, every n 2 ny and every (w,h,hy,x, &) € Fo N, we have
. . 1
[ r(™) = 1@E™)||, = hsThT 2 = Flw
[(r™) = 1@™) - " =2, s Cow™hja"™ = 2", +Cow™hy || = &"|
Since
in ~in 1n ~in A, in A/ ~in
Py =@, = (") -1@™) - (e - TE)|
in ~in in ~11'1 1n ~in A, in A, .in
I(r@™ - 1@™) - " =2, = (1" -16@M) - (" -TrE)],
this concludes the proof of (5.3) and (5.4). O

6 Dynamics in the neighbourhood of a type II orbit

The goal of this section is to give some estimates on the transition map ¥, p« ps (see definition 4.24).
We will show that this map is “very close” to the Kasner map f. Recall that W, y« s describes the
behaviour of the orbits of the Wainwright-Hsu vector field X in the neighbourhood of the type II orbit
Op_-p;.,- More precisely, ¥, s is the transition map from the section Sg)hu (which intersects
Op,, -y, close to its “initial point” P,) to the section S;'(w)’hs (which intersects Op__p,,, close to
its “final point” Py(,) Observe that the situation is quite different from the one of Section 5. We are
no more studying the local dynamics of a vector field in the vicinity of a singular point, but rather the
large scale dynamics of a non-linear vector field. As a consequence, the estimates proven here for the
map V¥, pu s will be far less precise than the ones obtained in Proposition 5.1 for the map T, s pu.
Define, for any w € ]1,+o0o[ \ {2},

(6.1)

i(w )d_ef 1 ifw>2
2 ifl<w<?2

Recall that for any w € ]1,+o00o[ \ {2}, the type II orbit Op,-p;., is tangent to the direction GIS_( )

at the final point Py(.). As a consequence, by continuity of the flow, if the section Sﬁ ne is sufficiently

small, the orbits starting in S:ihu will intersect the section Sjc( e for the first time in S fz(:)) he

For a technical reason explained below, we will often encounter the quantity min (1, (w=-2) ) in
the estimates. Hence, we introduce the notation

m(w) L 1nin (1, (w- 2)2)

Recall that Proja is the projection on the Mixmaster attractor (see definition 4.1) and recall that
\Ilﬁ’hu’hs = W, hu he © Proja. Moreover, the map ‘I’ﬁ,h“,hs admits an explicit expression (see (4.12)).
We can now give a formal statement of the main results of this section.

Proposition 6.1 (Control of the transition map W,y ps). There exist two constants C, =1 and
fi; € N such that the properties below hold for w € J1,+o0o[ \ {2}, 0 < h* = (Cw™)™", 0 < b® <
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(CLf ()™)Y, b= min (A", 7°), 0 < hy < K5 “m(w), h" = (h”,hl,h@“m(w)) and h® = (h°, 2%, h°).
The transition map
Uy nehe * Sone = SHw)ne

is well defined and takes its values in S;l((:)) ne - Moreover, for every y,§j € Sﬁ,hu we have the following

estimates, where ¥ := W, pu ps and o= ‘llf’hu’hs :
(Control of the distance to the Mixmaster attractor)

Crw

disteo (U(y). 4) = || W(y) = ¥ )|, < ot (6.2)
(Control of the drift tangential to the Mixmaster attractor)
le) - v W), = hon (6.3)
(Lipschitz control in the direction transverse to the Mixmaster attractor)
[(w@w) = w@) - (¥ @) - v @), < My =l +holly=3l,) 07 (6.4)
(Lipschitz control in the direction tangent to the Mixmaster attractor)
v - w@) - (¥ @) - v @), < (y =gl +holly - 3ll,) n~ (6.5)

Remark 6.2. Proposition 6.1 describes the behaviour of the orbits of the Wainwright-Hsu vector field
X traveling from a section Sﬁ’hu to a section S;‘(w)’hs. The vector field is non-linear and the traveling
time is very long (it tends to infinity as h — 0 or w — +00). As a consequence, to ensure that an orbit
starting in S, e will cut the section S,y e, the size of the section S, v must be very small. This
is why, in Proposition 6.1, the size )
hclwm(w)

of the section S&hu is “extremely small” compared to the parameters h" and h*, especially when w is
very large, i.e. when the type II orbit O'pw_,'pf(w) is “close” to the Taub point.

Remark 6.3. The quantity m(w) appears in the upper bound of the size of the section S:j,h“ for
some purely technical reasons. If w = 2, the type II orbit O, arrives at the point Ps(wy of Kasner
parameter f(w) = 1. However, the local coordinate system & = (x,,, s, , Zs,, %) is not defined in the
neighbourhood of this point. For this reason, we do not want the section S, ,« to cross the hyperplane
w = 2.

The second result of this section will be used in Section 10 to prove that certain orbits shadow a
heteroclinic chain.
Proposition 6.4 (Shadowing of a type II orbit). Let C, and ny be the constants defined in Proposi-
tion 6.1. For every e > 0, there exists 1 > 0 such that for w € ]J1,+00[ \ {2}, 0 < h" < (Crw™) 7,
0<h® < (Cyf(w)™)™, b =min(h",h*), h" = (h",nhclwm(w),nhclwm(w)> and h® = (h°,h°, %),
the Hausdorff distance between two (minimal) orbit segments joining the section S:j,hu and the section
Siwyne (in that order) is less than e.

We now define a hitting time with the section S}, e for the orbits in B*.

Definition 6.5 (Hitting time). Let w € ]1,+00[ \ {2}, »° > 0 and h® = (h°,h°,h”). Assume that
S;(w)’hs is included in the range of the local coordinates £, so that the geometrical section S;(w)’hs is
well defined. For every q € B, we define

def . t :
Tw,ns(q) = inf {t >0|X (q) € S;(w)’hs} € 10, +00]
Remark 6.6. With the notation of Proposition 6.1, for ¢ € Sﬁ’hu, T he (@) is the traveling time between

¢ and its image by the transition map ¥, pv s . In particular, 7, s (P ) is the traveling time of
the type IT orbit Op__p,  between the sections S, pu and Sy pe-
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Organization of the proof of Proposition 6.1. The main difficulty is to find some estimates
on the traveling time 7, s. Once we will have proven these estimates on 7, 5s, we will easily deduce
the estimates on the transition map W, yu ps using Gronwall’s lemma. To study 7, s, we proceed as
follows:

1. We first obtain an estimate on Twﬁs(Pﬁ,hu) using directly the Wainwright-Hsu equations (1.3c).
This is possible because Tw7hs(7)£7hu) is the traveling time of the type II orbit Op _p,  between

the sections S, ,« and S;‘(w),hs and this orbit is explicit.

2. Then we construct a flow box in the neighbourhood of the point P;E(:)) ps and we bound the flow

box coordinates. Recall that P;(ZJ)),L =y (P:"“)(P::,hu) =¢to Uy he b © E(Py )

3. Finally, we use a formula for ¥, yu s depending on X, the traveling time Tw,hs(ij,hu) and the
flow box to get the desired estimates on ¥, pu ps.

6.1 Traveling time of type II orbits

Recall that 7, s (P ) is the traveling time of the type IT orbit Op,, Py, from the section S to
the section S;(w)7hs.

Proposition 6.7 (Estimates on the traveling time of type II orbits;). There exist two constants C’g >0
and iy € N such that for every w € 1, +00[, every 0 < h* < (Cow™) ™", every 0 < h* < (Cof(w)™) ™!
and for h = min(hu, hs), the traveling time satisfies

C% < T (Papu) < Cowln (%) (6.6)
Proof. According to Proposition 3.2, there exist Cy > 0 and ng = 1 such that for any w € ]1, +00[, the
range Uy of the local coordinate system contains the ball B, cyny,- We can and we will assume that
Co 2 2000. Let w € ]1,+00[, 0 < A" < (Cow™) ™", 0 < h° < (Cof (w)™) ™" and h = min (h*,h°). To
control the traveling time 7, ;s (P:j’hu), we can lift the type II orbit O'pw_,'pf(w) into 8%. Recall that
Op_-p;., has six lifts in A" . Two of these lifts are such that N; > 0, Ny = 0 and N3 = 0. We choose

one, denoted by
t O(t) = (N1(1),0,0,35,(1), a(2), E5(2))
Using a time translation, we can and we will assume that £(0) is a lift of PZf,hu. This property is
equivalent to N;(0) = h* and N;(0) > 0. With this parametrization, Tw.he (P pe) is the unique time
T verifying Ny (T) = h® and Ni(T) < 0. Moreover, O (T (Py pu)) is a lift of P;((:))h See figure 17.
Denote by £, the lift of P,, such that & starts at 22, i.e. lim,_,_o, O(t) = Z2,,. Recall that near the
point £, N, = x,, while near the point .#(4,), N; = x4
Recall the evolution equations

i(w) "

E
1}

—(g+2%,)N; (6.7)

%Nf(Zl +4) (6.8)

L
1l

where ¢ = % (Z? + 25 + 2?,,) To control the traveling time, one must control the quantities g + 234

and N12 . Next lemma shows that these two quantities cannot be simultaneously “too small”.

Claim 1. For every point (N1,0,0,%, X, X3) in the type II orbit O, either Ny >
1

w

Proof of claim 1. Let (N1,0,0,%1,%5,%3) be a point in the type II orbit &. Let M =
(0,0,0,%4,3,,X3) be its projection onto the (X1, X, X3)-plane. Denote by d the Euclidean distance
on R®. The proof essentially follows from the formula

1
o005 OF lg + 23] =

0425 = 2d(M, Q1) - 2 (6.9)
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Ni(t)

1000w |

Figure 17: Graph of ¢ = Ny (t). Tena = Twns (P pe)-

which proves that ¢ + 2%, varies as a squared distance. At the point &2, the quantity —(q + 2X;)
coincides with the unstable eigenvalue of the Wainwright-Hsu vector field u, (w). So, using (2.14a)
and (6.9), one gets

2

=
w

|32 @17 -2 (6.10)

Analogously, at the point .# (Z,,), the quantity —(¢+2%; ) coincides with the eigenvalue y, (F(Z,))
if f(w) = w =1, and with the eigenvalue pu,, (Z#(2,)) if f(w) = % (see Remark 2.9). So, us-
ing (2.14b), (2.14¢) and (6.9),

a7 (2..00° 2| > 2 (6.11)

Recall the constraint equation (2.4):
1
6-3g= 5Ny (6.12)

and observe that 3¢ is the square of the distance between the point M and the center of the Kasner
circle and 6 is the square of the radius of the Kasner circle. The constraint equation (6.12) implies
that, if Ny is small, then M is very close to the Kasner circle. Since M belongs to the projection of
the type II orbit &, M must be close to one of the two end points &2, and #(Z,,). More precisely,

one easily checks that if Ny < 1000w’ then
. 1
min (d (M, 2,),d(M, F(2,))) < 100w (6.13)
Using (6.10), (6.11) and (6.13), we get that if Ny < 1000 , then | d(M,Q;)° - 2‘ i The claim
follows from (6.9). O

We know that N; is increasing and then decreasing along the type II orbit. Moreover, re-

call that N,(0) = A" and Ny (7, ns(Pype)) = h° (see figure 17). Hence, |N1(0)| < ﬁ and

| Ny (T e (Pl )| < 1000 . It follows that there exist 0 < ¢ <ty < 7, 4+ (Py, ) such that

1. On [0,t;], N; is increasing and Ny () < m.

2. On Jty,to[, Ni(t) > 10010w'

3. On [ta, 7y ps(Py 4u)], Ny is decreasing and Ny(t) <

IOOOw
Upper bound for t, and 7, ps (P, =) —t2. Using the evolution equation (6.7) and claim 1 on [0,;],
we get that for every t € [0,%;], |N{(t)‘ > %Nl(t). By integrating this inequality between 0 and ¢,
we get
1 1
t1<wan5wlnE (6.14)
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By an analogous reasoning on [ta, 7, 5 (Pe pu) ], we get

u 1 1
Tw,h* (Pw,h“) — 19 < wln ﬁ <wln E (615)

Lower and upper bounds for to — t.
Claim 2. For every point (N1,0,0,%,35,Y3) in the type II orbit O, we have

100
Proof of claim 2. Let (N,0,0,%;,%5,%3) be a point in the type II orbit &. Let M =
(0,0,0,%,%,,33) be its projection onto the (Xi,X,,Ys)-plane. The projection of & onto the

(X1, 29, X3)-plane is explicitly known: it is the chord whose end points are £, and .%(£2,,). Using
the coordinates of #2,, and .#(42,,), one can get that d(Z,,, #(2,)) < %ﬁ. Hence, d(M, %) < %.

Recall that 3q is the square of the distance between the point M and the center of the Kasner circle

and 6 is the square of the radius of the Kasner circle. It follows that 3¢ = 6 — 2292 and, using the

w
constraint equation (6.12), we get Ny < 1%. This concludes the proof of claim 2. O

We are left to find some lower and upper bounds for the variation of 33; on J¢{, #3[. According to the
constraint equation (6.12), ¢(¢1) = ¢(t2). According to claim 1, (¢ + 2%1) (t5) = i and (q + 2%;) (1) <

—%. Hence,
1
Ei(t) = X(th) 2 5 (6.17)

Moreover, ¥ is increasing along the type IT orbit and its variation X (t5) — X1 (¢1) is smaller than its
variation between &2, and F(Z,,). Using (2.14), we get

12

Ei(t) = Eq(th) =

(6.18)

Using the estimate (6.16), the fact that 2 < ¥; + 4 < 6 and the evolution equation (6.8), we get that
for every t € t1,ts[,

1 | 10"
—— < 3(t) = — 6.19
107w2 1( ) wg ( )
Integrating (6.19) between ¢; and to, estimates (6.17) and (6.18) give
w 9
W <ty -t = 10w (620)

Estimates (6.14), (6.15) and (6.20) give the desired control on 7,, s (P, ;). This concludes the proof
with Cy := max (CO, 1010) and 79 = ng. O

6.2 Construction of a flow box

Given w € ]1,+0o0[, i € {1,2} and a small constant h > 0, we are going to construct a flow box in a
neighbourhood of the point ’Pff 5~ The usual flow box theorem states that, since ’le 5 is a non singular
point for X, there exists a neighbourhood of 7721 5 (called a “flow box”) and a local coordinate system
on this neighbourhood such that the integral curves of the vector field X are parallel straight lines in
this local coordinate system.

The following lemma, in addition to givng a precise statement of the flow box theorem in our
context, gives estimates concerning the size of the flow box and the C®-norm of the local coordinate
system.

To study the map map W, pu ns, we will apply this lemma at f(w) instead of w.

Lemma 6.8 (Construction of a flow box). There exist two constants Cs 2 Cy and ng = ny such that
for every w € J1,+00[, every i € {1,2}, every 0 < h < (Caw™) ™", for

oz . = flan— -1
r’ =m1n<h2(C’3w *) 1,%)

hbo:c - (h, Tboa: Tbow)

)
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there exist a neighbourhood V,, j, of PZ’:h in B and a Cz-diﬁeomorphism
2
ew,h . Vw’h N [_rbom,rbox] x [0, Tboz:l x [_Tbox’rbow] C R4

with the following properties. If we denote by (x,xs,x3,214) the coordinates on the space R* where
0., n takes its values, then

1. 0,5 (P5,) = (0,0,0,0).

. . 2
2. V,n contains the section S:ihm and 0, ;, maps SZ”thI to {0} x [07rboz:| X [—rboz,rboz].

3. 0, straightens the vector field X onto the vector field 8%1.
4. The C?-norm of 0, 1, admits an upper bound which is polynomial in % More precisely:
63wﬁ3
h2
égwﬁ?’
hG

D001 | =
(6.21)

2
(RO

5. The C*-norm of 0;}h admits an upper bound which is polynomial in w. More precisely:

100 - = Caw™ (6.22)

c? =

6. For every 0 < ro< rbox, the set HL}h([—r',r']X[O,r'fx[—r',r’D contains the ball
B (’ijh,r'hQ(C';gwﬁS)_l) open in Ug and

0.4 ({0} x 0.7 [='7']) = 2 oy € Ve (6.23)

Remark 6.9. Items 2 and 3 imply that for every y € V5, —x1(6,,,(y)) is the unique time ¢t €

—rbox,rbox] such that X'(y) € Sjihbox. In particular, for a flow box around the point P;((:)) po if

—21(0f(w),n(y)) > 0, then 7, 5 (y) = =21 (0f(w),n(y))-

In order to make the proof of Lemma 6.8 easier to read, we extract here an independant result
that will be used in the course of the proof. Roughly speaking, this result states that the orbits of the
Wainwright-Hsu vector field A’ crossing a section Siih do not cross it again “too fast”.

Lemma 6.10 (No loop in small time). There exist two constants C > 0 and n € N such that the
following property holds for w € J1,+00[ and 0 < h < (Cw™)™". Let t = q(t) be an orbit of the
Wainwright-Hsu vector field X whose initial condition q(0) belongs to the section Sih where h =

(h, g, g) Then, q is well defined (at least) on the time interval [0, 1;1—22] and does not cross the section

Sih forte ]O, %]

Proof. Let Cy > 0 and ng € N be large enough such that we can apply Proposition 5.17, Proposi-
tion 5.20 and corollary 5.21 with these two constants. Let w € ]1,+00[, 0 < h < (Cow™ )" and
t = ¢(t) be an orbit of the vector field X whose initial condition ¢(0) belongs to the section Sy,

where h = (h, %, %) Let y™ := £(q(0)) € S. n and denote by ¢ + y(t) the orbit of the vector field
X = £,X with initial condition y(0) = y™. Remark that y = £ o ¢ whenever y is well defined.

Case yin = 0. In that case, the orbit y converges exponentially fast to the point (0,0,0,y.) and
according to (5.29), for every ¢ > 0 and every i € {1,2}, y;(¢) < h/2. This implies that for every ¢ > 0,
y(t) € S, 1. Hence, ¢ does not cross the section S, ), for ¢ > 0.

Case y'™ > 0. Denote by ¢ — z(t) the orbit of the renormalized local vector field X, = 7,.X (see
definition 3.10) with initial condition z(0) = ™. Remark that z is a reparametrization of the orbit y.
According to Proposition 5.17, z is at least defined for ¢ € [0, TIOC] where

loc 1 h >1n_2

= n — =
po(w) yir — 6
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Using the estimate (3.27) concerning the renormalization function ~,, we get that the orbit y is at

least defined for ¢ € [O, 111—22] and there exists a Cl—map st [O, 1;1—22} - [O, 1%2] such that s(0) = 0 and
In2

y , Y = x(s . oreover, xr 1mtersects € section o, at Most one time (see
= t t)). M intersects the section S}, at most ti

corollary 5.21) so y intersects the section Sj,h at most one time on [O, %] It follows that ¢ intersects

the section Sih at most one time on [0, %] This concludes the proof. O

for every t € [0

Proof of Lemma 6.8. To fix the ideas, we will only treat the case ¢ = 2, that is, we will construct a
flow box around the point Pffh =¢70,0,h,w).

For every C' > 0 and every n € N, we denote by E¢ ,, the set of all (w, k) such that w € ]1, +oo[ and
0<h=s (Cwn)_l. Let Cy = 100 and ny € N be large enough such that we can apply Proposition 3.2
and Lemma 6.10 with these two constants.

We will use several times in this proof that the vector field X is bounded on every compact subset
of B for the C*-norm. In particular, even if it means taking C, larger, we can assume that || X llcz = Co
on a compact set containing all the orbits playing a role in this proof.

For every C' = Cy, every n = ng and every (w, h) € Ec ,, let

e - -1
rd=fmin(h2(Cw ) 17wT)
h S (h,r,7)

D E0,r) x [-7,7]

let
D - 531

X “
(zuaxspxc) NS

(xuvxslahaxc + w)
and let
. [-rr]xXD — U
z (t,2) = X'(x(2))

where X' denotes the flow of the Wainwright-Hsu vector field X. The map x is a bijective c?
parametrization of the section Sff)h such that x(0) = Pffh. The map ¢ is a C° map such that,
for every z € D, t » ¢(t,2) is a (local) parametrization of the orbit of the Wainwright-Hsu vector
field X passing through the point x(2) € SZf‘h at t = 0. Note that the domain of ¢ depends on C, n

and (w, k). Roughly speaking, the map 6,, 5, will be obtained as the inverse of ¢.
Claim 1. For every C = Cy, every n = ng and every (w,h) € Ec,,, ¢ is injective on [—r,r] X D.

Proof of claim 1. Let C =2 Cy, n =2 ng and (w,h) € Ec,. Let (t,2), (t',2") € [-r,r] x D and assume
that o(¢,2) = ¢(t', 2'). By symmetry, one can assume that ¢ < t'. We have y(z) = X" "*(x(z')) and

since r < ;—4, we have 0 < t' — ¢ < 1?—; According to Lemma 6.10, we necessarily have t = t'. Tt follows
that y(z) = x(z') and since y is injective, we have z = 2'. It follows that ¢ is injective. O

Claim 2. There exist C; =2 Cy and ny = ng such that for every C' = C1, every n = ny and every
(w,h) € Eg s llgllce < Cro™.

Proof of claim 2. Let C' = Cy, n =2 ng and (w, h) € Ec,,. The first and second derivatives of the flow

(t,y) ~ X'(y) are controlled by the C*-norm of X’ (which is bounded by Cp) and the size of the time
interval on which we study the flow. This time interval is [—7, 7] so its size is bounded independantly
of (w, h). Moreover, according to the estimate (3.5) about the adapted system of local coordinates &,
we have ||x||c2 = Cow™. Since ¢(t,z) = X' (x(2)), this leads to the desired result. O

Claim 3. There exist Cy = Cy and ny = ny such that for every C' = Cy, every n = ny and every
— n2
(w,h) € Egp, the derivative Dp(0) is invertible and H(D(p(O)) 1” < CQh—“;

Proof of claim 3. Let C' 2 Cy, n 2 n; and (w,h) € E¢,,. Observe that

)

D@(O)=<X(P:?h) | %:(Pj,zh) | %(Pj,zh) | %L;(szh))
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and
X(P,) = DE N (P2).X (P)

Recall from the formula (3.6) that X (Pufh) is collinear to the vector 88 . It follows that
5 T g0
X(P 2 (P2) (6.24)
w,h 83352 w,h .
for a certain @ € R and
|det D(0)| = |a| |det DE™'(P22,)] (6.25)

According to (3.5), there exist Ci > C; and n’l > n; such that for every C = C’i,n > n'l, for every
(UJ, h’) € EC,na
1

|det DETH(P22,)] 2 —— (6.26)
’ Clwnl
and .
8 N S n'
‘ % (P2)| = Chlw™ (6.27)

According to (3.1a) and the expression of the vector field A induced by (1.3c), the X, -coordinate of
the vector X'(P.2,) is

Sa (X)) = 5N (P2) (B, (P20) +4)

= 54 (S (P20) +4)

6
1 4
gh

v

||X(P82h)” > = (6.28)

Using (6.24), (6.25), (6.26), (6.27) and (6.28), we find that for every C' = C}, every n = n; and every
(w,h) € E¢,p, we have

Nx@ED e W
|det Dp(0)] = | o ( oy ” |det DETH(P23,)] 2 W (6.29)
T 5o s

In particular, D(0) is invertible. Denote by ‘Co(A) the adjugate of a square matrix A. Using (6.29),
the standard formula

1

Dp(0)) " = ————"Co(Dy(0

(Do(0) ™ = gy "ColD(0))
and claim 2, it follows that there exist Cy = C} and ny = ny such that for every C = Cy, every n = no
and every (w,h) € E¢ ,,, Dp(0) is invertible and ||(D<p(0)) || CW . O

The next claim relies on a standard argument for the local inversion theorem. Denote

def
Vw,h = w([—r,r] X D)

Claim 4. There exist C3 = Cy and n3 = ng such that for every C' = C3, every n = n3 and every

(w,h) € Ecp, @ is a C?-diffeomorphism from [—r,r] x D onto Vi.n ond ||Dgo_1||00 < CShL;?’

Proof of claim j. Let C' 2 Cy,n 2 ng and (w, h) € Ec,,. Let u = Dp(0) and n = Dp(0)—Dy. We have
Do = u(Id —u"'n). According to the claim 2 and the mean value theorem, |||, < C1w™'r. According
to the claim 3, ||u H Czw . It follows that, for every C' = C3 := 2C,C5, every n = ng := ny +nq and

every (w,h) € Ecp, ||u 77”00 < % Hence, for every C = Cj, every n = n3 and every (w,h) € E¢ p,

Dy is invertible on [—r,7] X D and ||Dg0_1 ||00 < QCZ—‘;’W < 03“’ . Recall that claim 1 implies that ¢ is
one-to-one. So, according to the global inversion theorem, ¢ is a c? -diffeomorphism from [—r,r] X D
to Vw,h- O
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Let us denote by 6 the inverse of ¢. By construction, it is clear that 6 (PSQh) = (0,0,0,0). Next
claim is also a standard computation for the local inversion theorem.

Claim 5. There exist C4y = C3 and ny = ngz such that for every C' = Cy, every n = ny and every

(w.h) € B, 1Dl < S35~ and ||D%0)| < S22

Proof of claim 5. Let C' 2 C3, n 2 n3 and (w,h) € E¢ ,. Let us denote by I : M + M™" the inversion
in GL(R"). We have D = I o Dy o8 and D°0 = DI(Dy 0 0)D*p(0)D6. According to claims 2 and 4
and the inequality ||[DI(Dy o 0)||., < || D8||%,, we get the desired result. O

Next claim is a double statement. First part is a standard consequence of the mean value theorem.
Second part is a direct consequence of the definition of ¢ and sz( Bt 1

Claim 6. For every C = Cy, every n = ny, every (w,h) € Ec, and every 0 < ro< T,

gt ([_7«', r'] X [()77"']2 X [—r',r']) contains the open ball B (’Psfh,T'hz(CEwﬁS)_l) in Us and

9;71}1 ({0} X [0, r']Q X [—T',r']) = SZ?(h’r,_’T,) C Vo

Proof of claim 6. Let C' = Cy, n 2 ny, (w,h) € E¢,, and 0 < r < r. Let us denote by R the supremum
of every ¢ > 0 such that

B0 <07 ([ <[0T <[]

Recall that 6 (szh) (0,0,0,0). Using the mean value theorem and claim 5, we get that

' < ||DO|, R < C‘;;MR
Hence,
R=zr ijm
Moreover,
0. (103 <[0T x [=+'#']) = ¢ (10 x [0, T x [=r',])

= X([o,r’]2 X [—r’,r'])

=¢! ([O,T'T x {h} x [—r',r’])

=Sttty € Vo
This concludes the proof of claim 6. O

As a particular case with ' = r, it follows from claim 6 that 6,,; maps the section S, to

{0} x [0,7]* x [—r,7]. Moreover, by definition of ¢, aa—f(t, z) = X(p(t, 2)) so DO(p(t,2))X(p(t,2)) =
0
Oz’

This shows that Lemma 6.8 holds with C3 := C, and 73 := ny. O]

Hence, 0, j straightens the vector field A onto the vector field %
1

6.3 Hitting time

Lemma 6.11 (Hitting time). There exist two constants C, = Cy and fy = g such that the properties
below hold for w € J1,+00[ \ {2}, 0 < A" < (Cow™) ™ 0<h® < (Cuf@ ™)™, 0<ns<1, h=
min (h*,1%), h" = (hu,nhc“wm(w),nhc“wm(w)) and h* = (h®,h°,h*).

1. For every q € Sﬁj,hu, the forward X -orbit of q intersects the section S;(w)7hs and its first intersection

Si(w)

point belongs to Sf(w) ne - Moreover,
N Tw. hS ’F":: LU
T (@) = T pe (Pl ) = 11 (O ne (270 T2 () )) (6.30)
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2. For every q € S, v and every t € [0,27, 4+(q)], we have
t t u
dp (X" (q), X" (PL ) = (6.31)

Proof. Setting. For every C' > 0 and every n € N, we denote by E¢ ,, the set of all (w, h",h* n) such
that w € ]1,+0o[ \ {2}, 0 < h* = (Cw™)™, 0 < h® < (Cf(w)") " and 0 < n < 1. Let Cy = C3 and
ng = N3 be large enough such that we can apply Proposition 3.2, Proposition 6.7 and Lemma 6.8 with
these two constants.

For every C = Cj, every n = ng and every (w,h",h’,n) € Ec,, let h = min(h" "), h" =
(R, nh““m(w), ph““m(w)), b* = (h*, A", h*) and define the map g : S« — R by the formula

9(0) = T (Pl ) = 21 (B (27 Por)(g)))

Remark that g(q) is well defined if and only if XT‘“’h'S(PZ’h")(q) belongs to the flow box Vi(y) pe-
According to remark 6.9, if g(q) is well defined then Xg(q)(q) € S;(w) poox C Sty ne Where

Jbox _ mm( () ) - 1)

hbox _ (hs,T‘bOX rbox)

We are going to prove that
1. If C and n are large enough, then, for every ¢ € S, 1,«, g(g) is well defined and g(gq) > 0 (claim 1).

2. If C and n are large enough, then, for every ¢ € S;; v, g(q) is the first time such that the forward

X-orbit of ¢ intersects the section S;(w)’hs (claims 2 and 3). More precisely, first we prove that

g(q) is the first time such that the forward X-orbit of ¢ intersects a small section o (defined
N f(w)h

below) and then we extend this result to our initial section & F(w)he -

As an immediate consequence of these results, we will get that g = 7, ,+ on Sihu. Inequality (6.31) will
be proved along the way. The main arguments are the logarithmic upper bound (6.6) of 7, ;s (P:j,hu ),
Gronwall’s lemma, and the lower bound on the size of the flow box V() pe.

Using (2.15), it is straightforward to check that for every w € ]1, +00[, we have

flw)-12 |w-2]
Hence, there exist C; = Cy and n; = ng such that for every C' = C;, every n = n; and every
(w,h",h’,n) € Ec,, we have
(n*)"
Cyf(w)™

542
m(w)? < %rbOX%

For every C = C}, every n = ny and every (w,h",h’°,n) € Ec ,, let

Cof(w)™ (6.32)

ro= —(h8)4 m(w B
"= iy )
h = (h°,7,7)

Claim 1. There exist Cy = Cy and 7y = ny such that for all C = Cy, n = 7y, (w,h",h°,1) € Ec.,,

and q € 8, e, g(q) is well defined, g(q) >0 and Xg(Q)(q) € S;q(ij)) i C S;l((:)) he

Proof of claim 1. Let us consider a compact subset C of the phase space B, so that C contains a FrPox
neighbourhood of the Mixmaster attractor. We denote by A an upper bound of the norm of the
Wainwright-Hsu vector field X on C. For every point g € C, we denote by

7e(q) := inf{t > 0, X" (q) ¢ C} € [0, +0].
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Gronwall’s lemma implies that there exist Cy = C7, ny = ny such that for every C' = Cy, every n = no,
every (w,h",h",n) € Ec,,, every q € S, v and every ¢ € [0, min (47, »s (Py nu), 7c(q))], we have

dis (X'(@), X' (P ) < 47m P (g, PL ) (6.33)

By definition of the size of the section SZf’hu in the direction transverse to the Mixmaster attractor, the

distance between ¢ and the Mixmaster attractor in local coordinates is less than nhcwm(w). Hence,
according to the estimate (3.5b) on the derivative of the local coordinate system and the mean value
theorem,

ds (¢, Pey pu) < Cownonhcwm(w) (6.34)

Recall from (6.6) that
u ~ 1
Tw,h® (Pw,h”) < ng In (E)

Take C5 = Cy and n3 = ny such that for every C = Cs, every n = ng and every (w,h",h’,n) € Ec p,
we have

RGO < 1 (6.35)

It follows from (6.33), (6.34), (6.35) and (6.6) that for every C' = Cs, every n > ns, every (w, h",h’,n) €
Ec,p, every q € S; v and every t € [0, min (47, 4+ (Po pe), 7c(q))], we have

dis (X' (q), X' (P ) < mm(w) (6.36)

Using (6.36) with n = h(C_C3)w, we get that there exists C; = C5 such that for every C' = Cy, every

n = iy i= ng, every (w,h",h°,1) € Eg,,, every q € S, v and every ¢ € [0, min (47, ps (Pi pu ), 7¢(q))],

we have
1 ~ box

< 2G,f@y 040

t t u

dp (X' (q), X' (P2 )

This inequality implies that the point X*(g) remains in the interior of the compact set C, and therefore
min (47, s (P pw ), 7e(q)) = 47 e (P ).

So we can set t = Tw7hs(P:j,hu) in (()57) By doing this, we obtain
~ (hS)Q
A s
Cy f(w)"

IA

i (7 Per)(g), PR 10 ) = dis (A7 P (g, agmens P (1) ) < e

Using point 6 of Lemma 6.8, it follows from the above inequality that for every C' = Cy, every n = fiy,
every (w,h"*,h",1) € Ec, and every q € S, ,« we have

e (Pl 1 77X (0,712 x [=7, 7
X h ( Jh )(q) € ef(w),hs ([—7",7"] X [077.] X [—T,T]) C Vf(w)>hs
Si(w)

Hence, g is well defined on S ,«. Moreover, using (6.23), we get that Xg(q)(q) € Sf(w),fl C Sty he-

Now, remark that according to the lower bound (6.6) on 7, s (P ),
Tw,ns (Po hu) ~ 1 box 1 u
|:171 (af(w),hs (X ’ “ (Q)))l <r< 57" <—— < —=< —/— X< §Tw,hs(7)w,h“) (638)

It follows that g(q) > 0. Hence, the forward X-orbit of ¢ intersects the section S;(w)7hs. This concludes
the proof of claim 1. O
Let us fix C' 2 Cy, n 2 fig, (w,h",h",1) € Ec,, and q € S, ,» until the end of this proof.

i(w)

Claim 2. g(q) is the time of first intersection of the forward X -orbit of q with the section S;(w) o
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Proof of claim 2. Let us denote by i, € [0, g(q)] the time of first intersection of the forward X-orbit

of ¢ with the section S;E(:)) - We have tyi, = g(q) if and only if

w T hs (P pu
tmin — Tw,hs(Pw,h“) =T (ef(W)JLS (X e (P )(q)))

Moreover P P )
tmin=Tw,ns (P, pu Tw,hs Py pu _ plmin Si(w Si(w
et e P (et PLan) () = ¥l (q) € ST L ST L
Tw,h® (P:j ) . . . . . box box
and —z1 (Op)ps | X +*7(q) )] is, according to remark 6.9, the unique time t € [—r NS ]
such that X' (X" (P3=””“)(q)) € S;Ei;vhbox. Hence, it is sufficient to prove that
b
|tmin — Tw,h?® (,Pzz,h“) <r . (639)

According to (6.38), we have

u Tw s (Ph pu u
trnin = g(Q) = Tw,h® (Pw,h“) + |I‘1 (af(w),hs (X e ” )(Q)))l = 2Tw,hs (Pw,h“) (640)

Using (6.37), (6.32), the estimate (3.5b) on the local coordinate system £ and the mean value theorem,
we get

ds (X" (PE ), Py ne ) < dis (X7 (0), PR e ) + dis (X577 (), X5 (P )
~ box
1
2Cof (w)mo
1
< l?nbox (hS)Q lrbox (hs)4m(w)2
20 Caf(w)s 2 Cof(w)™Cf(w)™
1 o hs 2 1 o hs 2
Lo O L ()
Czf(w)™e Czf(w)"
box (hs)2
Csf(w)™
Hence, using point 6 of Lemma 6.8, xtmin (Pﬁyhu) € Vy(w),ne- Moreover, the type II orbit Op _p,

. Si(w)
passes through the section & () .k

< Co f(w)"F +

<r

exactly one time so, according to remark 6.9,

=21 (Opoyne (X (Popn)))

is the unique time ¢ € R such that X' (x"™" (Ponw)) € 8% and it satisfies

f(w)h
tmin (U box

|21 (e (X (PEw)))| <7 (6.41)

Since P )t . P ) _ .
K Twon® (Pope In]n(X mm(ng’hu)) = x o (Popu (Pg,h“)) — sz(:)),hs € sz(:)),ﬁ

it follows that

u tmin (DU

Tw,h® (Pw,h"') —tmin = —T1 (ef(w),hS (X (Pw,h"'))) (642)

Hence, (6.39) is a consequence of (6.41) and (6.42). This concludes the proof of claim 2. O

We now extend claim 2 to the full section Sp,y -
Claim 3. g(q) is the time of first intersection of the forward X -orbit of q with the section S;(w)’hs.

Proof of claim 3. Let j(w) = 2 if i(w) = 1 and j(w) = 1 if i(w) = 2. By definition, 7, »s(q) < g(q).

Assume that 7, 5:(¢) < g(g). This implies that either XT‘“’hs(q)(q) € S;J(fj))h or XT”’hs(q)(q) €

S;((:)) he \S;((:)) ;,» otherwise it would contradict claim 2. According to (6.40), we can use (6.37) to get

_ b
1 7™

d XTUJ,}LS(q) 7X7’u,h5<Q) 7);1' w < =
B( (q) ( h )) 2 CQf(Cd)nO

(6.43)
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According to the estimate (3.5b) on the local coordinate system £ and the mean value theorem, we
have

e (2™ (@) = g (2™ PL )|, = Cof(w)™dig (X7 D (q), X7 D(PL ) (6.44)
We are now going to treat the two cases differently.

Case X" (q)(q) € S;J((:)) ne- Remark that the orbit of the Wainwright-Hsu vector field X starting

at ij,hu is a type II orbit passing through the section S;l((:)) ne+ Hence,

h’ <

o (A1) =, (X OPL0) = e () = e (A0 RL )

(6.45)

~ bo:

It follows from (6.43), (6.44) and (6.45) that h® < =7Fr°°*, which is absurd.

1
2

Case X™*(D(g) € S;(E:;h \S;((:))ﬁ In that case, we have

>r

[o9)

e (7 t@) = P55

and N
Toor (E(X™ D)) = 20y (Pr ) =

Moreover, since the orbit of the Wainwright-Hsu vector field X starting at P j« is a type II orbit
Si(w)

passing through the section S . at the point ’P;E(:)) pe, it follows that f(XT“”IS(q)(’Pg’hu)) and

Si(w . .
Pf(i})) ,s have the same coordinates except for the coordinate Ts,,,- Hence,

e (2™ D (@) = g (a7 D)) > (6.46)

It follows from (6.43), (6.44) and (6.46) that 7 < %Frbox, which is absurd. This concludes the proof of

claim 3. ]

It follows that 7, ,s(q) = g(g). To finish the proof, remark that (6.31) is a consequence of esti-
mates (6.36) and (6.38). O

6.4 Control of the transition map W, yu ps

With the context and notations of Lemma 6.11, item 1 of Lemma 6.11 implies that the map ¥, pu ps
is well defined at every point of the section S, j,« and is C?. Recall that for every y € Se v

A .
\ij,h“,hs (yua Ysys Ysys yc) = \I/w,h“,h“ ° PrOJA(yua YsiyYsos yc) = \pw,h“,h” (yua 07 07 yc)

Using standard Hadamard’s lemma, we get that there exists a ot map \Iff,huyhs from nghu into the
space of (4 X 2) real valued matrices such that for every y € Sﬁ’hu,

A A
\Pw,h“,hs (yu, Ys11Ysys yc) = \ij,h“,hs (yua YsisYsy» yc) + \Pw,h“,hs (yu, YsirYsys yc)~(y81 » Ys, ) (647)

One can think about the map \Ilﬁhu’hs as a tool to measure the “deviation” of the transition map

W, he he from the map \Ifﬁ)hu,hs. Since the map \Ilfﬁhuyhs is essentially the Kasner map f, it amounts
to study the deviation of generic orbits from type II orbits. Next lemma gives some estimates on
A

Vo e he

Lemma 6.12 (Control of \I/ﬁ,h“,hs)- There exist two constants C > 0 and n € N such that for every
w € J1,+00[ \ {2}, every 0 < K" < (Cw™) ™', every 0 < h® < (Cf(w)")™", for h = min (h", h*),
h" = (hu, hcwm(w),hcwm(w)) and h* = (h*,h®, k"), we have

[t = P (6.48)

Cl

85



Proof. For every C' > 0 and every n € N, we denote by Ec,, the set of all (w,h",h*) such that
we 1, +00[ \ {2}, 0 < h* < (Cw™) ™" and 0 < h* < (Cf(w)")™". For every C = Cy, every n = iy and
every (w,h",h") € Ec,,, define h, h" and h® as in Lemma 6.12.

According to the standard Hadamard’s lemma, estimates on the k-th derivative of \Ilﬁyhu’hs follow
from estimates on the (k + 1)-th derivative of ¥, ,u . By definition of the transition map ¥, pu ps
and the hitting time 7, <, for every ¢q € Sg,hu,

¢ 0 Wy pu e 0£(q) = XD (g)

Hence, estimates on ¥, « i+ are consequences of estimates on the local coordinate system &, the flow
of the Wainwright-Hsu vector field and the hitting time 7, .

According to Proposition 6.7, 7, ;s (’Pfjh) < —CowIn h. Moreover, X is bounded on every compact.
Hence, Gronwall’s lemma implies that there exist C; = Cy and n; = ng such that for every C' = Cf,
every n = ny, every (w,h",h’) € Ec,, every q € S, v and every ¢ € [0,27, 55 (P;, 5=)], we have

DX (@)|| = 2™ and  ||D,X"(q)|| = h™ (6.49)

According to the expression of the hitting time (6.30), the estimate (6.21) on the derivative of the flow
box coordinates and the preceding control on the flow of the Wainwright-Hsu vector field X', there
exist Cy = C; and ny = n; such that for every C' = Cs, every n = ny, every (w,h",h’) € E¢,, and
every q € S&hu, we have

[D7une ()| < k79 and || D70 ()] < 7 (6.50)

Using (6.49) and (6.50), we get some estimates on the first and second derivatives of W, yu ps: there
exist C3 = Cy and n3 = ny such that for every C' = Cj, every n = ng, every (w,h",h"*) € E¢,, and
every q € Sf’hu, we have

D™ 0 W e 0 E)(@)|| <277 and || D*(€7" 0 Wy e 0 E)(a)|| < 77 (6.51)

The estimates (6.51) together with estimates (3.5) on the local coordinate system ¢ yield some estimates

on the first and second derivatives of W, p« p=. These estimates give the desired estimates on \Ilﬁhu’hs.
O

At this point, Proposition 6.1 on the transition map ¥, yu s must be seen as a straightforward
consequence of Lemma 6.12.

Proof of Proposition 6.1. Let C; = C4 and ng = 7, be large enough such that we can apply
Lemma 6.12 with these two constants. For every C > 0 and n € N, we denote by Ec n the set

of all (w,h",h°, h1,y,§) such that w € ]J1,+0o[ \ {2}, 0 < " < (Cw™ ™", 0 < h® < (Cf(w)")7",
0<hy <h““m(w) and ¥, € Se v where h = min (h",h*) and h" = (hu, hy, hcwm(w)). For every
C = Cy, every n = ng and every (w,h",h*, hy,y,7) € Ec y, we use the notations h* = (h°, h*, h*),
U= U, e, U0 = W) pu e and U = U0 o e

Let C =2 Cy, n = ng and (w,h", h°, h,,y,7) € E¢ n. According to Lemma 6.11, ¥ is well defined.

According to (6.47), we have

U(y) - U (y) = U2 (9)y, o,

where s, 5, = (Ys,,Ys, ). Hence, using (6.48), we get
A A A
o) = W], = 2% Wy, a], = |27
This proves estimate (6.3). Estimate (6.2) is proven analogously. According to (6.47), we have

(W(y) - @) - (¥ @) -9 @) = (P2 %) = U2 0)) Uy + V@) Wsrs — Tsross)

Moreover,

||(\I/A(y) - \I/A(g)) Ysy s, + \I]A(g) (y81782 - gsl,sz)

oo <h™ Ry

/ Cl ||y81,82

oo =[]
< |92 o Clly = lleo o + Ny = 3111
<20 (lly =gl b + lly =91l )

cl (”y - g”oo hy + ||y51782 - gslaSQHOO)
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using (6.48). There exist C; = Cj and ny = ng such that for every (w,h",h°, hy,y,7) € Ec N, we have

Cow Ciw

2h " < h
This proves estimates (6.4) and (6.5). This shows that Proposition 6.1 holds true with C; := C; and
77L1 = nq. O

We finish this section with a short proof of Proposition 6.4.

Proof of Proposition 6.4. Using the notations of Proposition 6.4, this is a straightforward consequence
of the Gronwall’s estimate (6.31) and the fact that 7,, ,+(¢) is uniformly arbitrary close to 7, s (Pg ju)
when 7 is taken small enough. O

7 Dynamics along an epoch

The goal of this section is to give some estimates on the epoch transition map P by by (see defini-
tion 4.17). Recall that this map describes the behaviour of the orbits of the Wainwright-Hsu vector
field between the sections S, ,_ and S;(w),hf o 11 other words, it describes the behaviour of the orbits
between the moment they arrive in the neighbourhood of the point P, and the moment they arrive in
the neighbourhood of the point Py().

Our first task will be to prove that we can write the epoch transition map ®,, 5,
sition

oohy, 88 & compo-

P, b = Yoht hye, © Twn, he (7.1)
of the transition maps ¥y, pu ., and Ty, nv studied in the two preceding sections. This amounts to
prove that, for h,,, h" and hy(,) well chosen, any orbit starting in the section sz,hw will pass through
the section S:j}hu before hitting the section S;(thﬂw.

Once the relation (7.1) will be proven, we will be able to combine the estimates proven in the two
preceding sections and deduce from them some estimates on the map @, n,,- More precisely, we
will show that this map is a strong contraction in the direction transversal to the Mixmaster attractor
while it is very close to the Kasner map f in the direction tangential to the Mixmaster attractor. The
key point is the fact that the super-linear contraction of T, 1, p« in the direction transversal to the
Mixmaster attractor dominates everything else.

From now on, we will systematically use the continued fraction expansion of the Kasner pa-
rameter w. This will make our results easier to formulate and to read. Recall that we denote by

[ko; k1, kg, k3, ... ] the unique (infinite) continued fraction
1
ko + .
ki + !
k2 * kg + ...
Moreover, we denote by [ko(w); ki (w), ka(w), ... ] the continued fraction expansion of a real number

w € ]0,400[ \ Q. Also, recall that

. . 1 ifw>2
m(w)=mm(1,(w—2)2)a l(“)={2 ifl<w<2

Recall that Proj, is the projection on the Mixmaster attractor (see definition 4.1) and <I>ih
Py b, by, © Proja.

Now, let us introduce some constants that will be used to quantify the dilatation properties of the
Kasner map. Define, for w € ]1, +oo[ \ Q,

whyey =

36 5
def |57 ifl<w< 3
K =% 3 7.2
7@ {1 if w > g (7.2)
. def 16k1(w)2 ifl<w<?2
Lipy(w) = {1 ifw>2 (73)
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and

(7.4)

, def | 128k (w)? ifl<w<?2
Hpp(@) =1, ifw>2

We will prove that, on the one hand, K;(w) is a local expansion constant for the Kasner map and, on
the other hand, Lip;(w) and Lip s (w) are some local Lipschitz constants for the Kasner map and its
derivative in the neighbourhood of w.

Proposition 7.1 is the main result of this section, it shows that the decisive parameter to control the
epoch transition map is the size h; of the section Sz,hw in the direction transverse to the Mixmaster
attractor. Its proof does not require new ideas, it is just the concatenation of Proposition 5.1 and
Proposition 6.1.

Proposition 7.1 (Control of the epoch transition map). There exist two constants Cs 21 and

fis € N such that the properties below hold for w € J1,+00[ \ Q, 0 < h, < (Csw™)™", 0 < hy) <
~ = ~ 3 ~

(Caf@)™)™, b = min (o), 0 < by < WS mw), by = (b, b, b m(w)) and

by = (hpw), hrw)s Ppw)) - If ko(w) = k1(w) = 1, assume that hy, = hy(,y. The epoch transition map

s s
@thwvhf(w) * SOJ,hw - Sf(w)vhf(u))

is well defined and takes its values in S;?:)))hﬂw). Moreover, for every x,T € Sj)hw, we have the

following estimates, where ® := Py b and &% := (I)S7hw7hf(w):
(Control of the distance to the Mixmaster attractor)

ko(w)+4

disto, (®(2), A) = ||@(2) - " (2)|| | = h]" (7.5)
(Control of the drift tangential to the Mixmaster attractor)

@) - @A(x)”// < 2h, Lip(w) (7.6)

(Contraction in the direction transverse to the Mixmaster attractor)

1

[9(x) = @(@)l1L < h" " [lo - illo (7.7)

(Lipschitz control in the direction tangential to the Mixmaster attractor)

1

(@) - 2(@)) = (@" (@) = 9 @)||, < b7 o = Flloo + Linp(@) lz =2l (78)

(Expansion in the direction tangential to the Mixmaster attractor)

1

[@(2) = (@)l = Kp(w) llz = &l , = h1"" lle = #llo = Csko(w)™ hy 1 = 2| (7.9)

(Global lipschitz constant)

|2(x) — () loo = 4Lips(w) [l - Z||o (7.10)

7.1 Some estimates concerning the Kasner map

In this section, we explore two properties of the Kasner map f : the fact that it is locally expansive
and the fact that it is locally Lipschitz. Those properties are direct consequences of the explicit
formula (2.15), but we need to state some precise quantitative results. The proposition below states
that K;(w) (defined by formula (7.2)) is an expansivity constant in the neighbourhood of w.

Proposition 7.2 (Local expansion constant for f). For w € ]1,4+00[ \ Q, the Kasner map f is
w=1 |w=2|
2 0 2

K ¢(w)-expansive on the interval Jw —n,w + n[ where n = min(
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Proof. We divide the proof in three cases: w > 2, g <w<2and1<w< 2 Ifw>2 then f =1Id on
Jw = n,w + n according to (2.15). Using (2.15), remark that for every x € ]1,2[,

1
(z-1)

and f is monotonous on [1,2[. Let 4,5 € Jw —n,w +n[. If g < w < 2, then

fz) =~

F) = f@) = win @y =gl = | @l =912 Kp@) |y - 3l

If1<w<g,then

HOENOIES

. . 11 . .
min | f'()|ly - gl = f'(g)‘ ly =9l = Ky(w) ly -9l
—n,w+n[

Jw
Hence, Proposition 7.2 has been proved for all w. O

The next proposition states that Lip,(w) and Lipp(w) (defined by fromulas (7.3) and (7.4)) are
local Lipschitz constants for the Kasner map f and its derivative f’ in the neighbourhood of w.

Proposition 7.3 (Local Lipschitz constant for f and f'). For w € ]1,4+00[ \ Q, the Kasner map
[ is Lip(w)-Lipschitz and its derivative fis Lip pi(w)-Lipschitz on the interval Jw —n,w +n[ where

. w— w—2
n = min (3%, £32).

Proof. If w > 2, then f = Id on Jw —n,w + n[ according to (2.15). If 1 < w < 2, then (2.15) implies
that

1 4
()| < ’ '(W i )I < < 16k, (w)”
e |f@)] = |15 o1y S 1)
and ) 16
! s‘ "(w+ ) < < 128k, (w)®
s @5 = g Ty s 128k @)
The statement follows immediately from these inequalities and the mean value theorem. O

7.2 Travels along an epoch

In this section, we state a proposition that gives some conditions under which we can write ®, =
U, o Y,. Equivalently, we give some conditions on h,,, h“ and h #(w) under which every orbit starting
in the section Sz,hw will pass through the section Sjj,hu before hitting the section S;(w),hf(w)‘ There
are essentially two cases depending on w = [ko; k1, ko,...] € J1,+00[ \ Q: the first case is when
ko = k1 = 1 and the second case is when either kg = 2 or (kg = 1 and k; = 2). For the first case, we use
the contraction in the direction transversal to the Mixmaster attractor. For the second case, we use
the gap between the sections S;, and S’;(w) in the direction tangential to the Mixmaster attractor. The
first case is special, in the sense that we need to choose more carefully the parameters for the sections
than in the second case.

Lemma 7.4. There exist two constants C > 0 and n € N such that the properties below hold true

for w € 11, 400[ \ Q, 0 < hy, < (Cw™)™, 0 < hywy < (CFW)™)™", b = min(hy, h), hy =
Cko(w) Cko(w) u _ Ciw Ciw _

(hwah m(w)ah m(w)), h™ = (hw,h m(w)ah m(w)) and hf(w) = (hf(w)ahf(w)7hf(w))

If ko(w) = ky(w) = 1, assume that hy, = hy,). The epoch transition map

S S
P by by Owhy, = SF(w)

Si(w)

is well defined and takes its values in Sf(w) by The map ¥, pnu oYy h, he 95 also well defined

A
. S
on the section Sy, . Moreover,

Pohy by = Yont hpe, © Ton, he
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Proof. For every C' > 0 and every n € N, we denote by E¢ , the set of all (w, hw,hf(w)) such that
w = [ko; k1, kg, 1€ 11, 400[ \ Q, 0 < Ay, < (Cw™) ™, 0 < hyry < (Cf(w)™)™ such that hy, = hy,)
if ko(w) = k1 (w) = 1. We also define h, h,,, h", hy(,) as in Lemma 7.4. Let Cy 2 100 and ny € N* be
large enough such that we can apply Proposition 5.1, Proposition 5.17 and Proposition 6.1 with these
two constants. Take Cy = Cj such that for every C' = Cy, every n 2 ng and every (w, hy,, hy(.)) € Ecpn,
we have

(hgkom(w))ﬁ hl < hflwm(w) (7.11a)
hgkom(w) (hoCow™ +1) < hflwm(w) (7.11b)

Let C = Cy, n = ng and (w, hy, hfw)) € Ec,. According to Proposition 6.1, W, pu is well

Si(w)

defined on S« and takes its values in S F@)hs)” Observe that thO(w)m(w) is always smaller

B

than d(w) = ”T_l (where d(w) is a parameter introduced for Proposition 5.1). Indeed, if w €]1,2[,

then f(w) = —, hence thO(W)m(w) < hpy < dw) = L since C 2 4. And if w > 2, then

w-1" 4
thO(w)m(w) < i < d(w). It follows that we can use Proposition 5.1 to get that Yo, p, 1 o5 ) is

well defined. Hence, T, j,  ne is well defined if

Yoo by ho2hy) (Som,) © Sone (7.12)
Let z € S), j,_. According to (5.1) and (7.11a), we have

||Tw,hu,(hw,hw2hu)(z) - Té,hw,(hw,hw2hw)(x)”L < (hgkom(w))%f hy' < hflwm(w)

According to (5.2), we have

”Tw,hw,(hw,hw2hw)(x) - fUH// = hgkom(w)hwcowno

so, using (7.11b), we get
1w (o no2n) (@) = Pon M, S oy hohozn) (@) = 2l], + |l = PSl,
< hSkOm(w)thOwnO + hgkom(w) < hglwm(w)

It follows that for every C' 2 Ci, every n 2= ny and every (w,hy,hf)) € Ecpn, (7.12) holds true.
Hence, the maps T, y, | p» and Wy, pe .,y © To n, e are well defined on the section Sj7hw. Moreover,
the map Wy, hu (., © T, n, ne takes its values in S’;((:; by’ This implies that the epoch transition
map P, n, n, is well defined. We are left to prove that @, pn 1. = Ywh*hs © Twh, ne- Let
x € Sf) h -

First case: x, = 0. According to (4.8), (4.10) and (4.12),

(I)w,hw,hf(w)(x) = \Pw,h“,hf(w) o Tw,hw,hu (.T)

Second case: x,, # 0. By definition of ¥, pu 1, we only need to prove that the orbit ¢ - y(t) of
the locally renormalized Wainwright-Hsu vector field X, starting from = does not intersect the section
S;(w),hﬂw) before it intersects the section Sg,hu.

Assume that kg = k; = 1. It follows from (5.27b) that during its travel between Sf,th and SZj,hu,
the orbit y satisfies y,, (t) < h,, and y,, (t) < hy,. Since hy, = hy(,), y(t) does not belong to the section

S
Sf(thf(w)'

Assume that kg = 1 and k; = 2. It follows from (5.27c) that during its travel between S}, and

Se nv, the orbit y satisfies |y.(t) —w| < 2h?(w) < %. Hence, y.(t) < %3. Moreover, hyq, < é and

f(w) = 2 so any point z belonging to the section S;(w) must satisfy z, = 2 — % = %. Hence, y(t)

o)
does not belong to the section S)Sc(w)7hf<w).

Assume that ky = 2. Having in mind that in this case, f(w) = w — 1, one can repeat the above
argument.

This shows that U, nen,., © Y, n, ne(x) is the first intersection point of y with the section
S;(w),hf(w)' Hence ®w,hw,hf(w)(x) = \ij,hu,hf(w) o Tw,hw,hu (x) D
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7.3 Control of the epoch transition map Doy b

In this section, we prove Proposition 7.1 using the decomposition ®, = ¥, 0 T, (see Lemma 7.4), the
estimates on Y, proven in Section 5 (see Proposition 5.1) and the estimates on ¥, proven in Section 6
(see Proposition 6.1).

Proof of Proposition 7.1. For every C' > 0 and every n € N, we denote by E¢, the set of all
(W, by hpwy, ha, @, &) such that w = [ko; ki, ke,...] € J1,+00[ \ Q, 0 < hy, < (Cwn)_l, 0< hpu <
3
(Cf(w)™) ™" such that hy, = by if ko(w) = k1 (w) = 1,0 < hy < K m(w) where h = min (hy, b))
and z,% € S, ,_ where hy, = (hy,, hy, K% m(w)). Let Cy > 0 and ny € N be large enough such that
we can apply Proposition 5.1, Proposition 6.1 and Lemma 7.4 with these two constants. For every
C =z Cy, every n = ng and every (w, hy, hy(), hi,©,&) € Eg,,, define h" as in Lemma 7.4 and hy(,)
as in Proposition 7.1 and let T := T}, u, ¥ i= U, pu and ¢ 1=, 1,
Step 1: estimates (7.5) and (7.6).
Let C = Cy, n 2 ng and (w, hy,, hf(y, hi,®,T) € Ec,,. Recall that

hpw) whpw):

[|@(2) = 2% (2)| | = distes (®(2), 4) = [|@(z) = yll,

Si(w)

for any y € Sf(w)’hf(w) N A. Hence,

H<I>(x) - fI)A(x)”l = H\I/ oY(z)—To TA(x)” using Lemma 7.4

=||wor(z)-u"o T(:c)”i
It follows that
@) - 2" (2), < || T(@) - ()| using (6.2)
< B0 using (5.1) (7.13)

To simplify the estimate found above, let us fix C; = Cj such that for every C = C}, every n = ng and
every (w,hy, by, hi,x, &) € Ec,, we have

ko+4

L—Q ~
R hy thTY < e (7.14)

Plugging (7.14) into (7.13), we get that estimate (7.5) holds true.
According to (5.2), there exists Co = C; such that for every C = Cs, every n = ngy and every
(W, he, hyy, hi,z,2) € Ec,,, we have

(7.15)

-1 -2
1T (), - w]| < mm(“’ o ')

4 7 2
Let C = Cy, n 2 ng and (w, hy,, hy(y, hi,x,T) € Ec,,. We have
|@(z) - 2" (@)]|,
= H\Il oT(z)-T"o TA(.Z‘)H// using Lemma 7.4
<||[wor(z)-vto T(x)”// +[[et o r(z) - vt o TA(J;)”//

<||T(@) = 1% (2)

R W~ 4 Lipp(w) [RGERSEI

using (6.3), (7.15) and proposition 7.3

w+2

o1, -1, -C
<h{™ hy, h 1w

+ Lip p(w)hy hy,Cow™ using (5.1) and (5.2)
ko+4

<h|*"™ +hy Lip ¢ (w) using (7.14)
<2h Lip;(w)

Hence, estimate (7.6) holds true.
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Step 2: estimates (7.7), (7.9) and (7.10). Using estimates (5.1), (5.3) and (5.4) and taking C3 large
enough, we get that

(I (@) = @, + || 1) = x4 @], 17 @) - r@)l, )

w+2

B wez N
< (hfl ho' + BT hG (1+ Cow™hy, + Cow"%l)) Bz = | (7.16)
1
<h P70 |2 = 2|
Plugging (7.16) into (6.4), we get that there exists Cy = C5 such that for every C' = Cy, every n = ng
and every (w, hy,, hy), hi,z, &) € E¢,,, we have
1 1

1B(z) = B@)L < h " h 0 lo = 2l < 17 12 = Zloo

Hence, estimate (7.7) holds true.
Plugging (7.16) into (6.5), we get that

A

[(@(x) - @(2)) - (¥ 0 Y(z) - ¥ o T(i:))”// < hﬁh‘%’“o llz - Z||o (7.17)

Recall that U is essentially the Kasner map (see remark 4.26), hence

||‘P(5L‘) _(I)(‘%)”//
2|[et o 1) - vt o T(@)| - [|(B(x) - @(2)) - (" 0 X(2) - w0 X(®)||,

1

2K () 1T(z) = Y@, = hi° 7 h~ " |l - &ll,,  using (7.15), proposition 7.2 and (7.17)

It follows that

||(I)($) - (I)('i)”//
2K (w) le - 2]l , - Kj(w)Cow ™ h |z = 2], = Kj(w)Cow™ hy ||z -2l

1
— BT p — ]|, using (5.4)
1
>K(w) ||z = #||, = Cskohy 1z = Z|| . = R R |l = F|l,  for Cs large enough

According to the above inequality, there exists Cg = max(Cy, C5s) such that for every C' = Cg, every
n = ng and every (w, hy,, hy), hi,2,%) € Ec ,, we have

1

le(z) - (@), 2 Kj(w) llz = 2l = Csko ho llz = @l L = 21" llz = Fllo

Hence, estimate (7.9) holds true.
We have
||‘I)(.13) - (D(i‘)“//
<|| e o r(z) - v o T(i:)“// +[[(@(2) - 2(2)) - (¥4 0 T(2) - ¥ o T(@))|

1

<Lipp(w) 1T(z) = T@)l, + h1""h
using (7.15), Proposition 7.3 on the Kasner map and (7.17)

4

T - 2l
e —
s(hf‘”zh_ 8to +3Lipf(w))||x—i||oo using (5.4)
<4 Lipp(w) ||z = Z[ o for C = Cy
It follows from the above inequality and (7.7) that estimate (7.10) holds true.
Step 3: estimate (7.8). Let C' = Cg, n 2 ng and (w, hy,, hp(y, hi,x, &) € Eg,,,. We have
- A A, - A A -
[(@() - 2(@)) - (@" () - 2" (@)]|, = [|(@(2) - 2(@)) = (¥" o T(2) - ¥ 0 Y(@))|| +
[(2% o T(2) - 0" 0 1(2)) = (T o X (2) - Wo TA(JE))H// (7.18)
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The first term of the right hand side of (7.18) is controlled by (7.17). To control the second term of
the right hand side of (7.18), let us define the map

Nz UoY"z)— VoY (z)

where T = Proj, oT. Remark that the second term is equal to [[A(z) = A(Z)]|, so we are left to
apply the mean value theorem to A. Remark that A is continuous on S;hw and smooth on Int Sz,hw
(we do not know if it is smooth on the hyperplane {z, = 0}). Let us identify the tangent space
T, Sifhw = Vect 8%“ ® Vect =2— @ Vect 8%6 with R® (and analogously for T, ijhw, permuting the

Ox 5o

roles of s; and sy). Assume that z,% € Int S}, and = # &. We will only prove estimate (7.8) in the
case where ||z — Z[| | < ||z —Z||, (this is the only case useful later on and the other case is similar).

Let v = (v1,v9,v3) € R? such that [|(v1,v2) || o0 < @ |vs|, where o = % We have
—zlly

DX(z).v = (DU(T"(2)) - DY(Y"(2))) DY (2).0 + DU(T" () (DT"(x).0 = DY (2).0)

Recall that
T“(x) = (hy,0,0,Y(x),.)

Using (4.12), (5.4) and Proposition 7.3 (with (7.15)), we get
|[Dw(r?(2)) (DY ()0 - DTA(x).U)”// < Lip;(w) | DY"(2).0 = DY ()0
< Lips(w) (a + Cow™hy) [|v]le

/

Using (4.12), (5.2), (5.4) and Proposition 7.3 (with (7.15)), we get

u A u . u
|(D®(T"(2)) - DE(T"(2))) DY (x).v“// < Lipp(w) [T (2) = 2|, [| DY (2).0]],
< Lipf'(w)hlthownO (14 Cow™ (hpa+ hy)) ||Vl
There exist Cg = C7 2 Cg such that for every C' = Cg, every n = ng and every (w, by, hpwy, hi, 2, %) €
Ec¢,,, we have

Lipf(W)COwno < h_C7k0
Lipf:(w)thOwnO (1+ Cow" (hyo + hi))<h
3hjﬁ h~h < thS'

-Crko

Applying the mean value theorem to the last coordinate of A, it follows that
- A A,
[(@(2) - ®(2)) - (2" () - 2" (@))]|,

1
<h 7B |2 E | + Lip (W) [l = 2|l + 2k~ |2 = |
1

<h}"" ||z = &l + Lipp(w) |z = 2]l .

Hence, estimate (7.8) holds true on Int S;j’hw and then on Sz,hw by continuity. To conclude, Proposi-
tion 7.1 holds true with C5 = Cg and 7fi5 = ng. O

8 Dynamics along an era

The goal of this section is to give some estimates on the era return map ®, : S, — Sj, and the double
era return map <i>h 1 Sy, — Sp, (see definitions 4.8 and 4.9). Recall that ), : S, = S, is essentially
the first return map of the orbits of the Wainwright-Hsu vector field on the global section S;, and that
by 1 S, - Sy, is just the square of ®,.

Our first task will be to prove that, for any w € ]1,2[ \ Q, we can write the era transition map
<i>w7h as a composition of k;(w) epoch transition maps,

Pun = Ppyw)-10- 0P (8.1)
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where ®; is the epoch transition map from a section S;j(w)’h]_ at the entrance of a neighbourhood of
Pri(.) to a section S;j+1(w)7hj+l at the entrance of a neighbourhood of Ppi+1(,,y.

Once equality (8.1) will be established, we will be able to use the estimates proven in the preceding
section on the epoch transition maps (see Proposition 7.1) to get some estimates on the era transition
map <f>w7h (see Proposition 8.4). The main technical difficulty will be to set up an induction on the
length of the era. Analogously to the epoch transition maps, we will show that the era transition map
éw’h is a strong contraction in the direction transversal to the Mixmaster attractor while it is very
close to the era Kasner map f (see (2.16)) in the direction tangential to the Mixmaster attractor.

We would like to prove that the era transition map ‘i)w,h admits some hyperbolic properties. Un-
fortunately, it does not expand enough in the direction tangential to the Mixmaster attractor. Indeed,
the era transition map is “close” to the era Kasner map f in the direction tangential to the Mixmaster
attractor and f does not expand uniformly in the neighbourhood of w = 2. Nevertheless, since f
expands uniformly on every interval ]1,2 — e[ and since f (]2 —€,2[) € ]1,2 — €[ for e small enough,
it follows that f := f o f expands uniformly on ]1,2[. This is the reason why we introduce the double
era transition map @w’h.

Before we give the estimates on the double era transition map @w,h, we need some definitions. Let

AAd_ef%

P E S (8.2)

Let us explain why K # is a local expansion constant for the double era Kasner map f . Recall that
we denote by K¢(w) a local expansion constant for the Kasner map f in the neighbourhood of w (see
Proposition 7.2). Let w = [1;ky,k2,... 1€ ]11,2[\Q and 1 < j < k; — 1. Using formula (7.2), we get
that .

Ki(f'(w)=1

Hence,
k-1

[ ]E:(F (W) = Kp(w)
j7=0

As a consequence, K ¢(w) is also a local expansion constant for the era Kasner map f in the neigh-
bourhood of w. As a consequence, K;(f(w))K (w) is a local expansion constant for the double era
Kasner map f in the neighbourhood of w. Using formula (7.2), it is easy to check that

K (F@)K(w) = K (8.3)

We are going to prove that the double era transition map is, as the double era Kasner map, expansive
in the direction tangent to the Mixmaster attractor with a slightly lesser constant, say

d£f1+Kf-

. 5 (8.4)

Later on (see Section 9), we will show that there exists a cone field invariant by the double era transition
map, say of width 6. This invariant cone field will allow us to define a graph transformation that
maps 6-Lipschitz graphs to 6-Lipschitz graphs. Local stable manifolds (for the double era transition
map) will be obtained as fixed points of the graph transformation. The condition for this graph
transformation to be a contraction mapping is

K. (1-6")>1 (8.5)

Hence, we fix now a positive constant & satisfying (8.5) and we will prove an expansion estimate for
the double era transition map that is adapted to this particular constant. Remark that & < 1/2.

Definition 8.1. For any w € ]1,2[ \ Q, let us define

59(w) B ke ()2 + ko (W)? + kg (w)? + ky(w)? (8.62)
54(w) 'l (@) + k(W) + kg (w)! + ky(w)? (8.6b)
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Define, for any w € ]1,2[ \ Q,

() dzef{l if ky(w) = 2 67

Proposition 8.2 (Double era transition map). There exist two constants Cs =1 and h> 0 such that
the properties below hold for every w € 11,2[ \ Q and 0 < hy < e Css1l@) et h = (ﬁ,hl7e_css2(w)>.
The double era transition map .
(I)w,h . S:,7h C SiL g sz
is well defined and takes its values in S;:(w), Moreover, for every x,% € Sf,yh, we have the following
estimates, where P := @w)h and % := ‘i):‘,h"
(Control of the distance to the Mixmaster attractor)
. . . A A 14 R1le) | ko(w)

disteo (B(2), 4) = ||&(2) = &% ()| < hy * (8.8)

(Control of the drift tangential to the Mixmaster attractor)

| @) - if‘(x)”// < 578h k1 (w) ko (w)? (8.9)

(Contraction in the direction transverse to the Mixmaster attractor)

k1(w) | k2(w)

<h T 2= 7l (8.10)

|#() - e@]],

(Lipschitz control in the direction tangential to the Mixmaster attractor)
2 . 2 A 2A
[(2(2) - 8(@)) - (2" (2) - " (@), =

1 1
(hi““” + hiﬁ’”“”) |2 = Z|lo + 16°ky () k(W) llz = F| . (8.11)

(Expansion in the direction tangent to the Mixmaster attractor)

K;- K,

Ll - a1l (312)

|@(x) - 8(@)|| 2 K7l -2, -

8.1 Control of the era transition map i)w,h

The estimates on the double era transition map d stated in Proposition 8.2 cannot be proven directly.
One first needs to prove estimates on the era transition map ®. This is what we are going to do.
Proposition 8.4 below shows that the decisive parameter to control the era transition map is the size
h, of the section Sf,’h in the direction transverse to the Mixmaster attractor.

Recall that for all w € ]1,+oo[ \ Q,

m(w) = min (1, (w - 2)2)
and define for all w € ]1,2[ \ Q,

m(w) € S min m(f () (8.13)

Lemma 8.3. For allw € ]1,+00[ \ Q,

(4k2}w))2 Zf ko((-d) =1
1

1 Zf kQ(OJ) >3
For allw e ]1,2[ \ Q, .
m(w) (8.15)

= Wy (@) ks ())?
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Proof. Estimate (8.14) is an immediate consequence of the formula

1

w = ko(w) +

kq(w) +
ko @)+ s

Let w € 11,2[ \ Q. Remark that ko(f’(w)) = 3 for 1 < j < k; — 2 and
ko(f 7 (w)) = 2 k(f W) = ke
ko(f1 ) (w)) =1 ko (£ () = ks

Together with (8.14), this yields

m(w) 2 mm(lv b b G (4k3(w))2)  (4ky(w)ks(w))?

Hence, estimate (8.15) is proven. O
Define, for any w € ]1,2[ \ Q,

(8.16)

i) 1 if ky(w) =2
T2 ik (w) =1

Recall that 75 is a constant fixed in Proposition 7.1.

Proposition 8.4 (Era transition map). There exists a constant Cs = Cs such that the properties
~ ~ ~ ~ 3
below hold for w € 11,2[\Q, 0 < h = C5', h = hky (W)™, 0 < hy =< ROCEEID 1m0 N2 Lot

. m(w)?

7Cg(ky(w)+1) .
h=|hh  ,h° —————— |. The era transition map
( . o)k ()

(i)w,h : Sf),h C Sh - Sh

i(w)

is well defined and takes its values in SZ . Moreover, for every x,T € Sf,yh, we have the following

estimates, where ® = éw’h and &% = @ﬁ,h:
(Control of the distance to the Mixmaster attractor)

k1(w)

disteo (B(2), 4) = [|@(2) ~ & (2)|| < by * (8.17)
(Control of the drift tangential to the Mixmaster attractor)
|@(x) - <i>“‘(x)||// < 34h by (w)? (8.18)

(Contraction in the direction transverse to the Mixmaster attractor)
— _ k1(w)
- 55 -
[@(z) = @(@)[| L = b, = = Zlle (8.19)

(Lipschitz control in the direction tangential to the Mixmaster attractor)

() - 8(2)) - (3) = 3 @)|| < hTT o = #lloo + 16k (@)l =7l (8:20)

Va

(Control of the expansion in the direction tangent to the Mixmaster attractor)

1

[2(2) = 2(@)||, = Kp(w) lle =zl , = 1" |z = Zllo = hC llz = 2]l (8.21)
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(Global lipschitz constant)

ki(w)+2

|8(x) - &(2)]|,, = 4 k(W) |2 = 2l (8.22)

First, we will show that the map i)%h can be expressed as a composition of several epoch transition
maps. Once this is done, we will be left to apply recursively Proposition 7.1 to obtain the estimates
on the era transition map.

From now on, assume that Cy = 1, C5 = 1000Cy and 75 = 1000. Fix w € ]1,2[ \Q and 0 < h <

1, ~ s.3\-1
s (052"5) . We now proceed to define the epoch transition maps that we will be using to decompose

the era transition map. Let & := hk,(w)™"® and

A d_ef{h ifj=0o0rj=k(w)

J h ifl<j<k(w)-1
Define, for 0 < j < k;(w), the section parameters

_ 2
sy (w)—ji+1) (W)

ef 5 C -7 3 ef B —_— 7 f = 0
hio def 7 Os (k1 (w)=j+1) ﬁz(w)2 and hj., def . 4 ko(w)ks(w) nJ
RO k(=0 D 5, ()2 if 1< < ky(w)
and def def
€ I €
hy = (hyhj1,hy),  hy = (hy Ry hy)
We will use the epoch transition maps
def . S S .
®; = Ppyn, ., Spem  Sprn,, 07 Sski(w) -1

Define, for 0 < j < ky(w) — 1,

* def *A def
,=Q),o...oq)o’ o =

= <I>; o Proja

Our goal is to prove that

(I)w,ho = <I>Zl(w)—l

To simplify the notation, let

s def s .
Sj = Sf’(w),hja 0=<j= kl(w)

Remark that the sections we consider become larger as j increases from 0 to kq(w). The departure
section S; and the arrival section S;l(w) are at distance h from the Kasner circle. The intermediate

sections S} (0 < j < k1(w)) are chosen much closer to the Kasner circle, at distance h < h.
Lemma 8.5. For every 0 < j < ky(w) — 1, the epoch transition map ®; is well defined on the section

S3.

J

Proof. Remark that ‘
Eo(f!(w)) = ky(w) —j +1, forall 1 <j < ky(w)

and o
hy < (Csf/(w)™) ", forall 0= < ky(w)

and
h = min(h, h) < min(h;, ki), forall0<j < k(w)—1

Moreover, recall that m(w) = ming<;<k, () m(f (w)) so
m(w) < m(F (w)), forall0<j <k (w)
Hence, Lemma 8.5 is a direct consequence of Proposition 7.1. O

Lemma 8.6. For every 0 < j < ky(w) —1, ®;(S]) C Sj,;.
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Proof. Let x € S;. According to (7.5),

isteo (2(x), 4) = [[@0(e) = 3 ()], b1 < ho < by

According to (7.6) and Proposition 7.3 on the local Lipschitz constant for the Kasner map,

, = [|2ot@) - @5 @], + o) - PrE5

< 2hg 1 Lips(w) + Lips(w)he,,

" hC’s(kl(le)
< 16k1(w) ( C5(k1( )+1)° +

[Bo) = P72 4,

_ N2 . . )
W m(w)”  using Lip;(w) = 16k; (w)

< RO 50)? x 48k, ()R

Since Cs = 1000 and 715 = 1000, one can check that 48k, (w)QiLC5 < 1. Hence,

||(I)O(.’£) - P;(2W)7h1

<h
i 1/

and we can conclude that @, (S5) € S7. Now, fix 1 < j < ky(w) — 1 and € S;. According to (7.5),

k1 (w)- ]+5

dist, (®;(2), A) = ||@;(2) = @' ()|, = b7 < hju < hjur

According to (7.6) and Proposition 7.3 on the local Lipschitz constant for the Kasner map,

|o;(2) -

f”l(W) hje1

p < ||(I)](if) - (I);‘(IE)“ ||(I) (SL’) fJ+1(w) Bt P

< 2h; 1 Lip (' (w)) + Lip;(’ (w))hy,,

(th (ka (@)=3+1)° MASICICY J+1)) m(w)? using Lipf(fj(w)) =1
< hjyr,, X 31,Cs using m(w) <1
< ey

Hence, 9 (SJS) C S;+1. This concludes the proof of Lemma 8.6. O

Corollary 8.7. The map @Zl(w)_l is well defined on the whole section Sy and takes its values in the
global section S,
Proof. Recall that Sj, = S;' U S;” where

s1 def

S,

{x=(mu,x31,132,x6)|x81=h, O<xz,<h, 0=z, <h, 1<:cc<2}

and analogously for S;°. The fact that @Zl(w)_l is well defined on the section Sj is a direct consequence
of Lemma 8.6. Moreover, Lemma 8.6 informs us that @Zl(w)_l takes its values in the section S,‘zl(w) =
S;kl(‘”)(w),hkl(w)' Hence, for any = € Sp,

H‘I’Zl(w)—l(fﬂ) - ‘I’Zﬁw)—l(ﬂc)||L < By )L = h

and

o 1_ [ flw) =1 2= f(w)
||<I>k1(w) (z) = f(;;h” < gy (), S 5(w) < mln( 5

Since 1 < f(w) < 2 and z, (P;Zf;; h) = f(w), the above inequality implies that
1< Te (q);:l(w)—l(x)) <2

Hence, (I’Zl(w)_l(:c) € S;,. More precisely, Proposition 7.1 implies that (I);:l(w)—l takes its values in
Sy -

1
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Lemma 8.8. The era transition map éw’ho is well defined on the whole section Sy and takes its values

in 8,"”. Moreover,
> *
Dby = Pry(w)-1 = Poywy-10++ 0P (8.23)

Proof. In this proof, we will denote k; = k;(w) and we will assume that k; = 2. Indeed, if k; = 1,
the era transition map coincides with the epoch transition map and Lemma 8.8 is a straightforward
consequence of Proposition 7.1.

Claim 1. The era transition map @y, is well defined on Sy N Bix and @, p, () = @Zl_l(x) for
every x € Sy N Brx.

Proof of claim 1. Let x € Sy N Brx and g be the orbit of the Wainwright-Hsu vector field X with initial
condition ¢(0) = ¢ ' (z). Let ¢° = ¢ '(z) and ¢’ = 5_1(<I>;_1(1')) forany 1 < j < k;. Since = € Brx, we
have z,, # 0, x5, # 0 and z,, # 0. It follows by induction that for any 0 < j < k; — 1, we have q #0
and qj ™ is the first intersection point of the orbit of the Wainwright-Hsu vector field X starting at
¢’ with the section S;H = f_l (S’;H). Hence, qk1 is a point belonging both to the orbit starting at
qO =¢ _1(x) and to the global section S;,. This proves that the era transition map i)w,ho is well defined
on SS N Brx.

We are now going to prove that &, ,, (z) = @5, _;(z), i.e. that 5_1(@21_1(90)) is the first intersection
point of the orbit ¢ with the section S;,. Let t; = 0 and let ¢ be the first time ¢ > 0 such that
q(t) € Sihb' By induction, define, for every 1 < j < ky — 1,

tj- = min {t > t;—1 | q(t) € SJS}

= min {1 > 6 1a(0) € S}

s . u !
tr, = min {t > t,-1 | a(t) =¢ (@Zl_l(x))}

With these notations, we are left to prove that for any t € ]0, til [, q(t) does not belong to S;,. The
general idea is simple: either ¢() is close to a type II orbit that is far away from the section Sy, or ¢(t)
is close to the Kasner circle and we can use the local estimates of Section 5.

Case t € ]tj,t?], 0 <j < k; — 1. According to Proposition 5.17 and corollary 5.18, ¢, and g,, are
exponentially decreasing. Hence, g, (t) < g5, (t7) < h and ¢,,(¢) < g,,(t;) < h. This implies that ¢(¢)

does not belong to the section S,.

Case t € ]tg,ti]. Recall that the local coordinates (z,, s, ,s,,z.) are defined on the open ball
B, ¢. 7y 1-€. By ¢, n. C Ue (see definition 3.1). Let tSut be the first time ¢ > t; when the orbit £ o ¢
leaves the open ball B, 5¢. 7. On ]tg,tgm], qy is strictly increasing and ¢, (ty) = h so ¢(t) does not
belong to the section Sy,.

Let us denote by p the (type II) orbit with initial condition p(ty) = P 5. Let

max ([[£(a(t)) = Puall L, 1€Cat6)) = PLall )

hCm(w)
Using (5.1) and (5.2), we get
max((hO,L)%?h_l,ho,thgwﬁs)
n < —
hC“m(w)
<ho—’l usin h<1(C~’ 2%)_1 and (h )ﬁh_1<1
= ﬁéwm(w) gn=sgibs 0,1 =
ﬁéo(k1+1)3m(w)2
< -
hC“m(w)
< ]~l100 _( )
- 1 h _
= G f(w)wm To00" (@)

<1
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Hence, we can apply (6.31) with b = h and h° = h to get that, for every t € ]tg,tf],

dg (q(t),p(t)) <1
€ e ()
= G f(w)swis 1000

(8.24)

out

According to (8.24) together with the estimate (3.5b), for every ¢t € :Itg,to ]7 we have £ o p(t) €

B, ¢. .7y C Ue. It follows from the evolution equations (5.5) that t + p,(¢) is increasing on }tg,tgut].

out

Since p is a type IT orbit, p(t) = (p,(t),0,0,w) on ]tg, to ] As a consequence, estimate (8.24) together
with the estimate (3.5b) on the local coordinate system £ imply that

1 w=1
(M) <« —— LMy « ——— (") = w <min( — —)
qél( 0 ) 205w”5 ) qbg( 0 ) 205wn5 ) QL( 0 ) | 2050Jn5 9 2
Recall that the orbit § oq leaves the open ball B, 5¢, 5. at time t = tSUt. Hence, qu(tgut =35 1wﬁ5 > 3h.
5

out

Using (8.24) together with (3.5b) once again, we get that p,(tq ) = 2h. It follows that for every
te [tgm, tﬂ, one of the three following properties hold:

1. p,(t) = 2h (roughly, before p leaves Uy)

2. p(t) & Us

3. pe(t) = f(w) (roughly, after p re-enters Uy)

Let t € [tgut, ti:| and assume that ¢(t) € S;,. Estimate (8.24) implies that p(¢) belongs to the domain

Ue of the local coordinates system &. If p,(t) = 2h, then we get g, (t) > h using (8.24) with (3.5b). If
pe(t) = f(w), then we get

lgc(t) = f(w)| =

using (8.24) with (3.5b) once again. Since f(w) > 2, it follows that ¢.(¢) > 2. In both cases, q(t) &€ Sy
so this is absurd.

flw) =2
2

Case t € [t?,t;l], 1 < j < k; —2. Let us denote by p the (type II) orbit with initial condition

p(t;) = P}‘j(wm. Recall that

ki—j+1<f(w)=[hk—j+ Lk, .. 1<k —j+2
We now prove a similar estimate to (8.24), using the same arguments. For every ¢ € [t;—L, t;H], we have
u u u u
ma [leCa(t)) = Py all - 6Catt) ~Phiall, )

R @ fi (w))
using (6.31) with 2" = h and h” = h

di (q(t),p(t)) <

flwre s
max((hj,ﬁf““’“h Y hy  hCs f (w) 5)

IA

TP (1)) using (5.1) and (5.2)

h],J—
;}@fj(w)m(fj(w))
Béstkl—j+1)3m(w)2
iL@fj(w)m(fj(w))

- 1 h
T CyfI(w)s fit1(w)ns 1000

IA

IA

(w) (8.25)

Let t € [tj,tj,,] and assume that ¢(t) € Sj,. It follows from (8.25) and the estimate (3.5b) on the
local coordinate system & that p(t) € Ug. Since p is a type II orbit, we have either p.(t) = f’(w) or
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pe(t) = £ (w). Moreover, estimate (8.25) together with the estimate (3.5b) on the local coordinate
system implies that

10 -
J0o(6) = po()] = L2

Since 2 < 7" (w) < 7 (w), it follows that g.(¢) > 2. This contradicts the fact that ¢(¢) belongs to the
section Sj,.
Case t € [ty _1,ty, |- Assume that there exists ¢t € [t _;, ¢, [ such that ¢(t) € ;. Then it must
satisfy q(t) € Sy, \S}(w) by because 5‘1(®Zl_1(x)) is the first intersection point of the orbit starting
B

at q(tg,-1) with the section S;(w),h.kl(w). But estimate (8.25) with j = k; — 1 is also valid on [t} _y, ¢}, |

and implies that ¢(t) € S;—(w) By This is a contradiction.
B e
This concludes the proof of claim 1. O

Claim 2. The era transition map ci)w,ho is well defined at every point of Sg N By and i)w,ho(l') =
@y, _1(z) for every x € Sy N Byy.

Proof of claim 2. Let x € S; N Byp. In particular, z,, = 0. Iteration of formula (4.8) gives

(Oa h707fk1(x6)) if kl =2

Oy (z) =
1 (7) {(o,o,h,f’“m)) ith =1

Moreover, if we denote by [1;kq(x.), k2(z.),... ] the continued fraction associated with z,., formula
(4.6) can be rewritten as follows:

(0,h,0, FF () if iy (2,) = 2

(I)w,h(x) = {(070’h7fk1(10)(1'c)) if kl(xc) =1

We are left to prove that k;(z,) = k;. This is a consequence of Proposition A.6 together with the fact
that |z, —w| < hy , < (10k; (w)?ko(w)kz(w)) ™ . This concludes the proof of claim 2. O

Claim 3. The era transition map (i’w,ho is well defined at every point of Sg N By, and @w)ho(x) =
@y, _1(x) for every x € Sy N Byyy, -

Proof of claim 3. This is a mix of claim 1 (before the orbit starting at x converges to a point of the
Kasner circle) and claim 2 (after the orbit starting at = converges to a point of the Kasner circle). [

This concludes the proof of Lemma 8.8, since Sy = (S5 N Byy) U (Sp N Byir, ) U (Sp N Bix). O

Proof of Proposition 8./. As in the preceding proof, we will denote k; = kq(w) and we will assume
that k; = 2. The proof of Proposition 8.4 relies on the decomposition (8.23) of the era transition map
<i>Mh0 as a product of k; epoch transition maps, together with the estimates on these epoch transition
maps stated in Proposition 7.1. In other words, estimates (8.17), ..., (8.21) will be obtained by
applying k; times the corresponding estimates of Proposition 7.1. More precisely, we are going to
prove Proposition 8.4 for a restriction of the map (i)auho' Let C = C5 and define

_ _ 2
def iLC5(k1+1) m(w)

~ def ~C(k1+1)3 - 2
h = h ? h B lp(w)k3(w)
oL m(w) 0,/ ko(w)ks(w)

Let 0 < hy < }NL(]’J_, h = (h,hl,h07//), z,T € Sf}’h, P = @%h and ®* = @f,h. We are left to prove the
following statement: provided that C is large enough, estimates (8.17), ..., (8.21) hold true. From
now on, we will use the notation ®; := ®_ b Beware of the fact that this is the restriction of the

former epoch transition map ® to the smaller section Sz7h.

Proof of estimate (8.17). Define ag = h; and

A .
a; = sup ||<I>;_1(:r) - @;_1(33)||J_, 1<j<k
€S 1
Claim 1. Foralll <j < kq,
5 k1+.4
a; <h| "7 (8.26)
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Proof of claim 1. Recall that ko(w) = 1. Applying (7.5) to the epoch transition map ®,, we get that
5 k1+4

a; < hl Assume that a; < h4 M7 for some 1 < j < kqy—1. We are now going to apply Proposition 7.1

with hy = a;. More prec1sely7 we apply (7.5) to the epoch transition map ®; restricted to the section

Sfﬂ(w),(hj,aj,hj,//) We get that

ko (9 (w))+a k1-j+5 5 ki+d
ko(f7 (w))+3 _ k1-j+4 4 k1-7+4
ajy1 < a; =a; <h)
By induction on j, claim 1 holds true. O

Since ® = @Zl_h estimate (8.17) is a direct consequence of estimate (8.26) with j = ky.

Proof of estimate (8.18). Define

b; = :gp ||<I>J 1(z) - @;fl(x)H//, <5<k

Using (7.6) and the fact that Lip,(w) = 16k% (see the explicit formula (7.3)), we get
by < 2h, Lip,(w) < 32k1h, (8.27)

We are now going to find a relation between b;,; and b;. Let 1 < j < k; — 1. Remark that

@] (2) = @7 ()|, = [|@; (®7-1(2)) = &7 (@7 1(@))|| | + | @] (®7-1(2)) - @] (@41())] | (8:28)

J /

As a direct consequence of estimate (7.6) applied to the epoch transition map ®; restricted to the

section Sf](w) (hayhy )0 Ve get that

[|@; (®7-1(2)) - @} (cbj_l(x))“// < 2a; Lip;( (w)) = 2a; (8.29)

since f7(w) > 2 implies that Lipf(fj (w)) =1 by the explicit formula (7.3). Moreover, recall that the
z.-coordinate of be is essentially the Kasner map (see (4.9)). Hence, Proposition 7.3 implies that

@7 (@7 1(2)) - @5 (@75(2))|| | = Lipp(f (@) [|@ 1 () = 255 @)|| <t (8:30)

Plugging (8.29) and (8.30) in (8.28), we get that b;,1 < 2a; + b;. Hence, using (8.26) and (8.27), it
follows that for all 1 < j < kq,

j-1
<2 a,+by < 2khy +32kThy < 34kihy (8.31)
r=1

Since ® = @}, _;, estimate (8.18) is a direct consequence of estimate (8.31) with j = k;.

Proof of estimate (8.22). Let 0 <1 < k; — 1. Recall that ®; is defined as the product of I + 1 epoch
transition maps. Using [+ 1 times inequality (7.10), we obtain the following Lipschitz estimate for ®;:

l .
|/ (2) = &/ (#)]],, < (1_[4Lipf(fj(w))> llz = Z|l
7=0

Recall that Lip(.) is defined by the explicit formula (7.3) which yields
l_[4Llpf w)) = 4" 1647

since f/(w) > 2 for 1 <j < k; — 1. Hence, we obtain

|7 (2) = @/ (@)]] o < 4"kT 1w — Tl (8.32)
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Taking | = k; — 1, we obtain the desired estimate (8.22) for the era transition map ® = @y, _;.

Proof of estimate (8.19). Let us turn to the contraction estimate (8.19). The idea is to decompose
the era transition map ® = <I>k1_1 as Py, -1 0 <I>k1_2 and to use the contraction estimate (7.7) for the
epoch transition map ®; _; restricted to the section S as well as the Lipschitz

estimate (8.32) for <I>k1_2. For1<l<k -1,

FE1Y(w),(h,aky -1:hiq -1, )

= [|®,(®7-1(2)) = @1 ()|,
1
Salko(fl(w))h“» ||<I)7_1(x) - ‘I’Zk_l(fc)”oo using (7.7) for ®; restricted to S;’(w)y(ﬁ,az,hl,//)
S e using (3.32) and ko(f'(w)) = k1 —1+1  (8.33)
Taking | = k1 — 1, we get
1
- P k1,2 .
@5, -1 (2) = @5, 1 (@)]] < a, 4" k] o = 7],
5
< h P A e - El using (8.26)
k1

<h® ||z -7l provided that C is large enough

Since ® = P} -1, estimate (8.19) is a direct consequence of the above inequality.

Proof of estimate (8.21). The idea is to decompose the era transition map ® as the product of the
k1 epoch transition maps ®; and then to apply recursively the expansion estimate (7.9) to these epoch
transition maps. Define,

Ay =4 kfaf“s + C’5k:1 hhl

1
A; 4J+1k1( =L +C5(k1—g+1)”5ha“ J*") 2<j<k -1
According to (7.9), we have

1 ~
1@9(2) = 2o (D)l, 2 Kp(w) |z =2, = hillz—Zlle - Cshlle -2l L
Let 1 < j < k; — 1. Remark once again that
125 (2) = 25|, = 1|@; (@1 (2)) = @5 (2 ()],

Hence, the expansion estimate (7.9) applied to the epoch transition map ®; restricted to the section

S .
13 (@) (huay by, ) B1VES

|97 (2) - @5 (@)]], = K (f () | @1 () - @51 ()],
— a7 || @]y (2) = @)1 (8|, — Colky = j + 1) R ||®]_y(2) — @, (3)]|,

Remark that f7(w) > g, hence Kf(fj(w)) = 1 by the explicit formula (7.2). If 7 = 1, use (8.32)
to estimate the term ||<I>;_1(;v) - @;_1(@”00 = ||®(z) — ®5(2)]|,, and (7.7) to estimate the term
|71 (2) = @51 (&), = IPo(x) — @o()]| L. This gives

@1 (2) = @1(2)]], = ||Bg (x) - éé(f)ll// - Ay llz - #le

If 2 <j < ky—1, use (8.32) to estimate the term ||<I>;-‘_1(x) - ®7_,(%)]|,, and (8.33) to estimate the
term ||(I>;_1(x) - @;_1(56)||J_. This gives

19%(2) = B3], > 81 (2) = S5 @], - A lle -l
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By induction on j, it follows that

y k-l )
07, 1(2) = @F, (@), = K@) [l =2l - (hi £y Aj) lz = &lloo - Csh llz - 211,
j=1

Using (8.26), one can see that if C' is large enough, then
1 kol 1
hi+ Z Aj < bt
j=1

Hence, if C' is large enough, then

1
@k, -1 (2) = @5, 1 (D), 2 Kp(w) llz =2, = b |z = #llo = Csh [|lo = &[],

which is precisely the desired estimate (8.21).
Proof of estimate (8.20). Define, for 0 < j < k; — 1,

NJ}// = ||((I);(IE) - CD;(‘%)) - (q);A(x) - (I);A(j))H//

Let 1 < j < k; — 1. Decompose CD; as ¢; o @;_1 and <I>;A as <I>;-4 o @;141. Using the standard triangle
inequality, we get

Ny, = [[(@5(071(2)) = ;(251(2)) - (87'(@]-1(2) - &7 (@51 (2)],
+ [ (27 (@51 (@) - @7 (@7-1(2))) - (27 (@]5 (@) - @7 (275 (@))||, (8:39)

Let us begin with the second term. Recall that the x.-coordinate of <I>}4 is essentially the Kasner map
f (see (4.9)). Moreover, f(u) = u — 1 for all u = 2 and the z.-coordinates of the four points @;_1(36),
@7, (2), @;141(:1:) and fI);f‘l(j) are all larger than 2. Hence,
A A . A,z %A A,z %A, -
[[(@5 (@7 _1(2)) = ®7 (2] 1(2))) - (97 (275 () - @5 (@7 5(@)))|,
- A A,
= (@)1 (@) - 9] (@) = (974(2) = JA@)| , = Njr,y (8:35)

Let us now turn to the first term. Using the Lipschitz estimate (7.8) with the epoch transition map
. . S
®; restricted to the section Sfj(w),(h,aj,hj,//y we get

[[(@5(@7_1(2)) = @;(D1_1(2)) - (@7 (D)1 () - @7 (@] (3))]|, <
/7

JR S
k1-j+4
J

|07 4(2) = 74 ()] + Lin, (@) [0 1(2) - @51 ()]],
Since f7(w) > 2, the explicit formula (7.3) implies that Lipf(fj(w)) = 1. Now, use (8.26) to estimate
1

a;m“ and (8.32) to estimate ||®;_;(z) — ®j_;(&)]|,,. We obtain

(250251 (2)) = 2,(271(2))) = (@5 (27-1(2)) - 27 (87_1(2)))| | =
Wy T 2= Bl + (|97 (2) - @1 (3]
If j =1, use (7.7) to estimate the term ||<I>;_1(a:) - <I>;»‘_1(5;)||L = ||®o(z) — Po(Z)|| .. This gives
(@u@i@) - @u(@5 @) - (21 (@5 a)) - #f@pen)|, = (7700 1 o - 2L

5_1

< h PP |2 - E o (8.36)
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If 2 < j < ky — 1, use (8.33) to estimate the term ||®}_, (z) — <I>;—<_1(§c)||l. This gives
[(25(25-1(2)) = @,(27_1(2)) = (7 (2]-1(2) - &7 (@] (2),

o
TN e -l

s<h3k13“4fﬂkf4-a
it 43,2 N
O R ad o [ (8.37)

Plugging (8.35), (8.36) and (8.37) into (8.34), we get

51
Ny, = hik1+34]+3kf |z = Z||oo + Nj-1,,

By induction on j, it follows that

5 1
4 k1+3
Ngy—1,yshy 4

ki1+3,3 ~
o ky ”x _x”oo + NO,//

As a direct consequence of the Lipschitz estimate (7.8) applied to the epoch transition map ®q, we get

1
1 ) ) i
No,y < hi |lz = Z|lo + 16k7 ||z — Z[|

Hence, provided that C' is large enough,

1
_ 2 _
Niyo1,y S h)"™ o = &l o + 16k7 ||z — ]|,

which is the desired estimate (8.20).
This concludes the proof of Proposition 8.4. O

A

8.2 Control of the double era transition map @,
Recall that
52(w) = k1 ()" + ko (W) + kg (@) + ()’

sa(w) = k()" + ka(w) + ka(w)! + ka(w)"

Proof of Proposition 8.2. The general idea of this proof is to see the double era transition map as the
composition of two era transition maps and to apply twice Proposition 8.4. Let

cat 1K —K, 1
e A (8.38)
4 1+ s C6
Observe that, since Kf = % and K, = 1+2Kf (see (8.2) and (8.4)), we have h < C5'. This will allow

us to use Proposition 8.4 with h = h.
Let w € ]1,2[ \ Q. To avoid clutter, denote k; := k;(w) for all j = 1. Define

A~ 3 ~ 7 2
hw — h, hSG(kl+1) ﬁl(w)Q, hgb(k1+1)m(w)
ok

where h,, = ka:l_ﬁs, and

he . =|h B:G(k2+1)3m(f(w))2 ﬁcja(kz+1)m(f(w))2
Fw) = ) i) kska
where ﬁf(w) = ﬁk;ﬁ“ According to Proposition 8.4, the era transition maps i)wth and i’f(w),hf(w) are

well defined and satisfy the estimates (8.17), ..., (8.22).
Let C = Cg be some large constant. Define

h, = (}AL, hy, e_csz(w)) where 0 < h) < ¢ o)
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and

_ .z 2
! _ |7 3! ~éﬁ(k2+1)m(f(w)) 1+*
hf(w) =|h.hy, hf(w) W where hJ_ = hl

Using (8.15) together with the fact that A is fixed, we get that, for all C' large enough,

A 3
6—054(w) < hgﬁ(kl*'l) m(w)Q

and
= oy +1) (W)’
<h 6(k1+1)
¢ koks
(we use that In(ky) = 0k, 5+00(k1)). Hence, for all C' large enough, the era transition map @%hg is a
restriction of ®,, 1, . Analogously, for all C' large enough,

e—csz(w)

(6—084(w))1+k l~1 (k2+1) ’(f(w))

so the era transition map (if(w),h'f—,( ) is a restriction of ‘i)f(w),hf(w)- Applying (8.17) and (8.18) to

@f(w) W', We also get that, for all C large enough,

éw,h'w (S:J,ht,) C S F(w), b

and the decomposition <i>w,hvw = Flw)mls © (i)w,h’w holds true. Applying twice Proposition 8.4, we get

that (i)uuhiu takes its values in S;i(“)

. We also get that for every x € Sf)’h:w, ki(z.) = k1(w) = ky and
k1 (@4 m (2)e) = k1(f(w)) = k2 (it also can be seen as a consequence of Proposition A.7).
We are left to prove estimates (8.8), ..., (8.12) using the preceding decomposition. From now on,

we will be using the simplified notation

(i) = (i)w,h'w (iw = (i)w7hid (i)f(w) = (i) 7(w), ’f_(W)
2 A 2 A = A T A 5A
T =D Py =Py, ) = (I)f(‘*’)’hﬂw)

Let z,2 € Si,h;~
Proof of estimate (8.8). Using (8.17) twice, we get

+E1

distos (B,(2), A) = ||@u,(z) - 5 ()|, < Bl = R
and then
. A . A A P y1+k2 AT gk ke
diste, (B(2), 4) = ||&(2) = &% ()|| | < (nL) " © = (hl ) <h,
Hence, estimate (8.8) holds true.
Proof of estimate (8.9). Using the triangle inequality, we get
A 2 A = = — A A
o380, = o 0= B, 0820
< | @ ) (B (2)) = 50y (B (@))]| | + [|@F) (B (2)) = 5y (B2 ()|, (8.39)
- fw) w f(w) w Vi fw) w flw) w / '
Applying (8.18) to i)f(w), we get
1,2 1+%1 2
@ 7 (B () = @) (D (x))“ < 34h' k3 = 34h] " k3 (8.40)

Using Proposition 7.3 (we will prove below that the assumptions of this proposition are indeed satisfied)
and the fact that & ((D,(2)).) = kg = ky (B2 (2)),), we get

|97 (@) = B, (@L @], = 168 [|@u(2) - 22,
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and then, applying (8.18) to ®,,, we get
A = A A 2,2
@ (@) = Qf(w)((bw(x))”// < 16 X 34h kiks (8.41)

Plugging (8.40) and (8.41) into (8.39), we get

. 5

b(x) - ()| < 340\ k2 + 16 x 34k K2k
< 34h, ki ks + 16 X 34h | k> ks
< 578h, K k>

Hence, estimate (8.9) holds true under the assumption that we can use Proposition 7.3. In order to
use Proposition 7.3, we need to make sure that

(®(2)), €)W —n f@)+nl  and  (82(x)), €1f(w) —n, F(w) +

and O (z) € S5 . More-

where 7 = min(M, M) We know that ®,(z) € S3 -
2 Flw)hz,

2 Flw)h
over, the size of this section in the tangential direction is

def ~C*6(k2+1)m(f(w))2

hiw.r = P Kk

Hence, we have

[(®u(2)), = F()] < hfwy, and  |(25(x)) = F(w)] < hfw).,

= Cg(ka+1)

and we are left to prove that hf,),, < 7. On the one hand, we have hf_'(w) < % and
m(fw)® o T A2 . = 12 |
Tk S @) = m(F)” = min (1 (f@) - 2)7) < [flw) - 2|
0 hf(w),, < |f(w2)_2|. On the other hand, f(w) -1 2 i and ﬁ?&(}];ﬁl) < ﬁ 50 hfw),, < ﬂ“‘;)_l.
Hence, we can apply Proposition 7.3 in this context.
Proof of estimate (8.10). We have
[@(2) = &), = 1@ ) (@u(@)) = (@ (@))]] .
Ry _ _
< (h'J_) *||®u(x) = 2,(2)]|,, applying (8.19) to ® (.,
k2
1+m\2 -
< (m7)7 o) - 2@l
SEHEER k42,2
<hPT AR e - 3] oo using (8.22)
166+ 105 [ Jk1+2,2, 00 . :
<h] 4k h ) ) e = 2] o using ky = 1

Recall that h; < e Csalw), Hence, for all C large enough, we have
1
AR TT <1

and it follows that, for all C' large enough, estimate (8.10) holds true.

Proof of estimate (8.11). Let us introduce the point & = (&, Zs,, Ts,,2.). Observe that & is the
unique point in Sz’hw which satisfies

|z =], =0 and | —-Z|]|, =0
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Using the triangle inequality, we get
[(8(2) - &(2)) = (8" (=) - @A(i))”// < Ay (2, %) + Ag(z, %) + Ao(2, 7) (8.42)
where
A7) = [[(2 ) (P (@) = ) (B (8))) = (B (Bu(@)) = Dy (Du(@)))|,
Ao, %) = (270 (Pu(@)) = By (Bu(@))) = (@ (D5 () = D (25 @))|)
Ap(#,7) = |27y (P (@)) = @ (Bu(@))) = (@7 (DL (@) = P, (25 @)

Applying (8.20) to ®f(,), we get
o _ _ _
Ay (2, 7) = (W) ||@u(2) = B (@) + 16k3 || B (2) — D (3)]]
1+% ﬁ — — ~ 211 = — ~
< (hL ) 12 0) = 8@, 168 2 ) - B
and then, applying (8.19) and (8.22) to ®,,, we get
- 145 T2 gF1+2 2, 5t -
Ay(z,8) < | h) k1||:1c Z|lo + 16k3h P |2 — oo (8.43)

Claim 1. We have

Ay(z, %) < 16k2h’““4 llz — |l + 16°k1 k5 ||z — Z||, (8.44)

Proof of claim 1. Since ||z — Z|| , = 0, we have @ﬁ(x) = @ﬁ(i) (we use here that k;(z.) = ki (&.) and
formula (4.6)). Hence,

Ag(z,7) = || 854y (D)) - M(cb @),
< Llpf(f(w) |®.,(z) - <I>w(:r)||// using Proposition 7.3
< Lipp(f(@)) [|(®u(@) - @u(8)) - (@2 (2) - 25(@))||

1
< Lip, (7)) (W Nl = #ll + 168 [l = 211 using (5.20)

1
< 16k§hf*“ llz = &l + 16°ki k3 ||z — %] | using (7.3)

< 16K T [l — 3|, + 16°K22 [l — 2],

Claim 2. We have

Ay(7,%) < 16k2h’““4 |z = #||o + 16 X 34 x 128h kiks ||z — 7o (8.45)

Proof of claim 2. Using formula (4.6), we get that

(®Fy (@ur(2))),
( f(w)((I) (l’)))

(P (2u(2))), = T ((2u(2)),)
(27 @5@D), = F((25@),)

II II
/—\ A
—~

A
€ €
—_

8 8
~— ~
~_ —
a Q
e —

Hence,
A5(5,) = |(F((8(2),) = F((2u(@),)) - (F((82(D),) - F((32(),))]

Recall that & = (&, Zs,, Zs,, 2.) and T = (Zy, &y, , Ls,, T.). Define

D it (D (Ey, Ty, sy, 1)),

S17
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and define analogously
Ot (@ (T sy By 1)),

Remark that @f(t) = f(t). From now on, assume that &, # 0, &,, # 0 and &, # 0 (these cases can be
obtained by continuity once inequality (8.44) is obtained in the general case). Using this assumption
and the fact that for all t € [&.,z.], k1(t) = ky, ka(t) = ko and ky(P.(t)) = ko, we get that all the
derivatives exist in the following formula :

aaaa) = | [ (o) @a- (7o) (i
- | s @ - (82) F (310)
<I, +1, (8.46)
where
n=| [ et - (22) @] [Feeuo]
L =| [ |(@2) @] |F @ - Falon)] al

On the one hand, estimate (8.20) with ||# — Z|| | = 0 gives

@) - (32) (0] < nE7
Moreover, using Proposition 7.3, we get
o . z 2
| F'(®c(6)] = Lip;(F(w)) < 16k}
Hence,
I = 16k2hk”4 lze = 2| = 16/@211“*4 llz = ] o (8.47)
On the other hand, using Proposition 7.3, we get
— I
(@) @] = |F®)| < 16kt

and
|7'(@:(1)) = F(®2(1))] = Lipp(F(w)) |2c(t) - 82 (1))
Using (8.18), we get
|7(@c()) = (@2 (1))] < 128k x 34h ]

Hence,
I < 16 X 34 X 128k ki ki |7, — .| = 16 X 34 x 128h  k1k5 ||z — 7o (8.48)

Plugging (8.47) and (8.48) into (8.46), we get that claim 2 holds true. O
Plugging (8.43), (8.44) and (8.45) into (8.42), we get

2 > > A 2 A,
W@@y«w@y%¢(m—¢(@ﬂbs
_1
1+5L\ kova k42,2 2 ]; k1+4 4,3 ~
N A2 L 16kah P + 32kah [ + 16 X 34 x 128K k1K | |7 = #|o

+ 16 k7K ||z — 2|,

We are left to prove that, for all C' large enough,

T4 1
(hl )k g2y 16k2h + 32k2h’°“4 +16 X 34 x 128h kiks < hml + R
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Let us give some details for the first term (computations are similar to the ones detailed in claim 3
below) :

1+ ghat2 k42 Tk k42,2 35k _aokits g o2k
(hL ) M2 k2 T b2y T o2 0EE ok ok T

4 ~2k1k2
3k
4 1

<e 25 k2 Se(

<e(

1 1 1
zklhr—,kz 2+31n(4)—%c)k1h725k2 2+31n(4)—%c)h725k2
L = 1 1

Hence, for all C' large enough,

1
1 ko+4 1 25k 1 26k
(h; ) 2 4k1+2k1 < 1—0h Py < _()h otz

Conducting similar computations for the remaining terms, we get that estimate (8.11) holds true for
all C large enough.

Proof of estimate (8.12). We have
[@(2) = &(@)]| | = 1€ () (P (2)) = @y (2 (3))],
so, applying (8.21) to ®f(,), we get
|e) - @),

> K (F()) |80 () = ()], - ()= |<i> (2) = 0 (7) ||, = hCs || B () = ()|,

_ - 1+ B Ax o= -
2K (f(w)) || ®u(z) = ,(2)]], ( ) [ @0 (2) = @, (2)] o = hC6 || @ (z) = ()| (8.49)
Applying (8.19), (8.21) and (8.22) to ®,, and plugging the estimates obtained into (8.49), we get
|62) - 6@, 2 K F)E @)l = 3, =Ky FDAT™ lle = oK (F)hC e = 311
" # .
()T e = 2l - RO -l

SO

[@(2) = 8(@)||, 2 Kp(F)E () lle - 2],

1
P = WA R LA T SN .
Kf(f(w))h + Ky (f(w))hCs + | b 4 k1 + hCsh? |||z — 2|l (8.50)

Plugging (8.3) into (8.50), we get

|@(2) = 8(@)||, 2 Kfllz =2l = (K (f(@))hCs + e(w, h1)) |z = 2l (8:51)

1 k1 .
where e(w, hy) = K¢(f(w))h|"™ + (hJ_ B )k2 ghar2p2 hCsh?® . By definition of h,

.. 1K;-K,
L
SO
361 Kf - K,
K W)ACy < using (7.2
f(f( )) 6 254 1+% g( )
1K - K,
<=1 — (8.52)
1+g
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Claim 3.
lim supe(w,hy) = (8.53)
C-+ w,hy

~Csa(w) _ e—c(k%+k§+k§+k;‘)

Proof of claim 3. Recall that 0 < h <e . Using (7.2), we get

1 4
36 o 36 _¢xL 36 _c
Ki(f(w)h™ < kvl < —e Okl < —e
7 (£ () 25°¢ 25 25
Moreover,
1
14+5L \ Fora 1 kPR3 _~2k1ka 2
(h¢4) <hP P e <o <5 h
o) .
1+ 5L\ ka+a _ _2 _2
(h; 1 ) 2 k1+2k <. Clc143kle2lc1 _ e(2+31n(4) 20)k, < 62+31n(4) 2o
and finally,
P o]
hC’th’ < hCge 28
Hence, claim 3 holds true. O

It follows from (8.52) and (8.53) that, for all C' large enough, we have

A

K (F(@))hCy + e(w,hy) £ ——

o2

Plugging this inequality into (8.51), we get that estimate (8.12) holds true for all C large enough. This
concludes the proof of Proposition 8.2.
O

8.3 Shadowing of a heteroclinic chain along an era
Let w € ]1,2[\Q. Recall that <I>; = ®;0---0d,. The heteroclinic chain starting at P hlts successively
the local sections S;2, S5, ..., Sk (w)-1 @t the points o (P ) o7 (P h) @kl(w) 9 (Psiil). If

x € S}, is close enough to P:’ﬁ, then the orbit starting at 2 will hit successively the local sections S}2,
Sot, .., SZi(w)_l at the points ®; (z), ®7 (z), ..., ¢;:.1(w)_2 (x). The following proposition provides
an upper bound for the distance between the intersection points @;_1 (Pjh) and q);_l ().

Proposition 8.9 (Shadowing along an era). There exists a constant Cy = Cy such that the property
below holds forw € 11,2[\Q, i € {1,2} and0 < e < 1. Letx € Susf’h where h = (?L,e_css4(w)7e_c882(w)),
If

”1: — leﬁ < 66_09(k1(w)4+k2(w)4+k3(w)4)

then, for any 1 < j < ky(w) — 1,

S 7 —-n C fj(w) ]
@51y = @5 (P || = e () ™) ™ (7 (@) (8.54)
Proof. Recall that m(w) = ming<j<p, (o) m(f (w)) (see (8.13)). Using the inequality (8.15), we get
that there exists a constant Cy = Cg such that for every w = [1;k1, ko,...] € ]1,2[ \ Q and every
1<j <k —1, we have

50k%€_09(k%+k%+k:) (hk—n5)c5f (w) _ (w) < (Ekl—ﬁ5)05f (w) m(fj(w)) (855)

Let 0<e<1,w=[1;k,ke,...]€]1,2[\Qand z € S‘i’;h where h = (ﬁ,e_cgs‘l(w),e_cgszw)). Assume
that

-1

w,

il
e—ég(k%‘*k%‘rkg)

<e€
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Let 1 < j < ky — 1. Using estimate (8.26) with h; = Hx - Pjiﬁ‘li’ we get

5
4
1
—Co(k+ks+ks
< ee 9(1 2 3)

IA

Si
||x - P

w,h

||CI);_1($) - (I);—l (Pj:il>||J_

)C‘sfj(w) m(fj(w)) using (8.55)

IA

€ (ﬁk;ﬁs
Remark that

| Oy (z) - BT, (ijﬁ)”// < || 871 (2) - @4 (@) + ||q>;f‘1 (z) - @, (pjjﬁ)”//

Using estimate (8.31) with i) = Hx - Pjiﬁ”l’ we get

= 4 4 4
||<I>;_1(x) - @;:41 (x)”// < 34]@% ||x - Psih”L < 34]{5%66_Cg(kl+k2+k3)

UJ,

Using Proposition 7.3 on the local Lipschitz constant for the Kasner map, we get
*A * si ﬁl ! Py 2 —Cy(ki+kz+k3)
||¢j—1 (x)—@]_l (P lﬁ)” < Llpf(f ((U)) ||x—P lﬁ” < 16k1€6 oA TR2TRS
w7y 120 IV

Hence, using (8.55), we get

This concludes the proof of Proposition 8.9. O

s, _A 4,,4 ;4 ~ C- I (w .
cb;‘_l(li) _(b;—l (ijﬁ)”// < 50/{3%66 09(k1+k2+k3) < E(hkl 5) 5£7( )m(fj(w))

The next proposition allows one to use Proposition 8.9 twice during a double era.

Proposition 8.10. There exists a constant Cig = Cqy such that the property below holds for w €
11,2[\Q,: € {1,2} and 0 <e<1. Letx € SZih where h = (iAL,e_Cgs“(w),e_Css?(w)), Let ® = @y, If

then,
— — ~ Y 4 I 4 7 4
||¢(ZL‘) _ q)(P:)z;L)H < GC_CQ(kl(f(w)) +ha(f(w)) +k3(f(w)) ) (856)

Proof. There exists a constant Cj = Cy such that, for all k; € N*,
~ 4
gtz ol o (8.57)

Fixwe ]1,2[\Q, i € {1,2} and 0 < e < 1. Let = € Sth where h = (lAL,e_CSS“(w),e_GSSZ(W)). Let
o = @w’h. Assume that

||(E _ Psqz | < 66—01054(40)
whlloo =

Using (8.22), we get
[ = (223, =4 ey [l - £25

< 4k1(w)+2k1(w)266—01054(w)

< 4k1(w)+2]€1(w)Qe_émkl(w)4ee_élo(kz(w)4+k3(w)4+k4(w)4)
~ 4 4 4

< co~Cro(ka(w) ' +ha(w) +ha(w)?) using (8.57)

< o~ Colln (F@))* +hal F@))* +ha(F(w))*)

using the fact that k.1 (w) = k;(f(w)) for all i > 1. O
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The following corollary states that an orbit starting close to a type II orbit stays close during two
eras.

Corollary 8.11 (Shadowing along two eras). Letw € ]1,2[\Q, i € {1,2} and0<e<1. Letx € Siih
where h = (}}7 @_0834@“)7 6_0852(@'))' If

||(E _ PSiA ' < 66—01054(‘*1)
w,h -
then,
Cs 7 (w) ; ) .
) e (ki (w)™) 7 (W) if1s)sky(w) -1
’q)j‘l(x) - ( )”oo Cs ()

m(f (W) if ki (w) < j < ky(w) + ka(w) = 1
(8.58)

(hkez(w )‘"5)

Proof. For 1 < j < ky(w) - 1 the estimate (8.58) is a direct consequence of Proposition 8.9. For
ki(w) < j < ki(w) + ky(w) — 1, it is a consequence of Proposition 8.9 applied to ®(x) (together with
Proposition 8.10 which proves that we can indeed apply Proposition 8.9 to ®(x)). O

9 Local stable manifolds of the double era return map

The purpose of this section is to construct some stable manifolds for the double era return map =9 i

These local stable manifolds play a central role in the proof of our main theorem. In Section 10, we

will prove that any type IX orbit whose starting point lies in the local stable manifold of a point p

will shadow the heteroclinic chain starting at p. In Section 11, we will prove that the union of these

local stable manifolds over a positive 1-dimensional Lebesgue measure subset of the Kasner circle has

positive 3-dimensional Lebesgue measure. Their construction rely on the estimates proven in Section 8.
Recall that for any w € ]1,2[ \ Q,

s3(w) = k1 (w)? + ka(w)? + k3(w)® + ky(w)
sa(w) = k()" + k(W) + ka(w)! + ka(w)"

Recall that we have fixed a constant A in the preceding section (see (8.38) and Proposition 8.2).
According to Proposition 8.2, the double era return map ® is well defined on the set

Sen, C S
well,2[\Q
where h,, = fl,e—C'SSz;(UJ)’e—C‘g@(w) .

Recall that P, = (0,0,0,w) denotes the point (in local coordinates) of Kasner parameter w on the
Kasner interval Ko. Moreover, P~ L = (0,h,0,w) and P52 = (0,0, h,w) denote the intersection points

of the two type II orbits arriving at P,, with the global bectlon S}, (see definition 4.10).
Definition 9.1 (Local stable set). Let w € ]1,2[ \ Q, ¢ € {1,2} and n > 0. We call the local stable set
ofP i of size n and we denote by Wy (P:iﬁ7 é) the set of all 2 € S}, such that for every n = 0, " (z)

is Well defined and satisfies . . ,
- @ (2 )], <

We want to prove that for Lebesgue almost all w € ]1,2[ and for 1 small enough, the local stable
set W, (Pjiﬁ, @) contains a Lipschitz graph.

Definition 9.2 (Rooted graph). Let w € 11,2[ and 0 < a < h. A graph of size a rooted at le}} is a
set v C SZI of the form

def

v = Graph™ (¢) = {(2u, b 2y (2 2s,) ) | (w0 2,) € [0,0]°}

where ¢ : [0,a]* > R is a map such that ¢(0,z,,) = w for all z,, € [0,a]. We define analogously the
graphs rooted at P:QI:L.
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Remark 9.3. We say that v = Graph®' (¢) is a graph rooted at leﬁ because leﬁ = (0, h,0, ((0,0)).

Remark 9.4. Recall from Proposition 3.2 that the local coordinates x,,, x5, and x,, are positive. This
is why the map ( is defined on [0,a]’.

We endow [0,a]” with the sup-norm ||(z,, z,)|| := max(|z,]|, |zs]). The map ( is entirely deter-
mined by v = Graph™ (¢). Recall that & is a constant that has been fixed in the preceding section
(see (8.5)). We say that a graph ~ is §-Lipschitz if it is associated to a §-Lipschitz map (.

We can now state the main theorem of this section, which describes the local stable manifolds of
the double era return map d. We refer to Theorem 9.20 for a version that characterizes the size of
the local stable manifolds. Recall that Cy is the constant fixed in Proposition 8.2 on the double era
transition map.

Theorem 9.5 (Local stable manifolds of the double era return map). There exists a full Lebesque
measure set Qgrapn C 11, 2[ with the following properties. For all w € Qyqp, and all i € {1,2}, forn

small enough, the local stable set W,f (Pjiﬁ, CiJ) of Pjih of size m contains a 6-Lipschitz graph of size n

grap

rooted at P:ih. Moreover, for all x belonging to this graph and allmn = 0,

A ¢2n 5 =
Remark 9.6. Note that ¢~ s Zim ki(@) « o=2Csn Hence, we have a super exponential convergence to
the Mixmaster attractor for the orbits starting in those graphs.

i 2 ; s e T2 ki (w)?
-8 (] < - o

We are going to prove Theorem 9.5 using the so-called Hadamard graph transformation method.
Let us describe informally our strategy, which may not be the most standard one.

The first step is to show that the double era return map d satisfies some hyperbolic properties. We
prove the existence of two invariant cone fields, namely: the unstable cone field containing the direction
tangent to the Mixmaster attractor and the stable cone field containing the direction transverse to
the Mixmaster attractor. The unstable cone field is forward invariant while the stable cone field is
backward invariant. Moreover, the map P expands the length of the vectors in the unstable cone field
and contracts the length of the vectors in the stable cone field. See Proposition 9.8.

Once we know that the double era return map $ satisfies some hyperbolic properties, we can show

that the preimage of a 6-Lipschitz graph rooted at P;zf:)) i by the double era transition map P

is a d-Lipschitz graph rooted at Pjh To make this statement correct, one must carefully choose th

3

Sq
S

size of the graph rooted at P;zij)) ; and the size of the section Szh See Lemma 9.11.
The next step consists in constructing a space I' of families of 6-Lipschitz graphs invariant
by the preimage procedure described in the above paragraph. For Qgapn € ]1,2[ \ Q and

hy Qgrapn — 10, +00[ fixed, define
def T . L
r= {’y = (’vai)weﬂgmph,ie{l,2} | Vw,i is & 6-Lipschitz graph of size h (w) rooted at Pj’ﬁ}

Roughly speaking, the graph transformation ®* : T - I'is defined as follows. For v €T, (é*w)w ; is the

preimage of ¥, ;(.) Py a suitable restriction of the double era return map (i)l s (see definition 9.17).
Our goal is to find a full Lebesgue measure set Qgapn C 11, 2[ invariant by the double era Kasner map

f and a function h 1 ¢ Qgrapn = ]0, +00[ such that the graph transformation ®* defined above is well
defined. See Definition 9.14 and Proposition 9.15.

Using the hyperbolic properties of tf, the graph transformation ®* will be proved to be a contraction
mapping. The standard contraction mapping theorem will provide a fixed point 4 = (’yw,i) el

The final step consists in checking that 4, ; is contained in the local stable set of the point Pjh

for the double era return map d for all w and .

9.1 Cone field invariant by the double era return map

Recall that 6 has been fixed in the preceding section (see (8.5)). This parameter will serve as the angle
of the invariant cone field.
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d (vuj{h,i (z))

Figure 18: Forward invariance of the tangential cone field.
Definition 9.7 (Cones). Let w € ]1,2[ \ Q, h = (ﬁ7hl,h//) with min(h,,h,) > 0, i € {1,2} and
T € SZih. We define the tangential cone at x as

def

/ ~ i ~ ~ ~
V(@) S {zesiyl llo-2ll, <olle-zl,}

As usual in hyperbolic dynamical system theory, we define the interior of Vuf/ ni () as

Int V/

w,h,i

def ~ i = A 7
(@) ey ufeesiyl lle-all, <olle-zll,}

In other words, Int Vf,h,i (x) is the union of the topological interior of Vw//’hﬂ (x) and its vertex {z}.
Analogously, we define the transverse cone at z as

1 def
Vw,h,i (JJ) =

{zesinlllz=-zll,<6lle-zl.}
and the interior of le,h’i (z) as

1 def - ; . R .
Int Vi (z) S {zyu{z eSSyl e —3ll, <o llz -2, }

Recall that K, > 1 is an explicit constant fixed in the preceding section (see (8.4)).

Proposition 9.8 (Hyperbolic properties of the double era return map). There exists a constant
Ch1 = Cho such that the properties below hold for w € 11,2[\Q, i € {1,2}, h = (fz, 6_01154(w),e_0852(w))
and h' = (?L,fz,iz)
(Forward invariance of the tangential cone field) For all x € Sf}fh,

Ny y X

& (V/y,(2)) cInt Vi (0(2)) (9.2)

(Backward invariance of the transverse cone field) For all x € SZih,

((i) Sih )_1 (Vfl(w),h',i(w) (‘i)(x))) C Int le,h,i (x) (9.3)

(Expansion in the tangential cone field) For every x,z € SZ‘;h, ift € Vf’h,i (x), then

[8(2) - 8(@)|| , = K. lle - 21, (9.4)

(Contraction in the transverse cone field) For every x,% € Sz'ih, if &(z) € Vftw).h'.%(w) (@(x)),
then o

~Cy (k1 (w)’+ka(w)”) |

|@(x) - ()|, <e |z — 2|, (9.5)

See figures 18 and 19.
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Figure 19: Backward invariance of the transverse cone field.

Proof. Let C' = 100Cy such that

1 A

_c 1 _
(1 it <o

Fixwe ]1,2[\Q and z,7 € Szi’h (1 € {1,2}). Let h = (6,6—054(@78—6852(&;)) and h' = (

Recall that 6 < 1. Hence,
~ / - -
erw,h,i(x) ”x_x”oo: ||$—Z‘||//
- L - -
T€Vini(z) = |lz -2, = |lz— 2|,

Ezpansion estimate (9.4). According to (9.7a), if € vahﬂ; (z), then

- ~ 1 -
e =l = lle =1, = (14 3 ) - 2l

Hence, expansion estimate (8.12) implies that the expansion estimate (9.4) holds true.

Forward invariance of the tangential cone field (9.2). If Z € Vuf/’h’i (x), then

k1 _ ko )
( 1700 T 100

|@(x) - (@)||, = (7)) llz — & using (8.10)
< ¢ |lo— 3], using (9.7a)
< 0K |d(a) - ()|, using (9.4)
<5 ®(x) - &(a)|| using (9.6)

Va

. p R
Hence, &(%) € Int V1o (8(2)).

(9.6)

h B,ﬁ).

Backward invariance of the transverse cone field (9.3). Assume that ||z — ||, < %Hx—i”//.

Hence,
- 1 -
lz =2l < |1+ 5 |z -2,
As a consequence, the expansion estimate (9.4) remains true in that case:

||<f>(;z:) - é(i)”// z K|z -1,

Hence,

- S ~Csa(w) (105 +165) - .

H(I)(x) - CIJ(:c)”l < (e ) |z = Z|| oo using (8.10)
_c 1

<e 100 (1 + 5) |z -z, using (9.8)

_c 1 112 A .

100 — _ 1
<e (1 + &)Kc |@(x) ‘b(x)”// using (9.9

1
<g’
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Backward invariance of the transverse cone field is a straightforward consequence of (9.10) by contra-
position, i.e. (9.3) holds true.

Contraction estimate (9.5). Assume that ®(F) € Vf#w)_h, i(w) (Ci)(x)) By backward invariance of

the trasnverse cone field, we have T € VwJ:h,i (z). Hence,

||<i>(x) - é(fc)”J_ < (6_084(w))(%+%) |z — Z|| o using (8.10)
< 6_%(}9?%2) [l —Z|| | using (9.7b)
< e_CS(k?Jrkg) |z —Z|| | using C' = 100y
which is the desired estimate (9.5). O

Remark 9.9. Let us describe precisely how we will use Proposition 9.8. The forward invariance of the
tangential cone field (9.2) together with the expansion estimate (9.4) are used two times:

1. To show that the preimage of a §-Lipschitz graph is a graph.
2. To show that the graph transformation is a contraction mapping.

Knowing that the preimage of a &-Lipschitz graph rooted at P;éf:)) i by the double era transition

map ®|g=:  is a graph rooted at P | the backward invariance of the transverse cone field (9.3) implies
Sw h w,h

that this graph is also 6-Lipschitz. This property is essential to show that the set of 6-Lipschitz graphs
families is invariant by the graph transformation.

Finally, the contraction estimate in the transverse cone field (9.5) is used to prove the exponential
convergence (9.1) for a point in a graph constructed as the fixed point of the graph transformation. It
also proves that this graph is contained in the local stable set of some point for the double era return
map.

9.2 Local graph transformation

Our next task is to understand the preimage of a -Lipschitz graph by the double era return map P.
This is the purpose of Lemma 9.11 below. To make the computations in coordinates easier to follow,
let us identify the section S;l with a subset of R?’, forgetting the coordinate xz,, which is constant

equal to A on S;l. More precisely, we identify the point (z,, h, Ty, Tc) € SZI with (z,z,) € R* x R
where x| = (x,,zs,) and z, = x.. We will use the same notation in SZQ, letting z; = (x,,25,). We
will not work in both sections at the same time, hence this notation will not be ambiguous. Remark
that with these coordinates, a graph of size a rooted at PZ}L is a subset v of R? X R of the form

Graph(¢) = {(leyc(xl)) |z, € [O,a:|2}

where ¢ : [0,a]® = R satisfies ¢(0, 2) = w for all z € [0,a].

Remark 9.10. Recall from Proposition 3.2 that the local coordinates x,,, x,, and x,, are positive. This
is why the map ( is defined on [0, a]z.

Lemma 9.11 (Graph transformation over one point). There exists a constant Cio > Cyy such that
the property below holds for w € ]1,2[ \ Q, i € {1,2}, 0 < a < 6_61254(w), d' > qem G @)’ +ha@)) (g
h = (}AL, a, e_cssz(w)). If v is a 6-Lipschitz graph of size a' rooted at P then its preimage by the

flw),n’
double era transition map (I)|S‘”h is a 6-Lipschitz graph of size a rooted at Pjiﬁ. See figure 20.

Remark 9.12. Beware of the fact that, in Lemma 9.11, v denotes a single graph and not a family of
graphs as in the definition of T'.

Before we prove Lemma 9.11, let us state a simple property of the &-Lipschitz graphs.

Lemma 9.13. Letw € ]1,2[\ Q, i € {1,2}, h = (ﬁ,hbh//) with 0 < hy; <h,, a€ ]O,e_égm] and ~y
be a graph of size a rooted at Pjiﬁ. The graph ~ is 6-Lipschitz if and only if for all x € ~,

1
v C Vw,h,i (I)
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. -1 .
s ((I)|Sifh) (Graph (7)) S ) Graph (v)

w, Fw)h'
~ *
0 (‘1) 55'n ) 0
x| N s /\ ox N Si(w)
s LS
o Vw.h,i (Pw,fz,) e Vjﬁ(w),h',i(w) ( f(w)il)
ar// 6:E//
Si Si(w)
Foi Py
Figure 20: The graph transformation.
S; -C Si(w)

Scu,h | o~ Casa(w) R Sf(m),h’ M
| | |
| o i |
! Te----tT| l l

! ~

| S N N G Yo TR
| | | | q)(x)
: : : :
v Ty e Crna®) C((i)(z)i) (),

Figure 21: Interpretation of the map A. If x, = w + e_égsg(w), then ® (&) is on the right side of ~. If

T,=w-— G_OSSQ(UJ), then ®(Z) is on the left side of .

Proof of Lemma 9.13. This is a straightforward consequence of the definition of the cone ijjh’i (z). O

Proof of Lemma 9.11. Take Cy5 = 4Cy; large enough so that for every w € ]1,2[ \ Q,

k1 k

~ 1+ 4+32 ~
N —C'p¢ 4 4 —Cg
0'(6 1294(w)) 852 (w)

+578¢” G2 L (1) ky(w)? < 4e (9.11)

2
Fix w = [1;kq, ko, ... ], 4, a, a' and v as in the statement. There exists a unique map ( : [0, a'] - R

such that v = Graph® (¢). Let h = (ﬁ,a7e_0852(w)>, h' = (iL,iL, iL), % = g, and i = @é .
w, w,h

To prove that (©%)" () is a graph of size a rooted at P:"ﬁ, we first need a technical claim. Define

I = [w _ 6_6852("-’) w+ e—éssz(w)].

Claim 1. Fiz 2, € [0,a]’. Define a map A : I, —» R by the formula
def ( ~s; X
Mz)) = (2% (21,2))) ~C((2"(21,2))),)

The map X is well defined. Moreover, A (w + e_CSSZ(w)> =0 and A (w - 6_0852(“’)) < 0. See figure 21.

Proof of claim 1. Recall that C5 = 4C; = 4Cs. According to (8.8), for every x, € 1,, we have

&5 5 As; E1sky (55
||(I)Sl(xbx//) - ‘I’A’sl(xbx//)nl <ot < e Gl ¢

s 2
This means that (q)SI(J)J_,x//))J_ € [O,a’] . Since 7 is a graph of size d', the map \ is well defined.
Roughly speaking, since x, is “small”, (Ci)si(xl,x//))// is close to f(:v//) and (fi)si(xl,x//))l is close

to (0,0). Using this approximation and the fact that + is a graph rooted at P;E:“)) i We get

A (w + 6_0852(w)) = f(w + e_éss"’(w)) - f(w)
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Using the fact that f is increasing on I, (see Proposition A.7), we get
A (w + 6_0882(“’)) >0

We are now going to make rigorous this computation. Remark that

A (w + 6_0852(w)) = [(fi)s (wLw + e_cgsz(w)))// - f(w + G_OSSZ(W))}
3o ) <] [0 = (3 s 0 )]

We will compare the three terms in the right-hand side of the above equation. Recall from (4.7) that

s, (0, 0,7 (x0)) if ko) 22 o
O (x) = {( 0.0, (2)) if ko) = 1 where z, = [1; ki (x.), ka(z.),. .. ]

Hence, estimate (8.9) gives

’(&)51 (:L’J_,Ld + 6_0852(“’))) _ f(w +e—éss2<w))
I

0, f
h,f

< 578ak; (w) kg (w)’ (9.12)

According to Proposition A.7 about the Gauss transformation, we have the expansion estimate

—Cgsz(w) Cygsa(w)

A(w +e (9.13)

)— f(w)l >4de

Si(w)

(w),h
(3 (), ) =00 (8 (e =) )| o

Since « is &-Lipschitz, it follows that

|¢(0,0) _¢ ((cb (xL,w + 6‘5’852<w>))l)| <6

Moreover, using the fact that v is a graph rooted at Pf , we get

A I}
o (ml,w+e 852 w) ) ||
(o]

<6 ||®™ (IJ_,(U + 6_6852(“))) — oA (:L'J_,w + 6_0832(“)))”
(9.15)
According to the estimate (8.8), we have
H&)sl (zl,w + e_GSSQ(W)) — ¢t (xi,w + 6_6%32@))”L <t (9.16)
Putting together (9.14), (9.15) and (9.16), we get
‘f(w) - C((‘i’éi (xl,w + e_égsz(w)))L” < 6a1+%+%2 (9.17)

It follows from (9.12), (9.13), (9.17) and (9.11) that

‘(@Sl (xl,w + e_égszw)))// - f(w + 6_6882(“}))‘ + ’f(w) - ((ti)sb (J;l,w + e—@ssz(w)))ln
A(w + e_égsz(w)) - f(w)|

<

Hence, A (o.) + e_éssg(w)) and (f(w + e_égsz(w)) - f(w)) have the same sign. Since f is increasing on

I, we get that A (w + 6_6882(w)) > 0. The arguments are analogous for A (w - B_CBSQ(UJ)) O

Claim 2. (®*)7' () is a graph of size a rooted at P:ifl.
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Proof of claim 2. Fix x| € [0, a]z. First, let us prove that there exists a unique x, € I,,, denoted by
(6°1)*¢(x ), such that &% (z, x,) € 7. This will show that

(8%) () = {2 ()" C(2)) | 21 € [0.0T°} = Graph” ((&%)"C)

Remark that for = (z,,2,) with z, € I,
P (x) €y = (V@) =¢((27(),) = Mz))=0

Since ¢ is 6-Lipschitz and % is continuous, A is continuous on I,. According to claim 1 and the
intermediate value theorem, there exists , € I, such that A(z,) = 0.
Let z,,%, € I, such that A(z,) = A\(Z,) = 0. Set z = (z,,z,) € Szih and z = (x,,2,) € Sfj,h'
By definition of the tangential cone, we have
~ Y
TE€Vyn, (x)
and by forward invariance of the tangential cone field (see (9.2)), we get

55 ( ~ V4 554
©7(E) € Vi wiiw) (¢7(2))

Moreover, ®*'(z) and ®°(Z) both belong to v which is a ¢-Lipschitz graph so Lemma 9.13 implies
that N

28/~ 28

B (2) € Vigy ity (27 (@)

It follows that R .
% (z) = % (x)

Using the expansion estimate (9.4) in the direction tangent to the Mixmaster attractor, we get x, = .
Let z € [0,a]. We have

C((#7(0,2).0)) ) = €(0,0) = f(w) = (87((0,2).)),

Hence, ®*'((0, z),w) € 7. By uniqueness, we get that (®°)*¢(0,z) = w. This concludes the proof of
claim 2. O

Claim 3. (&*)7' () is a 6-Lipschitz graph.
Proof of claim 3. Let 2,4, € [0,a]*. Set
25 25;\—1 ~ ~ 28 ~ 25iy—1
v= (2, (8)°¢C(21)) € (@) (v)  and  F=(21,(®V)¢C(3L)) € (7)) (7)
The graph ~ is 6-Lipschitz so Lemma 9.13 implies that
T 1 28,
% (2) € Vit wite) (27 ()
and by backward invariance of the transverse cone field (see (9.3)), we get
T e Von (o)
Using Lemma 9.13 once again, we get that (®*)™" (v) = Graph® ((@S)*C) is 6-Lipschitz. O

This concludes the proof of Lemma 9.11.

120



9.3 The set of admissible points for the graph transformation

According to Lemma 9.11, we have a graph transformation over one point w € ]1,2[ \ Q, pulling-back
a graph rooted at P W)

set Qgrapn C ]1,2[ \ Q, called the set of admissible points for the graph transformation. To do this,
we need to iterate the procedure described in Lemma 9.11. This means that the set Qg,p, must be

. Recall that our goal is to define a graph transformation over a full-measure

invariant under the Kasner double era map f. Hence, it is a union of orbits (w, f(w), f2(w),...).
Roughly speaking, the idea is to attach a graph to each point w € {24,,1 and to replace the graph

rooted at Pjiﬁ by the preimage of the graph rooted at szw)) i by the double era return map d. If we

go into the technical details, there are two sections S.' and 5.2 above each point w € Qgraph S0 we
need to consider two graphs rooted at each point. Let us temporarily simplify the discussion by acting
as if there were only one section, say S.,.

The graph transformation acts above the orbit (w, f(w), f*(w),...) as follows: for all n = 0, the

graph rooted at P3, ()b is replaced by the preimage of the graph rooted at mel (). by the double era
return map. Informally, the graph transformation is well defined above the orbit (w, f(w), f*(w),...)

if there exists a sequence (ay,)ns0 Of positive real numbers such that for any family (v, ),»o where 7,
is a d-Lipschitz graph of size a,, rooted at an(w) ;,» the following property holds: for all n > 0, the

preimage of the graph +,,,1 by the double era return map defines a &-Lipschitz graph of size a,, rooted

at an(w) ;- Remark that for all n > 0, kr(f™ (@) = kona1(w), ko(f"(w)) = kopso(w), etc. Hence,

Lemma 9.11 gives a sufficient condition: if there exists a sequence (a,,)p=0 of positive real numbers
such that for every n = 0,

a, < 6—61254(1?%(00)) — e—élz(k2n+1(W)4+k2n+2(w)4+]€2n+3(w)4+k2n+4(w)4)

and

_CS(k2n+l(w)5+k2n+2(w)5) 68(kl(fn(w))s"'kz(fn(w))B)

ane =ape < Qpe1

then the graph transformation is well defined above the orbit (w, f(w), f*(w),...). This leads to the
following definition.

Definition 9.14 (Admissible points for the graph transformation). Let w € ]1,2[ \ Q and h; > 0.
We associate with w and h; a sequence (a,,(w,h|))ns0 defined by

{ ag(w,hy) =hy

= 5 5
an+1(w,hl) — an(w7hl)6—cs(k2n+1(w) +hani2(w) )

We say that w is admissible (for the graph transformation) if there exists h; > 0 such that for every
n=0,a,(why) =< e Cr2sa ) g g admissible, we define
hy(w) - sup {hJ_ >0|Vn=0, a,(w,h;) < 6—01234(f”(w))} (9.18)

We denote by Qgapn the set of all admissible points in ]1,2[ \ Q.

Proposition 9.15. The set of the admissible points is invariant in the future and the past by the
Kasner double era map, i.e. f_l(ngph) = Qgraph-

Proof. One can remark that for every w € ]1,2[ \ Q, for every Ay > 0 and for every n = 0,

ay (f(w),a1(w, h1)) = aper(w, hy) (9.19)
Proposition 9.15 is a straightforward consequence of formula (9.19). O

Recall that w € ]1,2[ \ Q is said to satisfy the moderate growth condition if

n
kn+4(w)4 = Op—+oo (Z kz(w)s) (MG)
i=1
Also, recall that the moderate growth condition is Lebesgue generic (see Lemma A.1).
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Proposition 9.16 (Genericity of the admissible points). Any point w € ]1,2[ \ Q satisfying the
moderate growth condition (MG) is admissible. In particular, Qgqpy s a Lebesgue full measure subset

of 11,2[ \ Q.
Proof. Let w € ]1,2[ \ Q. Observe that

~ 2n 5
an(w7 hJ_) = hJ_e_CS Zi:l Falw) 5

As a consequence, w € gy, a8 SOON aS

2n
sa(f"(w)) = 0nroo (Z ki(w)"> (9.20)
i=1
On the other hand, (MG) clearly implies (9.20). O

9.4 Global graph transformation P*
Now that the set Qgpapn and the function hy : Qgraph = 0, +00[ are defined, recall that

def
P =y = (o) pen

Beware of the fact that in this definition, - is not a graph but a family of graphs.
For w € Qgyaph, define a “canonical” triplet of parameters

ie(1.2) | Vw,i is & 6-Lipschitz graph of size h (w) rooted at Pjh}

graphs
flw def (?L, ﬁl(w), 6_0852(“)))

The double era return map defines a natural transformation d*:T -T.

Definition 9.17 (Graph transformation). The graph transformation ®* : T - T is defined by the

formula 1
(i)*y)w’i def (ci) S ) (Vi)

for all v € T, all w € Qgpapn and all i € {1,2}.

Proposition 9.18. The graph transformation O*: T - T is well defined.

Proof. This is a straightforward consequence of Lemma 9.11 and Proposition 9.15. O

9.5 Local stable manifolds of the double era return map

N 2
For v € T', there exists a unique family of maps { = (Cw’i) where (,, ; is a map from [O, hi (w)] to R
and v,,; = Graph® ({, ;). We will denote v = Graph ().

We endow I" with the distance

dgraph (Graph (C) 9 Graph (6)) d§f sup ||Cw,i - é:w,i ||oo7[0,fu_(w)]2

WEQgrapn,1€{1,2}

where
def

||Cw,i - 5W»i||oo,[0,le(w)]2 = sup ) |<w,i(mL) - 5w,i(xJ_)| .
zLE[OJALl(w)]

Remark that (F, dgraph) is a complete space.

Lemma 9.19 (Fixed point of the graph transformation). The graph transformation ®* is a contraction
mapping of the complete metric space (F, dgmph) with

) 1
Lipd*< — —
P K.(1-62)

As a consequence, & admits a unique fized point in I', denoted by 4 = Graph ((A)
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Proof. Let v = Graph (¢),% = Graph (E) € I'. We are going to prove that

1

2 % 2k ~
dgraph((b v, ® 7) < mdgraph (7.7)

If we denote Graph(‘i)*C) = i)*v and Graph((i*gt) = é’*’y, then it is enough to prove that for all
W € Qgrapn and all 7 € {1,2},

[CRIMECAIN

Let w € Qgapn, © € {1,2} and y € [0, h, (w)]’. Consider two points with the same first coordinate:

1 ~
oo [0hn )] = K (1=57) I¢seanicn = Cf(w)ﬁ(wHoo,[o,m(ﬂw))f

(9.21)

= (y (97¢)... (y)) € (™)., 2= B(2) € V(w)itw)

T = (y, (‘i)*f)w (y)) € (‘i’*ﬁ)w Z=0(2)€ Vi (w),i(w)

Since ¢, = &, we have ||z — Z||| = 0. It follows that & € Vuj/ﬁ ; (). By forward invariance of the

tangential cone field (see (9.2)), we have zZ € V7

)b pen i) (z) which means
lz=2ll =6llz-2ll, (9.22)
Hence,
lz-zll, = |Cf(w),%(w)(ZL) - éf(w),i(w)(gl)|
= [Crtonitor (21) = Gitn it G| + || Cansicer = 5f(w)i(w)||0<,,[075L(f(w))]2
<6|lz—-ZlL + Hcf(w)ﬁ(w) - <~fA(W)ﬁ(MHoo’[o,in(f(w))]z
< 6% Mz =2l + || Cwnite) = Cenice) ||oo7[oju(f(w))]2 using (9.22)
or equivalently
2=z, = ﬁ ¢ Fenite) = 5f<w),a(w)||oo,[0,gl(f(w))]2 (9.23)

Recall that Z € Vuf/ﬁ ; (z). By expansion in the tangential cone field (see (9.4)), we have

||Z - 2”// = Kc ”'7; _5:”// = Kc

(87¢),,, (=) = (87C),, (w1)] (9.24)
Using (9.23) and (9.24), we get

. e 1 5
(@*C)w)i (x1) - (‘D*C)W (IJ_)’ < K(1-39) HCf(w)ﬁ(w) - C.f(w),%(w)||oo7[07ﬁL(f(w)):|2

Hence, (9.21) holds true. According to (8.5), K. (1 - 62) > 150 ®* is a contraction mapping. Using

the standard contraction mapping theorem, we get that ®* admits a unique fixed point in I'. This
concludes the proof. O

Theorem 9.20 (Local stable manifolds of the double era return map). For every w € Qgpqpn and every
1 € {1,2}, the local stable set of P:iiz of size hy (w) contains a Lipschitz submanifold of dimension 2.
More precisely,

’A}/cu,i c WS

oy () (owfa’ @)

Moreover, the convergence is exponential in the graph: for every x € 4, ; and everyn = 0,

6_é8 Yo ki(w)®

") - " (P )|| = e - P

|l (9.25)

123



Proof. Let w = [1;ky,ko,...] € Qgraph, ¢ € {1,2} and z € 4,,; = Graph®™ (fwz) By definition,
5y = *4. Hence, for every n = 0 and every j € {1,2},
 (Apnw13) C A1 icfr (@)
Using the fact that 6fn+1(w)7;(fn(w)) is &-Lipschitz with 6 < 1, we get that for every n = 0,
A S
Aot @) itf @) © St (o) b e,

By induction, we get that for every n = 0, " () is well defined and belongs to an(w) B’

Let n = 0. Since ""'(z) and <I>n+1( ) both belong to 4 n+1(4)i(fn(w)), it follows from
Lemma 9.13 that . .
n+ 2 n+ S;
(2) € Vi oymacreon (27 (B25))

where h' = (71 h, 71) Hence, the contraction estimate (9.5) in the transverse cone gives

&7 @) - (P2 < |8

_ (i’ﬂ ( i || k2n+1 +k?2n+2) (926)
Moreover,

2n+l sn+l S;
[ @ - (r23)], -

A(fr () ((‘i’m(x)) ) = (it ) ((‘I)M )) )”
" (1) - "”( )” (9.27)

Using (9.26), (9.27) and the fact that & < 1, we get that for every n = 0,

’ Ci)n+1(x) n+1 ( )H k2n+1+k2n+2)
00

By induction, we get that for every n = 0,

am .
o le

(P ‘ <I>) and the convergence is exponential in the graph. This concludes the proof

s&l

e" (Pjh)“J_

~ 2n 5
o~ Cs X i) (9.28)

.

Hence, z € Wh (@)

of Theorem 9.20.
O

9.6 Continuity of the local stable manifolds

We want to show that the graphs 4, ; depend continuously on w € Qg.pn. Equivalently, we can
show that the maps (,; depend continuously on w € g,pn. Now remark that if P? ll and P o
are close to each other, then ¢ = j. Hence, we can fix ¢ = 1 and discuss the regularity of the map
(liwe Qgraph Con-

Recall that for all w € Qgapn, CAWJ : [O, hy (w)]2 — R is a 6-Lipschitz map such that éw,l(O, 2)=w
forall z € [O, h l(w)]. We want to compare two different maps wa and 6@71 when w and & are close to-
gether. The most natural way to compare éw,l and 5@,1 is to restrict them to [O, min (ﬁl(w), hy (@))]2
and then to use the sup-norm. We do not want the function min (ﬁ L(w), h l(&;)) to collapse to 0 while

@ tends to w so we will restrict ourselves to points w that satisfy ﬁl(w) > h, where h; > 0 is an
arbitrary fixed number. This leads us to define the following subset of Qgyapn:

Qgraph (hJ_) = {w € Qgraph | BJ_(UJ) z hJ_}

One should note that Qgpapn = U,s1 Qgraph (%) According to Proposition 9.16, for A, small
enough, Qgyapn (b)) has positive Lebesgue measure. In the following proposition, Lip,, | denotes the

set of all real valued &-Lipschitz maps defined on [0, h ]*.
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Proposition 9.21. For every h; > 0, the map éth tw € Quugpn (hy) = (@,1) € Lip,, is

|[0,h, T?
continous for the sup-norm topology on Lipy, .

Proof. Let € > 0, hy > 0 and w = [1;ky,ko,...] € Qgrapn (). We are going to show that there
exists 77 > 0 (depending only on e and w) such that for all @ € Qgpapn (A1), if |w—&| < 7, then
||CAW)1 - 65%1”00 < ¢ (where the sup-norm is to be understood over [O,hl]z). Let v = Graph (¢) € T

be the “constant” graph family, defined by (. ; = z for all z € Qyyapn and all 7 € {1,2}. Since d* is a
contraction mapping (see Lemma 9.19), there exists an integer n such that

dgraph (’3’7 ((i)*)n ’Y) =¢

From now on, we fix such a n. Denote (@*)n ~v = Graph ((&)*)n C). We then have

1o~ ol
<[lc = (@) )+ @) ), = (@) L+ (@) o)., - e
=[|((87)"¢).., - ((87)"¢)..,

One can remark that for every Graph (A) € I" and every z, % € Qgapn (h 1) close enough, we have

”((i)*A)zJ - ((i)*A)z,l

1
K.(1-62)"
just needs to check that if Z is close enough to z, we can indeed use the invariant cone field from
Proposition 9.8. Now remark that if & is close enough to w, then for every 0 < j < n, /(@) is close
enough to f’(w) so that estimate (9.29) holds true with z = f/(w) and Zz = f/(©). By induction, we
get

[(CRIIE (CORI

| (%9

+ 2¢

| [o9)

|oo,[0’hl]z < MA i = A 00,0, e~ Calkr (2 ater®) (9.29)

where \ = This inequality follows from the very same argument as in Lemma 9.19. One

|w,[0,mz <X [[¢miczron = Cfﬂ(a)ﬁ(f”-l(a))||w7[0,hle-c~sz§;a i

<\ "(w) - (@)

Moreover, if @ is close enough to w, then

) = Aty and @) = TR (@)

Hence, using Proposition 7.3 on the Kasner map, we get that

2n
65 = (6l = o F0) -

Take > 0 such that 7 (/\” Hffl 16ki2) <e If lw—@| <7, then

||Cw,1 - Q:;,l”oo < 3e

which concludes the proof. O

10 Shadowing of heteroclinic chains

If p is a point of the Kasner circle %, let us denote by Shad(p) the union of all the type IX orbits in
%" shadowing the heteroclinic chain % (p) starting at p. Recall that w € ]1,+0o[ \ Q satisfies the
moderate growth condition if

kn+4(w)4 = Op—+oo (Z kz(w)s) (MG)
i=1

We are now ready to prove the first part of Theorem 1.9 stated in the introduction. Let us recall the
statement.
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Theorem 10.1 (Theorem 1.9, first part). Let p be a point of the Kasner circle. If w(p) verifies the
moderate growth condition (MG), then Shad(p) contains a 3-dimensional ball Lipschitz embedded in
the phase space B .

We will reduce Theorem 10.1 to a more technical statement, see Theorem 10.4 below. Let us recall
some notations. For any w € ]1,2[ \ Q, we denote by P,, the unique point belonging to the Kasner
interval Ky whose Kasner parameter is w and by H (w) the heteroclinic chain starting at P, (see
definition 2.7). Recall that 4 = (4,, ;) denotes the fixed point of the graph transformation, that is, the
graph family invariant by the double era return map & constructed in Section 9. Roughly speaking, we
will prove that the orbits starting in 4, ; will shadow the heteroclinic chain H (w) (see definition 1.4).
In practice, we need to impose a stronger condition on w : the moderate growth condition (MG).

Definition 10.2. We denote by .4 the set of all the points w € ]1,2[ \ Q satisfying the moderate
growth condition (MG).

Proposition 10.3. Q04 C Qgapn (see definition 9.14) and Qgpqeq is a Lebesgue full measure subset
of 11,2[ \ Q. Moreover, if w € Qgpqq4, then

2n
k2n+1(w)4 + k2n+2(w)4 + k2n+3(w)4 + k2n+4(w)4 = On—+oo (Z ki(w)5> (10.1)

=1

Proof. The first part of Proposition 10.3 is a direct consequence of Proposition 9.16 and Lemma A.1.
The fact that (MG) implies (10.1) is straightforward. O

10.1 Shadowing theorem

Recall that 4 = (4,,;) denotes the fixed point of the graph transformation. Recall that the type IX
points are those satisfying, in local coordinates, the condition

T, >0, zg >0, Ts, >0

1

In particular, any point in the interior of 4,, ; is of type IX. Recall that Shad(w) is the union of all the
type IX orbits in B" shadowing H (w).

Theorem 10.4 (Partial description of the shadowing sets). For every w € Qgu.q, every i € {1,2}
and every point qy € 5_1 ('Ayw,i) of type IX, the orbit of the Wainwright-Hsu vector field starting at
qo shadows the heteroclinic chain H (w). In particular, the shadowing set Shad(w) contains a 3-
dimensional injectively immersed Lipschitz manifold, namely the set

{X"(q) with g € € (Au,:) N Brx and t €]t_(q), t.(q)[ }

where X' is the flow of the induced Wainwright-Hsu vector field X, and Jt_(q),t.(q)[ is the mazimal
domain of definition of the orbit of q for this flow.

Proof of Theorem 10.4. The proof relies on the following ingredients: Theorem 9.20, Proposition 8.10,
Proposition 8.9, Proposition 6.4 and Proposition 5.9. To make the proof easier to read, we will
sometimes identify a point in U C B with its image by the local coordinate system &. Let w =
[1; k1, koy...] € Qenad, i € {1,2}, qo € " (4w.i) be a type IX point and g : t ~ g(t) be the forward
X-orbit of ¢q.

Our goal is to prove that ¢ : t — ¢(t) shadows the heteroclinic chain H (w). Recall that H (w)
is the concatenation of the type II orbit Op _p, = with (’)pf(m_,pr(w) and so on. Hence, the orbit

(Wn)nso = (w, f(w), FPw), ... ) will play a fundamental role. It will be convenient to gather the terms
of this sequence by eras, that is, to look at it as the double sequence

(wi)gner, = (Woo =w,wo1 = f(w),...,wo k-1 = A7 w),
wio = (W) wrg = FUF@)), e swrper = 27 (F(w)),
wao = [ (w),wan = F(FA(W)),...)
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where
E,={(G.)eN"[0=1<kj -1}

is endowed with the lexicographical order. We will alternate between those two points of view, using
the increasing bijection ¢ : E, — N defined by

J
PG ) =1+ Yk
m=1

In other words, we associate with any formal sequence (ay,)nen & sequence (a;;)(jyer, Where a;; :=
ay(;,1) and conversely.

According to Theorem 9.20, ¢o belongs to the local stable manifold of Pjih of size iLJ_(UJ). In
particular, ' (go) is well defined for all j = 0 and, a fortiori, i)%(qo) is also well defined for all j = 0.

Let Ty o = 0, 11,9, T2 0, - . - be the successive times when the orbit ¢ intersects the section Sj,. For j = 0,

—C’ls Ajw 7 —C‘sz Ajw s
define h,J_72j70 =e€ osa(F7( )), h2j,0 = (h,hl72j70,€ ss2(f7( ))) and SQj,O = Sfj(w),h%’o.

Claim 1. For all j 2 0, X™°(gy) € Sy, 0.

Proof of claim 1. Recall that lA”Ll(w) < hy 9,0 and CA(N' is 0-Lipschitz, hence the claim is trivial for j = 0.
For j = 1, remark that

T, . ad S3fi-1(y 2 A s
X720 (go) = 7 (go) € Graph™ /') (ij(w),i(fj’l(w))) c Sfj(w),f,fj(w) C 5250

—0934(f2j+1(w)) h2,+1 0:= ( _6832(f2j+1(w)))
’ J+1,0 =7

FOI‘j = 0, define hJ_,2j+170 =e h, hJ_,2j+1,07 e and 52j+1,0 =

9

29 (w),hgjn 0

Claim 2. For all j 20, X™°(qy) € Sp;41.0-
Proof of claim 2. This is an immediate consequence of claim 1 and Proposition 8.10. O

e NG (P (w »
For j > 0and 1 = [ = kjuy — 1, define by, = (Rkyis) ™ T m(r (P @), by
(ﬁkj_ff, hL’j’l,hJ_}j’l) and S;; = S;z(fj(w»hj,l. Let 5 = 0. According to Lemma 8.8 and Proposition 8.9,

the orbit segment [XTj’O(qo),XTj*l’o(qo)} passes through all the sections S 1, Sj2, ..., S;

j —1 in
that order. We denote by

kj+1

Tjo<Tj1 <+ <Tjp,,-1<Tji1p

the successive first times 7} ; such that XT“(qO) € S, forall 1 <1 =< k;,; — 1. More precisely,
Tjy <+ <Tjg,, -1 are defined recursively as follows

Tj,l = min {t > Tj70 | Xt(QO) € Sjal}
Tjo = min {t >Tjq | X'(qo) € sz}

. t
Tjk;.,—1 = min {t > Tjgy-2 | X (q0) € Sj,kjﬂ—l}

Let (P,),,»0 be the sequence of the successive intersection points of the heteroclinic chain H (P:h)

with the sections Sy, Si, etc. According to Proposition 8.10, if XTzf’O(qo) is close to Pyj o (relatively
to the size h, 950 of the section Sy;( in the direction transverse to the Mixmaster attractor), then

xT2+10(40) is close to Psji1,0 (relatively to the size h) 5;.1,0). More precisely, if

||XT2j’O((J0) - Pzg‘,o“oo -
=€

hi2j.0
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with 0 < € < 1, then
||XT2j+1’O(QO) - PQj+1,0HOo -

hy 25410

According to Proposition 8.9, if XTj'O(qO) is close to P; (relatively to the size h, o), then, for
every 1 <l <kjuq—1, x5 (g0) is close to P;; (relatively to the size h, ;). For (j,1) € E,,, define

h ifl=0
hjylz .- Ms
hk,.y ifl=1

J

and .
* n
tn = Tn+ Teng) (X ((10))

where 7" is defined in Proposition 5.9. According to Proposition 5.9 together with Proposition 5.1 and
Proposition 6.4, if x’tn (qo) is close to P, (relatively to the size h, ,,), then

1. Xt"(qo) is close to Pyn ().

2. The orbit segment [XT" (q0), XT"”(qO)] is close to the heteroclinic chain segment [P, P,.1] for
the Hausdorff distance.

Hence, we are left to prove that the ratio between |’XT2j’°(qo) - ng)[)”oo and hy 250 tends to 0 as
Jj tends to +00. One can rewrite (9.25) as follows:

||XT2J’O(QO) - sz,OHc>o < |lgo = Poll L e Gt Loter Ko

Hence,
||XT2j’O(QO) - PQj,OHOO

hy2j.0

= rJ _A 23 5
< ||q0 _ PO||J_6CIOS4(f (W)=Cs ¥ 1 km

To conclude, recall that w € Qgp.q. Equation (10.1) implies that

c~'1054(fAj(UJ))—éS 23:1 kS’m, =0

Hence, the orbit ¢ : ¢ — ¢(t) shadows the heteroclinic chain H (w). This concludes the proof since
Shad(w) is clearly invariant by the flow of the Wainwright-Hsu vector field X O

Proof of Theorem 10.1. Let p be a point of the Kasner circle such that w(p) verifies the moderate
growth condition (MG). One can find an iterate .#’(p) such that w(.#’(p)) € 11,2[ \ Q. Moreover,
Shad(p) = Shad(.#’(p)) and w(.#’(p)) verifies the moderate growth condition (MG). Hence, one can
assume that w = w(p) € 11, 2[ \ Q without loss of generality. According to Proposition 10.3, w € Qghad-
Remark that 4, ; N Brx is a 2-dimensional Lipschitz manifold. Since the local coordinate system ¢ is
a diffeomorphism, it follows that

£ (Bwi) N Bix

is a 2-dimensional Lipschitz manifold as well. According to Theorem 10.4, for all point ¢y € 571 (’ywﬂ-)
of type IX, the orbit of the Wainwright-Hsu vector field starting at gy shadows the heteroclinic chain
H (w). In other words, denoting by ]t_(q),t,(¢)[ the domain of definition of the orbit of a point g for
the Wainwright-Hsu flow, we have the inclusion

{X'(q) with g € €' (4u1) N Brx and t €]t_(q), . (¢)[} ¢ Shad(w)
Moreover, for € > 0 small enough,

1. the interval ]—¢, e[ is contained in ]t_(gq), t+(q)[ for every q € £ (%w.i) N Bix (because the domain

of definition of the orbits varies semi-continuously, and 5_1 (%,i) N Brx is contained in a compact
subset of the phase space),
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2. the set

{X'(q) with g € " (i) N Brx and t €] e, e[} = | ] &' (¢7" (Jui) N Bix)

t€]—e,el
is a 3-dimensional ball Lipschitz embedded in the phase space B".

Hence, the shadowing set Shad(w) contains a 3-dimensional ball Lipschitz embedded in the phase space
B*. Recall that B" is a quotient of 2" (see section 2.6). As a consequence, Shad(p) contains a 3-
dimensional ball Lipschitz embedded in the phase space 2. This concludes the proof of Theorem 10.1.

O

11 Absolute continuity of the stable manifolds foliation

If p is a point of the Kasner circle %", recall that we denote by Shad(p) the reunion of all the type IX
orbits in #" shadowing the heteroclinic chain starting at p. The purpose of this last section is to prove
the second part of Theorem 1.9 stated in the introduction. Let us recall the statement.

Theorem 11.1 (Theorem 1.9, second part). If & C £ has positive 1-dimensional Lebesgue measure,
then Upeg Shad(p) has positive 4-dimensional Lebesque measure in the phase space B .

We can reduce Theorem 11.1 to the following proposition. Recall that Qgpaq C Qgraph € 11,2[. In

Section 9, we constructed a graph included in the local stable set of P**. for all w € Qypapn, denoted
w,h grap.

by 4,.,; = Graph (fwl) (see Theorem 9.20). For F' C Qgpapn and @ € {1,2}, let

WSi (Fv (i)) d=ef u ’S/w,i

weF

Proposition 11.2. If E C Q.4 has positive 1-dimensional Lebesque measure, then W*! (E, @) has

positive 3-dimensional Lebesque measure. The same result holds true with W*? (E, <i>)

Proof of Theorem 11.1 using Proposition 11.2. Assume that Proposition 11.2 holds true. Fix & C
A of positive 1-dimensional Lebesgue measure. Let w(&) := {w(p) |p € &}. Since the map w +—
P, is absolutely continuous, we get that w(&) has positive 1-dimensional Lebesgue measure. As in
the proof of Theorem 10.1, one can assume that w(&) N ]1,2[ has positive 1-dimensional Lebesgue
measure without loss of generality. Recall from Proposition 10.3 that Qg,q is a Lebesgue full measure
subset of ]1,2[. Hence, E := Qgaq N w(&) has positive 1-dimensional Lebesgue measure. Now apply
Proposition 11.2 with the set E. We get that

W (E(I)) cs”

has positive 3-dimensional Lebesgue measure. Since the local coordinate system ¢ is a diffeomorphism,
it follows that )
- s = S
e(w (e d))cs

has positive 3-dimensional Lebesgue measure as well. Hence, the set

(Y@ g (W (B,2)) and t € t €]t_(q), t. ()]}

(where Jt_(q),t+(q)[ is the domain of definition of the orbit of q) has positive 4-dimensional Lebesgue
measure in B”. Moreover, according to Theorem 10.4, | J . Shad(w) contains the above set. Recall
that B is a finite quotient of 2" (see Section 2.6). As a consequence, Upeg Shad(p) contains a
4-dimensional Lebesgue measure set. Hence, Theorem 11.1 holds true. O

To prove Proposition 11.2, we will use a strategy due to Pesin, which consists in considering the
holonomy along the “foliation” in local stable manifolds, and proving that this holonomy is made of
absolutely continuous maps. This strategy is well-known in the context of non-uniformly hyperbolic
maps. We call “foliation in local stable manifolds” the set

{’A}/w,i | w € EaZ € {172}}

129



W (B, $)
Sfjlyh A)

Y

Hy(w)  \H, (")

VYw,1 V', 1

Figure 22: The map H,.

According to Proposition 9.21, the map fw depends continuously on w. Now let us explain why
Proposition 11.2 is not a direct consequence of this continuity. Consider a set E C {d4,,q of positive

~12
1-dimensional Lebesgue measure. For y € [0, h} , introduce the horizontal line

def ~ s
Ly S {2, b2y, w0) € S5 | (24, 2,) = y)

Recall that A (w) is the “size” of the graph Yw.i (see definition (9.18) and Theorem 9.20). To simplify
the discussion, suppose that there exists A; > 0 such that for all w € E, the graph 4, ; has a size

larger thanh,, i.e. ﬁl(w) > h,. According to Fubini’s theorem, the set W** (E,i)) has positive

£ 92
3-dimensional Lebesgue measure if and only if there exists a set Y C [O, h] of positive 2-dimensional
Lebesgue measure such that for all y € Y, the intersection L, N W (E , é) has positive 1-dimensional
Lebesgue measure. For y = (y1,42) € [0,h) ]?, define the map

H

y -

E — L,nW"(Ed)
w Ly nﬁ/w,l = (ylvhvy%gu,l(y))

See figure 22. Since 4, ; is a graph of size bigger than h,, the map H,, is well-defined, one-to-one and
onto. Remark that .
H,(E)=L,nW"(E,)

If one wants to deduce the fact that W*! (E, @) has positive 3-dimensional Lebesgue measure from
the fact that I has positive 1-dimensional Lebesgue measure using the maps H,, one needs to show
that these maps send positive Lebesgue measure sets onto positive Lebesgue measure sets for all
y€eY c[0,h J_]Q where Y has positive 2-dimensional Lebesgue measure. Proposition 9.21 shows that
H, is continuous, which implies that the restriction of H,, to any compact set is a homeomorphism on its
image. Unfortunately, it is well known that there exist homeomorphisms that send non-zero Lebesgue
measure sets onto zero Lebesgue measure sets. Hence, Proposition 11.2 is not a straightforward
consequence of Proposition 9.21. We must show that the map H, sends positive Lebesgue measure
sets onto positive Lebesgue measure sets, using a specific method. Let us now describe this specific
method, which is due to Y. Pesin.

From now on and until the end of this section, we fix a set E C 4,.q of positive 1-dimensional
Lebesgue measure. We are going to replace E by a subset E such that we have some uniform estimates
on the continued fraction expansion of points of E and such that E still has positive 1-dimensional
Lebesgue measure. Define

F e we B)
Remark that g,.q is totally disconnected, hence F*' is the family of connected components of
W (E, 43) Even if F*! is not a foliation of the section Szl, we will call F** the local stable manifolds

“foliation” of the double era return map ®. Remark that F*' is leaf-invariant by ®. The uniform esti-
mates on points of E will be crucial to prove that the local stable manifolds “foliation” of the double
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;! W (B, $)

m(y)  w(z) w(x)

Figure 23: The projection map 7.

era return map ® is absolutely continuous. We now proceed to define E. According to Lemma A.1,
there exists ng and [y such that the set

2n
E F_ 1
Vn = ng, Z k;(w)’ =n’ 10
EXveE - \ \ L o foaLD
Vn 2 ny, kops1(w)” + kopia(w)” + kopes(w) + kopga(w) <n 10

V1 <n < 2ng, kn,(w) <
has positive 1-dimensional Lebesgue measure. Remark that the quantity

66'1254(f"(w))—6~‘8 Zngo ki(w)5

is uniformly bounded from above for w € E. Hence, according to the very definition of hy (w)
(see (9.18)),

510 % inf hy(w)>0 (11.2)
wek

In other words, the size of the graph 4, ; is uniformly bounded from below by ¢, o for w € E.
Now, let us introduce a projection map 7 which is somehow the inverse of H,. Roughly speaking,

we will project points of W™ (E, &3) onto the Mixmaster attractor along the foliation F*' and then
project to the last coordinate. See figure 23.

Definition 11.3 (Projection map). The projection map 7 : W*! (E, @) = || ep w1 — Ris defined
by m(x) = w for all x € 4, ;.
Remark 11.4. The restriction 7|, =~ of the projection map is the inverse of H,.

Remark 11.5. To make the reading easier, we will write 7(G) instead of = (G nw (E, tf)) for any
set G C Sj,.

We denote by Leb,, the n-dimensional Lebesgue measure. Lemma 11.6 states precisely that the

L2
projection map 7 is absolutely continuous in restriction to horizontal lines. For y € [O, h] , let m, be
the restriction of 7 to the horizontal line L,,.

Lemma 11.6. There exists 0 < hy < 0, o such that for all y € [0, hi1? and all G C LynWw* (E,i’),
Leb(G) =0 = Leb; (7(G)) =0 (11.3)

Proof of Proposition 11.2 using Lemma 11.6. Assume that Lemma 11.6 holds true. Take 0 < h) <
01,0 as in the statement of Lemma 11.6. Assume that

Lebs (W™ (E,8)) =0
This implies that
Lebs (W™ (E,8)) =0
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Using Fubini’s theorem, we get that for Lebesgue almost all y € [0, hJ_]Z,

Leb; (L, nW* (E,8)) =0 (11.4)
Fix such a transversal L.
Claim 1. 7, (W51 (E,@)) =F.

Proof of claim 1. The inclusion , (VVS1 (E, @)) c E is obvious by definition of 7. Let w € E. Since

hy =4, o, the size iy (w) of the graph Yw, is larger than hy (see (11.2)). Hence, 4, 1 intersects the
horizontal line L, exactly one time, say at x. By definition, we have m,(2) = w. This concludes the
proof of claim 1. O

According to (11.3) and (11.4), we have

Using claim 1, we get that

This is the desired contradiction. Hence,
Lebs (W™ (E,8)) >0
and Proposition 11.2 holds true. O

We are left to prove Lemma 11.6. Let us explain the general strategy of the proof. Consider a set
GcL,nWw™ <E, i)) such that Leb; (G) = 0. We will cover G by a countable union of little horizontal
segments. We need two definitions to make this idea precise.

Definition 11.7 (Diameter). Let G C Sj,. We define the diameter (in the direction tangential to the
Mixmaster attractor) of G by

def - ~
|G| = sup |lo—&[l, = sup |z —
z,z€G x,TE€

Definition 11.8 (Horizontal segment centered above w). Let w € F and D C SZI. We say that D is

~ 92
a horizontal segment if there exists y € [O, h:l such that D is a compact and connected subset of L,,.
If this is the case, there exists a unique pair (z,Z) € L, such that |D| = Z. — .. In other words,

D ={z = (2 b 2630 2) € 5' | (2ur26,) = 90 < 70 < Tef

. 2
We call x and & the end points of D. Moreover, we say that D is centered above w if y € [O, hl(w)]
and if the middle of the segment [z, Z.] coincides with v,, where v denotes the intersection point
between L, and 4, ;. See figure 24.

Since G has zero 1-dimensional Lebesgue measure, one can find a countable family (D;);en of
horizontal segments centered above points of E covering G and satisfying

+00
Y Leby(D;) < e
i=0
where € is an arbitrary fixed positive number. Assume that there exists a constant M (independent of
the choice of the segments D;) such that for all i € N,
Lebl(ﬂ' (Dl)) < MLebl(Dz)

We get that (@) is covered by the countable union of sets 7 (D;) whose total measure is arbitrary
small. As a consequence, m(G) has zero 1-dimensional Lebesgue measure. Hence, we are left to control
the projection of an horizontal segment D by the map mw. Informally, we will prove the following
statement.
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S N
Sfl rYw,l

Figure 24: Segment D centered above w with its end points.

Informal statement. There exists a constant M > 0 with the following property. Take an horizontal
segment D centered above a point w € E. If D is sufficiently close to the Mizmaster attractor and has
a sufficiently small diameter, then

Leby (7 (D)) < M Leb,(D)

As stated earlier, the strategy used to prove the above statement is borrowed from Pesin’s work
on non-uniformly hyperbolic dynamical systems. First, remark that if D has a diameter 6, and is
positioned at distance §; from the Mixmaster attractor with ¢, < J,, then the above result is easy
to prove. Indeed, recall that the graphs 4, ; are all %—Lipschitz. Hence, the projection 7 (D) has a
diameter less than 6; + ¢, < 20,. For the general case, one can try to “push by ®” the horizontal
segment D so that ‘i)n(D) is in the configuration of the previous situation. Indeed, recall that d
contracts the direction transverse to the Mixmaster attractor and expands the direction tangent to
the Mixmaster attractor. Hence, for n large enough, @"(D) will have a “large” diameter and will be
“close” to the Mixmaster attractor. As a consequence, the result should hold true if we replace D by
" (D). To conclude, one needs to tackle two difficulties.

The first one is the ability to “come back to D”. In other words, we need to prove that if the result
holds true for ®" (D), then it holds true for D as well. This amounts to prove that ®" expands D in
the tangent direction to the Mixmaster attractor and f” expands 7 (D) with almost the same factor,
independantly of n. This is the distorsion estimate proved in Proposition 11.9.

The second one is the fact that n must be “well chosen”: large enough so that <i>n(D) has a “large”
diameter and is “close” to the Mixmaster attractor but not too large because we need to ensure that
forall0 < j <n, & (D) is contained in a small section S%, 9 () by () where all the objects of interest are

well defined and well controlled.

11.1 Distorsion estimate

Recall that we introduced a constant Cjy in Lemma 9.11, when we described the preimage of a 6-
Lipschitz graph by the double era return map P. Now, let us fix Cy5 = C5 large enough so that for

alla 2 1,

. 1
128%0% " < 3 (11.5)

For w € ]1,2[ \ Q and j = 0, define
def ~j
my () (@) + max k@),

h (w) def( —6'1354(fj(w)) 6—0137”]'(40))

I

and the interval G [ 5 . . .
I ( ) © [fj(w) _ 6—013mj(w)’f](w) + e—cl3mj(w)]
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Note that mg(w) = so(w). Given w € ]1,2[ \ Q, a horizontal segment D and a positive integer n, we
define the property

. _ J
(Hop.): {VOSJ <n-1, <I) (D) CSfJ(w)h (@)
VO0<j<sn-1, (w(D))cIj( w)
The property (H, p,) implies that all the objects playing a role in the distorsion estimate are well
defined and well controled for n iterates. The next proposition gives a precise statement about the
distorsion estimate we need.
Proposition 11.9 (Distorsion estimate). There exists a constant A = 1 and a constant §; o > 0 such

that the following property holds true for w € E, y € [0, (5L’2]2 andn 2 0. Let D C L, be an horizontal
segment centered above w. If (H,, p,) holds true, then

&) _ | _Ip]
|/ (x (D))] |7 (D)]

Roughly speaking, the distorsion estimate means that D and m (D) are “similarly” expanded by
$" and f respectively, uniformly with respect to n.

The first step to prove this distorsion estimate is to show that under the hypotheses of Propo-
sition 11.9, the j-th iterate of the horizontal segment D by the double era return map is almost
horizontal.

Recall that Cy is the constant defined in Proposition 8.2 on the double era transition map. Remark
that .

01,0 < inf ¢ Casale)
weEk

For w € E and n = 0, let

-Vn
max def e
(w) =

4 % 162k2n+1(w)2k2n+2(w)2

For w € ]1,2[ \ Q, let

)

h, d=ef (ih 6—0854(0.1) e—cssz(w))

Proposition 11.10 (Decreasing angle with the Mixmaster attractor). There exists 0 < §; 1 < 1 ¢
such that the following property holds for w € E, y € [O o1 1]2, x,% € Ly and n = 0. Suppose that
both &’ (z) and &7 (&) are well-defined and belong to the section SfJ(w) b for0<j<n-—1, then
fJ
[0"(2) = "(@)]| | = o™ (w) ||@" (x) - <i>"(5c)||// (11.6)

Remark 11.11. For n = 0, the above proposition is trivial since ||z — Z|| | =
|67 @)-¢" @],
|o"(@)-2"(2)] ,
the horizontal direction (the direction tangent to the Mixmaster attractor). Proposition 11.10 states
that this angle decreases at a rate of a “stretched exponential”.

Remark 11.12. The ratio measures the angle between the segment [ﬁ)n(mL @n(j)] and

Proof of Proposition 11.10. The proof relies on the fact that the double era return map & contracts the
direction transverse to the Mixmaster attractor and expands the direction tangent to the Mixmaster
attractor. We begin with the definition of the size 6, ;. For any w = [1;k;,k2,...] € E and any j 2 0,

let o
5
7 def -8y g

h/J_J' = e
Using the uniform estimates (11.1) for points of~E, we get that there exists n; = ny (depending only
on ng) such that for every w = [1;ky, ko, ... ] € E and every j = ny, we have
26k2y+1 26k2y+2 1
h h <7
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and

k2J+1+k2]'+2 1 - 1
RO < S(4X 16k ko) e YT = Sali (W)
Since the coefficients ki (w), ..., kon, (w) of any point w € E admit a uniform upper bound depending
only on ng, n; and [y (see (11.1)), one can find a constant 0 < d;; < &) such that for every
w=[1;k;,ks,...] € E and every j = 0, we have

N 1 . 1 1
(5l,1hl7j)26k2j+1 + (6J_,1hJ_,j)26k2j+2 < 1 (11.7&)
and
- k2j+1+k2j+2 max
(0Lahpy) " 2 Qi (w) (11.7b)

Let w=[1;k,ky,... ] € E, Yy, , T as in the statement of Proposition 11.10. Assume that x # . Let
n = 0 such that for every 0 < j <n — 1, we have

' (2) € S and () € S5

7 (w), hfj( ) f](w) hf](w)

For 0 < j <n, let

hy = max (||& (2) - (&%) (@) ||#7 (@) - (@Y (@)]| )

e—éssz(fj(w))
Fm-ve),
e -w),

hy.j

According to (8.8) and the fact that both &7 (z) and & (#) belong to the section SA i), for
I (w
0 <j =n—1, we get by induction on j that for every 0 < j < n,
e} 2j 15
hyj <y qe & Xk (11.8)

Claim 1. For all0<j<n, o < o (w).

Proof of claim 1. By hypothesis, x and Z belong to a same horizontal line, hence ||z — Z||, = 0. In
other words, ay = 0 so ag < aglax(w) holds true. Fix 0 < j < n — 1 and assume that a; < a; " (w).

We apply (8.11) to the map d restricted to the section Sfj( (hhs by, ])

(@ (97 (2)) = @ (#7(2))) - (&" (#7(2)) - @ (@J(z) )l

(h’; hL; + 162k§j+1k§j+2aj) |67 () - &7, (11.9)

Ve

Plugging (11.8) into (11.7a), we get

1

T Errre |
e < (11.10)
Using the hypothesis o; < o **(w), we get
2,2 2 1
16 k2j+1k2j+2aj < Z (1111)

Plugging (11.10) and (11.11) into (11.9), we get

(8 (#@) - & (#(0)) - (3" (¥'@) - 8* (#@))]|, = 5 [#'0) - ¥ @], (112)

Moreover, the Kasner map being expansive (see Proposition 7.2), we have

|67 (87 (2)) - &* (ciﬂ(j;))”// > [|67 (@) - & (@) = ||é7 (@) - & (@) (11.13)

/"
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It follows from (11.12) and (11.13) that
”(I)JH( )= &z )” %”&)j(m)_&)j(@“m (11.14)

Now we apply (8.10) to the map d restricted to the section Sfj(w) (b sy s)

k2j+1 | k2j+2

|6 (37(2)) = & (&7 @)||, = ™ " (|6 (0) - 80| (11.15)
Plugging (11.8) into (11.7b), we get
k2j+1 | k2j+2 1 max
(hL,j) 100 100 < 501 (w) (11.16)
Plugging (11.16) into (11.15), we get
|7 (2) - 7 (@)]], = gl (@) | #(2) - ¥ (@), (11.17)

According to (11.14) and (11.17), we have

Q1 = Oé;'nflx(w)

This concludes the proof of claim 1. O

In particular, o, < oy, (w), which is the desired result. This concludes the proof of Proposi-
tion 11.10. O

Proof of Proposition 11.9. We begin with the definition of the size §, 5. For w = [1;ky,ks,...] € E
and j = 0, recall that

- ik

AFETaERE

Using the uniform estimates (11.1) for points of~E7 we get that there exists ny = ng (depending only
on ng) such that for every w = [1;ky, ko, ... ] € E and every j = ny, we have the following estimates

26k 26k ]. —\/7
h 2]+1 h 2]+2 < e \ﬁ

|
|

IA

N

5 2,3 3 1 /3
hy ;128 kyj41kaj0 < 7€ Vi

Since the coefficients ki (w),. .., kon, (w) of any point w € E admit a uniform upper bound depending
only on ng, ny and Iy (see (11.1)), one can find a constant 0 < 6, 5 < 6, ; such that for every
w=[1;k;,ks,...] € E and every j = 0, we have

(612 v)%k;m + (8100 )%kim < Lo (11.18a)
L,2701 5 1,2701 5 =17 .
- 1 _ 75
610hy j128°K3 1K un < go Vi (11.18b)

Fix w € E and Yy E [0, 5J_’1:|2. Fix D C L, an horizontal segment centered above w. Fix n = 0 such
that (Hw,D,n) holds true. Denote by z and Z the end points of D. Analogously, let z' = infx (D)

and 7 = = supw (D). The forward invariance of the tangential cone field and the expansion estimate
(9.4) imply that, for all 0 < j < n, &’ (D) is an arc “almost horizontal” in the section Sf,(w) b ()" In

particular, its diameter satisfies the relation
|87 (D)] = lle; - %],

where x; 1= &7 (z) and Tj= &7 (#). Using the expansion of the double era Kasner map (see Proposi-
tion 7.2), one has an analogous result for 7 (D), letting x; := f(2") and i"] := f7(&"). See figure 25.
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Vi (w) i

Sen Yool S (w) i, ()
&7
D \v Z T
7 (D)
* w ~I 1 ~I

Figure 25: Iteration of the two horizontal segments. To avoid clutter, we denote i = i(f*~"(w))

~1 .
Using the points z;, Z;, xj and I, one can write

2" (D) | (0)] _ o7 @) - @), |-
|[fr o] 1P o =2ll, | - fr@)]
i et - e, ¢ 5 -2
=0 = —lel// o |F() - f(@)|
i o) =00, 3030, -3,
R RG] B N Lt A VCARSICHI
=RiR, (11.19)
where
i P LR
30 || @7 () - @4()|, = M==all, i - @)
For 0 <j <n,let
huy = max [[#7() - (@) ),
hy; = ~Ciam;(w)
According to (8.8), we get by induction on j that for every 0 < j < n
hy, < 6yge + 1K (11.20)
Let o
¢, ¢ ;g
Claim 1. R; =< 7.
n —1. We apply (8.11) to the map & restricted to the section

<j5

Proof of claim 1. Let 0
Sfj(w)v(ilvllL,jah//,j):

”((i)(xj) - (iJ(ffj)) - ((i)A(xj) - (i)A(jj))|’// =
1 a1
(h%kz]” h26k2j+2 ) ”«TJ _ v%j”oo " 162k§j+1k§j+2 ||:C] x]”J_ (11 21)
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Plugging (11.20) into (11.18a), we get

1 1
26k2j+1 26k2j+2
hy 7+ h, Y

1 _ I3
- T e eV (11.22)
According to (11.6),

max

16k 41 kajez [|2; = 35| L = 167Ky 01 ka0 ™ (W) oy - 35| , < 1¢ _[”% 1 (11.23)

where we used ||z; = |, = ||z; — ;]| ,- Plugging (11.22) and (11.23) into (11.21), we get
A A, 2 A ~AA, L 1 i .
[(8(z)) - (@) = (8 (2) - 8" @), = 567 2y = &1, (11.24)

Recall that the map 4 s essentially the double era Kasner map (see (4.7)). Moreover, the Kasner
map is expansive (see Proposition 7.2), hence

H@A(%‘) - ‘fA(i“j)H// 2 ||z; =], = [Jo; = ]| (11.25)
It follows from (11.24) and (11.25) that

||<i>(xj)—<i>(5cj)||//

~ ~ -1| < 1e_‘/7
|#4(x;) - 94(z))|), 2
As a consequence of the above estimate, we get
n-1 ||<i»(xj —&’(@)H// -1 4
i = ||<I>A ) - d4)|, Z‘ 2° Yec
This concludes the proof of claim 1. O

Recall that K, > 1 is the expansivity constant in the tangential cone field (see (9.4)). Let

d_efl +00 L +00 ;
¢, = z(ZKc ty e
7=0 7=0

Claim 2. R, < 2.

Proof of claim 2. Recall that the last coordinate of the double era return map restricted to the Mix-
master attractor is exactly the double era Kasner map, hence

1 ~
Tj = X

DENIEGH]

7 (())e) = 1 ((2)).)
l:.l [(z;)e — (%;)]

Applying the mean value theorem to the function f , we get that

1| f'(z)
()]

R2=

where z; € [(2;)e, (%;).] and z; € [xj,x]] (see figure 25). Let 0 < j < n — 1. According to
Proposition 7.3,

|F'(2) = F(5)| = 128°K301K3 02 |25 — 2]

(note the hypothesis of Proposition 7.3 are satisfied, since |zj - w| <h, |zj - w| < h, ; and we know

_ 2 1 . . .
that “’Tl 2 4k11(w) >> h, ; and |w = R h, ;). Let us denote by v the intersection point

138



of D with 4, ;. Let v; = &’ (v). Remark that (v;)e € [(2))es (7). ] and fl(w) e [xé,a?;} According
to the above estimate,
5 5 2,3 3 2 2
|F'(2) = F' )| = 1283 0k g0e (|25 = (i)l + [(0)e = 7 ()] + [P (w) = 23])
2,3 .3 - 2 .
< 128k 1 ken (|2 = 2511, + [(0)e = F ()] + |2 - 7)) (11.26)

According to the forward invariance of the tangential cone field and the expansion estimate (9.4),

;= &5l , < K2 ey = B, < K2 Cromenn () (11.27)
One has an analogous estimate for |x; - j'J | Putting together (11.27) and (11.5) (with a =
maxXj<i<an kl)a we get

l

1 isien
198k 41 Kajan (|2 = 25, + |2 — 7)) < LA (11.28)

Since v belongs to the graph 4, 1, (9.25) implies that

|(0)e = )] £ 810670 T2

Using (11.18b), it follows from the above estimate that

2,3 3 2 1
1287 k3 41ko)42 |(Uj)c - fj(w)' = g¢ vi (11.29)
Plugging (11.28) and (11.29) into (11.26), we get
. R 1o ivien 1 _f
|7(z) - )| < 7277+ 27V

Since f is expansive (see Proposition 7.2), it follows that|f'(z§-)| > 1 and
ol

|f (Zj)|

JHED]

As in the proof of claim 1, we get as a consequence of the above estimate that

n—1 n—1 n—1 n—1
1 Jj+l-n —\/j 1 -J —ﬁ
1nR2SZ(2)KC ey )ag(Lrrey Vs
J= j= j=

J=0

1o j+1in 1
< 4KC 1¢

This concludes the proof of claim 2. O
Using claim 1 and claim 2 together with (11.19), we get that
2" D) |7 (D)] _ crec
|fr(x(DY)| 1D

Cl+C2. 0

Hence, Proposition 11.9 holds true with A :=e

11.2 Absolute continuity of the projection map =
Define

def . 6—01332(w)
5, inf —5—>0
wek

For G a subset of SZl, define the “maximal gap” between G and the Mixmaster attractor by

dist, (G, A) ef sup disteo (, A) = sup max (x,, 7, )
z€G z€G

and analogously if G is a subset of SZQ.

The next lemma gives a sufficient condition so that we can control all the iterates &7 (D),0=<j=<
n —1, for a time n sufficiently large so that the distance between the Mixmaster attractor and ®" (D)
is smaller than its diameter in the direction tangential to the Mixmaster attractor.
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Lemma 11.13. There exists a constant 0 < 6, 3 < 01 o such that the following property holds for
weE andy € |:07 5L,3]2. Let D C L, be an horizontal segment centered above w. If

|D| <9,
then there exists an integer n (D) = 0 such that the property (H,, p n(p)) holds true and such that
dist, (6" (D), 4) < [ (D) (11.30)
Proof. We begin with the definition of the size 6, 5. For w = [1;ky,ko,...] € F and j = 0, recall that

~ _C8 25 45
e, o ST

Using the uniform estimates (11.1) for points of~E‘, we get that there exists ny; = ng (depending only

on ng) such that for every w = [1; k1, ko, ... ] € E and every j = ny, we have the following estimates
ilJ.,j < 6—01384(fj(w))
i o~Crsm; ()
hy ;< —

Since the coefficients k;(w),. .., ka,, (w) of any point w € E admit a uniform upper bound depending

only on ng, ny and [ ~(see (11.1)), one can find a constant 0 < 0, 5 < min (5//, 5J_,2) such that for every
w=[1;k1,ks,...] € E and every j = 0, we have

Oy ghy ;< e Cranalf (@) (11.31a)
- —é1xmg(w)
brahy; < —5— (11.31b)

Fix w = [1;k1,ko,... ] € E, ye [0,5J_,3:|2 and D C L, an horizontal segment centered above w.
Assume that
|D|<9¢,

Recall that
1w) = [F(w) = e ) fay 4 e Oom]

hj(w) — (ﬁ76—61354(fj(w)) e—éwmj(w))

3

Define

def . e—émmj(w)
n (D) = max n€N|VOstn—1,|<I>J(D)‘ < ——

def . 2 g s
N (D) = max {n eEN|VO<j<n-1,8"(D)cC Sfj(w)vhj(w)}
def

N (7 (D))= max{n e N|Y0<j=n-1Ff (r(D))cLw)}

Saying that (H,, p n(p)) holds true amounts to saying that N(D) = n(D) and N(7 (D)) = n(D).
According to (8.8), we get by induction on j that for every 0 < j < N (D),

~ _Cs ¥y2i ;5 -
dist, (87 (D), A) <8, 3¢+ 25 =5, by (11.32)
Claim 1. N(D) = n(D).
Proof of claim 1. We need to prove that for all 0 < j < n(D) — 1,
54 s
&7 (D) C Sy ()
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For 0 < j < n(D) — 1, define the property
J
(Pj): &’ (D) c Sfj(w)h (@)
Recall that D is centered above w. Hence, for all z € D,

|z. —w| < |z, —ve| + |ve—w| <6, +d,3<20,

where v denotes the intersection point of D with 4, ;. Using (11.31a) and the definition of ,,, we get
that D c S° Hence, (Py) holds true. Fix 0 <[ < n(D) — 2 and assume that for all 0 < j < [,

w,hg(w)*

(P;) holds true. It follows that [ +1 < N(D). Let x € D. Plugging (11.32) into (11.31a), we get
11 A A\l+1 ~Chgsa(f N (w
||q)+ )— (9 )+ (x)”L < o O3 a(f7 (W)

By the standard triangle inequality, we get

”‘I)Hl ) (il+1 )” ||(I)l+1 ‘i)l+1(v)|| ||<I’l+1 (f)“l (PSIB)H
Vi ws /
According to (9.25),
||<I)l+1 (i)l+1 (Psl )” < ||v _po —08 gL
w,h Vi - w,h
<5 e_és Z2(z+1) kz
=013
e—élamzu(w)
< — using (11.31Db)
Moreover,
l+1 21+1 l+1
i -], <[ (o)
6—013ml+1(w)
< 5 using [ +1<n(D) -1
It follows that
—él3ml+1(w) —013mz+1(¢0) ~
l+1 A 141 s1 € € ~Cizmys1(w)
llq’ -2 (Pwﬁ)”//s 2 + 2 se

Hence, &' (2) € Sj’“(w) by, () 0d (Py41) holds true. By induction, we get that for all 0 < j <
n(D) — 1, (P;) holds true. This concludes the proof of claim 1. O

Claim 2. N(x (D)) = n(D).

Proof of claim 2. Assume that N (7 (D)) < n(D). Recall that the local stable manifolds “foliation”

91 1

of the double era return map ® is made of é-Lipschitz graphs with & < 1 5 (see (8.5)). Using (11.32)
Wlth j=N(n (D)) < N (D) (see claim 1), we get that

|7 (@Y (D))| = [V (D)| + 61 5hi niniy

See figure 26. Since N (7 (D)) < n(D),

e_él3mN(7r(D))(w)

& N(w(D)) (
2

IA

D)|

According to (11.31b),

e—élsmN(n(D))(W)

2

IA

81.3h1 N(=(DY)

It follows that . -
|ﬂ_ ((I)N(W(D)) (D))| < e_cl3mN(7-r(D))(W)
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Si AN D) () 3

81.3h1 N(=(DY)

Figure 26: W(éN(ﬂ(D)) (D)) c J with |J] = |<i>N(7T(D)) (D)| + (SJ_“?)BJ_"N(W(D)). To avoid clutter, we
denote 7 = i(fNTPN (L)),

Recall that the local stable manifolds “foliation” F 1 ig leaf-invariant by d. Hence, semi-conjugate
® and f:
To® = f oT
As a consequence, i
|fN(TF(D)) (m (D))‘ < e_CISmN(fr(D))(UJ)
Moreover, fN(W(D)) (w) € fN(W(D)) (7w (D)), hence

P

FHE) (7 (D)) € Ingagon (@)
This contradicts the maximality of N (7 (D)) and this concludes the proof of claim 2. O

It follows from claim 1 and claim 2 that (H,, p n(p)) holds true. Using (11.32) with j = n(D) <
N (D) (see claim 1), we get that

dist | (q;n(D) (D), A) < 5J_73ilj_7n(D)

By definition of n(D), we have

_él3mn(D)(w)

|67 (D)] > “— (11.33)
According to (11.31b) and (11.33), we have
813h1 (o) < |‘i>n(D) (D)|
Hence,
dist, (8" (D), 4) < [8" (D)
This concludes the proof of Lemma 11.13. O

Proposition 11.14 (Absolute continuity of the projection map). Let w € E, y e [0,(5J_’3:|2 and
D c L, be an horizontal segment centered above w. If

|D| <6,

then
Leby (7 (D)) < 2A Leb; (D) (11.34)
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Proof. According to Lemma 11.13, we can apply Proposition 11.9 to get

¢ @) inl
|72 (r (DY) 1w (D)

Hence,

"“’)( ( )|

|7 (D) = A |D] (11.35)

Claim 1. | /""" (x(D))| = 2|¢"" (D).

Proof of claim 1. Recall that the local stable manifolds “foliation” F*! of the double era return map
® is made of 6-Lipschitz graphs with 6 < 2 (see (8.5)). Hence, estimate (11.30) implies that

|7 ("7 (D))] = |87 (D) + dist, (6" (D), A)

Now recall that the integer n(D) was chosen so that dist, (@"(D) (D),A) <
Lemma 11.13) so we get

(D) (D)| (see

[ (8" ()] = 2|" (D)

The conjugacy relation 7 o ® = f o 7 implies that (<I>n(D) (D)) i"(P) (1 (D)). This concludes the
proof of claim 1. O

Claim 1 together with (11.35) gives
|7 (D)| < 2A 1D
Remark that Leb; (7 (D)) < |7 (D)| and Leb; (D) = |D|. Hence
Leb, (7 (D)) < 2A Leb, (D)
which is the desired estimate. This concludes the proof of Proposition 11.14. O

Proof of Lemma 11.6. Let y € [0,(&73]2 and G C L, n W (E~,<i)) Assume that Leb; (G) = 0. To
show that Leb; (7(G)) = 0, cover G by a countable union of small horizontal segments and use the
estimate (11.34). O

A Continued fractions
In this appendix, we gather the results about continued fractions that are used in the memoir. The

main result is Lemma 1.8. We also prove a result on the expansivity of the Gauss transformation.
We first need to introduce some notations. Set © = [0,1]\ Q. For every z € Q, there exists a

unique sequence (k,,(x)),»1 of integers larger than 1 such that z = lim,,_ 0 [k1(2),..., k,(x)] where
1
[kl(x)77kn(x)]= 1
ky(z) + 1
ko(z) + 1
-
k()

We use the notation dof
[k1($)7 k?(x)v e ] = nl_l)r_iloo[kl(x)u sy kn(x)]

Lemma 1.8 is a straightforward consequence of the following lemma.
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Lemma A.1. For Lebesgue almost every x € ), there exists ng € N such that for every n = ny,

2n
Zkz(x)5 > 70 (A1)
i=1
and 4 4 4 4 4+2
L
kons1(x)” + kopso(x)” + kopys(x) + kopya(x) sn 10 (A.2)

The inequality (A.2) is a consequence of a standard fact: for Lebesgue almost every point x € ),
the sequence (k;(x));so of the partial quotients of z does not grow “too fast” (see corollary A.3). The
inequality (A.1) is a consequence of a less standard result: for Lebesgue almost every point « € Q and
for every n € N large enough, there is at least one partial quotient among kq(x), ..., k,(z) which is
“large” (see Proposition A.4). More precisely, the standard result can be rigorously stated as follows.

Proposition A.2. Let ¢ : N* = R}. Either the set

E, < {n e N" | k,(z) 2 p(n)}

is finite for Lebesgue almost all x € §, or it is infinite for Lebesgue almost all x € Q. More precisely,
this dichotomy depends on ¢ as follows:

1. Ify ﬁ is divergent, then for Lebesgue almost all x € S, there exists infinitely many n € N* such
that k,(z) = p(n).

2. 1If Y ﬁ is convergent, then for Lebesque almost all x € Q, there exists ng(x) € N* such that for
every n = ng(x), k,(x) < p(n).

Proof. See | ]. O

Corollary A.3. Let € > 0. For Lebesgue almost every point x € §, there exists nyg € N such that for
every n = ng, kn(z) <n'*.

Proof. For any € > 0, the serie ) n'C s convergent. O
We now give a precise formulation of the second result needed to prove Lemma A.1.

Proposition A.4. For Lebesque almost all x € Q, for every € > 0, there exists ng(w,€) = 1 such that
for every n 2 ng(x,€), there exists an integer 1 < j < n such that k;(x) 2 n'"e

Let us introduce some tools that will be needed to prove Proposition A.4. We denote by 7: Q — Q
the Gauss transformation defined by 7(z) = {i} where {z} = x — | x| denotes the fractional part of x.
The very definition of 7 implies that, for every continued fraction [k;, ks, ... ],

T([kl,kg,...]) = [kg,k37...]

In other words, 7 is conjugated to the left shift on the space of sequences (k,),>1 of integers larger
than 1.
Let us denote by v the Gauss measure, defined by

1 1
va(A) = 3 [A =1 dA(x) for every Borel set A of [0,1] (A.3)

where A denotes the Lebesgue measure. One can remark that the Gauss measure 7g is equivalent to
the Lebesgue measure A on [0,1]. The fundamental fact is that v is 7-invariant, i.e.

Ya (T_l (A)) =~v¢ (A) for every Borel set A of [0,1].

For any map f :[0,1] - C, let

n—1
var f S sup ) | (tin) = £(1)]
=1
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where the supremum is taken on all the finite sequences 0 < t; < -+ <t, <1, n = 2. If var f < +00,
then we say that f is of bounded variation. For any map f € L5 ([0,1]), we call essential variation
of f and we denote by v(f) the number inf var f where the infimum is taken on all the maps f equal
to f mod 0. If v(f) < +00, then we say that f is of bounded essential variation. Let us denote by
BEV([0,1]) the set of all maps f € L3 ([0,1]) such that v(f) < +00. Let us equip BEV([0,1]) with
the norm

I lsry = v(f) + £l

We define the Perron-Frobenius operator U as the “dual” of the composition operator induced by 7.
More precisely, U is defined as the unique bounded linear operator Ly ([0,1]) — L3 ([0,1]) satisfying,
for every f € Ly([0,1]) and for every g € LS ([0,1]),

[01(907) “fdye = ng -Ufdye

Proposition A.5 (Spectral gap for the Perron-Frobenius operator). The Perron-Frobenius operator
has a spectral gap: there exists 0 < a < 1 and C > 0 such that, for every f € BEV([0,1]),

Proof. See | ] O

vy - [01 fdve

< Ca" 1 llsev
1

Proof of Proposition A.J. " Let us define, for n = 2 and € > 0 small:

X, ={ze| k() <n'"}
Yoe={zeQ|Vlsj<nk(z)<n "}

According to the Borel-Cantelli lemma, it is enough to prove that

Z Yo (Yn.e) < +00 (A4)

nz1

One can remark that

O<jsn-1

)= [ 1‘[ L, o7 (2) dg()

J We can estimate the above integral by keeping only the terms whose

SO

Let ¢ = [ngj and K = {
indices are multiples of c:

5
1 K ]
6= | [Tix,. o7 @) drato

- [ 1@ ((1_[ 1y, 07 )o#m) d(2)
- Io (UCan,e(x)) : (l__[ 1x, o ch(x)) dyg(x)
=0

However, the family (1X)n is uniformly bounded by 2 in BEV([0,1]) and ]_[jligl 1x,.© 7 is
bounded by 1 in L5 ([0,1]) so according to the Proposition A.5,

1 K-1

’YG(Yn,e = ne [ 1_[1X OT (x)d’YG(x)'*'On—»oo( )

13We would like to thank Sébastien GouUiizEL for explaining to us how to use the Perron-Frobenius operator here.
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By induction, we get
K+1

G (Yn,e) =vc (Xn,e) + On—»oo (Kac)

However, X,, . = Qn ]ﬁ, 1[ and using (A.3), we get that

1 (! 1 1 1
600 =iz |, s 1o g + O (7m)

[nl=€l+1

Moreover,
({nn—QlJ " 1)111(1 - ﬁ + Oposioo (#)) = _ﬁni + 0proo(1)
Hence,
16 (K)o €T
and g (X,LE)KJrl is the general term of a convergent series. Analogously, Ka“ is the general term of
a convergent series. Hence, (A.4) holds true. This concludes the proof of Proposition A.4. O

Proof of Lemma A.1. Inequalities (A.1) and (A.2) are straightforward consequences of corollary A.3
and Proposition A.4 respectively, with e = 1072 O

The following result provides some explicit conditions ensuring that the continued fraction expan-
sion of two nearby real numbers start by the same integer. It is used to prove Lemma 8.8. In particular,
it is useful to find a sufficiently small size for the section Sf,’hw so that all the points (in fact, their
coordinate z.) in Si,hw have the same first partial quotient.

Proposition A.6. For x,x' €N, if

RN
10 k1($)2k2($)/€3($)

!
r—x

then ki (z') = ki (2).
Proof. Fix x = [ky,ks,...] € Q. Let ' = [k}, ks, ...] € Q such that

One can remark that
[k1 + 1] < [k, ko, kg + 1] < @ < [ky, ko, k3] < [K1]

By a Stralghlf()r Ward C()IIlletatl()Il7 one gets
[k ] [k 5 k 5 k ] = p)
! ! 2 8 Sk] k 2]{:3

and 1
ki ko ks +1]—[k1 +1] 2 ————
(k1 Koy ks + 1] = [k + 1] e

It follows that
[kl + 1] < JZ' < [k1:|
Hence, k'l = k. O

The following results provide some explicit conditions ensuring that the continued fraction expan-
sion of two nearby real numbers start by the same first two integers. Moreover, it shows that the
double Gauss transformation 7° is expansive. It is particularly useful to prove Lemma 9.11.
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Proposition A.7 (Expansivity of 7'2). For z,2' € Q, if
ST
24 oy () ko () kg (2) K (2)

1
r—x

then ki(z') = ki (2), ko(2') = ko(z) and
|7'2(x) - 72(x')| >4 |x - :z:'|
Proof. Fix x = [ky,ks,...] € Q. Let ' = [k}, ks, ...] € Q such that

|x - 9:'| < i;
24 ki k3 ksky
One can remark that
[k1, ko] < [k1, ko, ks, ky]l < @ < [k, ko, kg, kg + 1] < [ky, ko + 1]

By a straightforward computation, one gets
14+ (ks —1)(ks+1
(ki ko + 1] = [y, ko, ks, kg + 1] = (ks =1)(ky +1)

T (ky(ky + 1) + 1) ((kykoks + ks + ky) (kg + 1) + kyko + 1)
1 1

2_—
24 |3 k3 sk

and
ky
(kiky + 1)((krkg + 1)(ksky + 1) + kiky)
S 11
10Kk

[ki, ko, ks, ka] = [F1, ko] =

It follows that
(k1 kol < ' < [k, Ko + 1]
Hence, ky = k; and ky = ky. Writing

1 N 1
1 T = 2
Tatr2(2) 1t

€Tr =

ki + L

ko+72(2")
leads to ) .
7 (z) - 77(2)

(klkg + leQ(Z') + 1)(k1]€2 + k1T2($') + 1)

I
r—Tr =

Since k1ko + 1 = 2, we get
|T2(x) - 72(:1:')| >4 |x - I’|

B Statement of the main theorem in the entire phase space

In this appendix, we explain how to extend Theorem 1.9 to type VIII orbits. To this end, we show how
some objects defined in the introduction (especially type II orbits, the Kasner map and heteroclinic
chains) can be generalized to the entire phase space. A technical complication arises since most abstract
heteroclinic chains cannot be shadowed by any type VIII or IX orbit for elementary reasons. This will
lead us to introduce a notion of coherent heteroclinic chain.

Type II orbits. Recall that in &, for every point p of the Kasner circle that is not a Taub point,
there is exactly one type II orbit starting at p. When looking at the full phase space Z, we have the
following result. For every point p of the Kasner circle that is not a Taub point, there are exactly two
type II orbits starting at p. These two orbits are exchanged by the symmetry

(N1, Ng, N3, 51, %9, 33) = (= Ny, —Np, —N3, 1, 59, X3)
fixing the points of the plane (N; = N, = N3 = 0) containing the Kasner circle. As an immediate

consequence, these two type II orbits converge to the same point of £ in the future.
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Kasner map Let p be a point of the Kasner circle which is not a Taub point. When we restrict
ourselves to 2", there is exactly one type II orbit starting at p and this orbit converges to a point
denoted by % (p) (the image of p by the Kasner map). This is indeed how we defined the Kasner
map (see section 2.5). As stated above, in %, there are two (symmetrical) type II orbits starting at
p. Since they are symmetrical, they both converge to the same point of the Kasner circle, that is, the
point .% (p). We will denote these two type II orbits by ﬁ;_,g(p) and O,_, z () ﬁ;_,gz(p) being the one

entirely contained in Z".

Coherent heteroclinic chains

Definition B.1 (Heteroclinic chains). Let p be a point of the Kasner circle (such that, for every k = 0,
Z"(p) is not a Taub point). A heteroclinic chain (starting at p) is a concatenation of one type II orbit
starting at p and arriving at .Z(p), then one type II orbit starting at .%(p) and arriving at .#>(p),
etc. Formally, this is a sequence of the form

€o €1 €
(52 200 OF =520 O 521720+ ) (B.1)

where ¢€,, € {2} corresponds to a choice of one of the two symmetrical type II orbits starting at #" (p).

As we will see, some heteroclinic chains cannot be shadowed by type VIII or type IX orbits. First,
let us recall the definition of shadowing, generalized to the full phase space in a straightforward manner.

Definition B.2 (Shadowing). Let ¢t = &(¢) be a type VIII or IX orbit in %, p be a point of the Kasner
circle (such that, for every k = 0, F"(p) is not a Taub point) and #Z be a heteroclinic chain (B.1)

starting at p. We say that & shadows # (or # attracts O) if there exists a strictly increasing sequence
(tn)nen C Ry such that

L d(0(1,), 7" (1) —— 0.

2. The Hausdorff distance between the orbit interval {€(t) | t,, < t < t,41} and the type II orbit
ﬁ;tn(p)_)y,,m(p) tends to 0 when n — +o00.

Recall that any type II orbit is contained in a subset of the phase space of the form
{N;>0,N; =0,N;, =0} or {N; <0,N; =0,N;, =0}

where {7,7,k} = {1,2,3}. Consider for example a heteroclinic chain made of an infinite number of
type II orbits traveling in {N; > 0, Ny = 0, N3 = 0} and an infinite number of type II orbits traveling
in {N; <0,Ny =0,N3 =0}. Let t =» O(t) = (N (¢), No(t), N3(t), 351 (t), Ba(t), 23(t)) be a type VIII
or IX orbit. Recall that the signs of the variables N; are constant. Hence, it is obvious that & cannot
shadow this heteroclinic chain, as it would violate the fact that the sign of N; is constant along &.
This means that any heteroclinic chain “alternating” between two signs as in the example above has
zero chance to attract some type VIII or IX orbits.

This leads us to the definition of coherent heteroclinic chains. Recall that the Mixmaster attractor
is the union of three ellipsoids and each of these ellipsoids is the union of two symmetrical hemiellipsoids
(they correspond to opposite signs for one of the three variables IV;). In other words,

1,+ 1,- 2,+ 2,— 3,+ 3,—
o =By UHBy UAB, ULy UBL UL

where
%111+ f {(Ny, Ny, N3, %q,%5,%3) € B| Ny >0, Ny = N3 =0}
1,— def

P = {(N1, Nay, N3, 31,59, %3) € B | N; <0, Ny = N3 = 0}
and analogously for the other hemiellipsoids.

Definition B.3 (Coherent heteroclinic chain). A heteroclinic chain of type II orbits is coherent if it
is included in the union of three hemiellipsoids (in three different directions) bounded by the Kasner
J, that is, if it is included in a set of the form

1l,eq 2,60 3,63
By VBT UBL UK
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For every point p of the Kasner circle (such that, for every k& = 0, FF (p) is not a Taub point),
there are exactly eight coherent heteroclinic chains starting at p corresponding to the eight different
choices of three hemiellipsoids (or, analogously, corresponding to the eight different choices of three
signs for the variables N;). One should remark that a type VIII orbit cannot shadow the same coherent
heteroclinic chain as a type IX orbit. Among the eight coherent heteroclinic chains starting at p, six
can be shadowed by type VIII orbits and two by type IX orbits.

Having this definition in mind, it is clear that Theorem 1.9 must be generalized by replacing the
unique heteroclinic chain in 2" starting at p by one of the eight coherent heteroclinic chains in Z
starting at p. Recall that (/) denotes the set of all the points p € % such that w(p) verifies the
moderate growth condition (MG).

Main theorem B.4. Let p be a point of the Kasner circle and let 5€ be a coherent heteroclinic chain
starting at p. If w(p) verifies the moderate growth condition (MG), then the union of all the type VIII
or IX orbits shadowing the heteroclinic chain S contains a 3-dimensional ball D(p, ##) Lipschitz
embedded in the phase space B*. Moreover, for any & C Hma) of positive 1-dimensional Lebesgue
measure, the union of all the balls D(p, ) for p € & and H a coherent heteroclinic chain starting
at p has positive 4-dimensional Lebesgue measure.
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