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## 1 Introduction

This section is devoted to provide a short overview of our main results. More general and complete statements are given in the subsequent sections. We refer to Appendix A for reminders on subRiemannian geometry and details on all notions used hereafter.

Setting. Let $(M, D, g)$ be a sub-Riemannian (in short, sR ) structure, where $M$ is a smooth (i.e., $C^{\infty}$ ) connected compact manifold of dimension $n \in \mathbb{N}^{*}, D$ is a subsheaf of $T M$ called horizontal distribution and $g$ is the sR metric (defined in Appendix). In particular, when $D$ is a subbundle of $T M, g$ is a Riemannian metric on $D$, but the rank of $D$ may vary on $M$. When $D=T M$, we are in the Riemannian case. The situation of interest in this article is when $D \neq T M$. This includes the almost-Riemannian case. Throughout the article, we assume that $\operatorname{Lie}(D)=T M$ (Hörmander condition). Endowed with the sR distance $\mathrm{d}_{\mathrm{sR}}, M$ is a complete metric space.

The sR structure $(M, D, g)$ is said to be equiregular if the $s R$ flag of $D$ is everywhere regular, which means that the subsheafs $D^{k}$ of $T M$, generated by the Lie brackets of length $k$ of smooth sections of $D$, keep everywhere on $M$ the same dimension. Otherwise, the sR structure is said to be singular and we denote by $\mathscr{S}$ the singular set, that is the closed subset of $M$ where the sR flag of $D$ is not regular. For instance, the Heisenberg (contact) sR structures and the Engel case are equiregular, while the Baouendi-Grushin and Martinet cases are singular.

Let $\mu$ be an arbitrary smooth Borel measure on $M$. Let $\triangle$ be the sR Laplacian associated with the metric $g$ and with the smooth measure $\mu$. The operator $\triangle$ is defined globally (see Appendix A.2) and is locally defined as

$$
\begin{equation*}
\triangle=-\sum_{i=1}^{m} X_{i}^{*} X_{i}=\sum_{i=1}^{m}\left(X_{i}^{2}+\operatorname{div}_{\mu}\left(X_{i}\right) X_{i}\right) \tag{1}
\end{equation*}
$$

where the star is the transpose in $L^{2}(M, \mu)$ and where $D$ is locally spanned by $m$ vector fields $X_{1}, \ldots, X_{m}$. The Hörmander condition implies that the operator $\triangle$, defined on $\mathcal{D}(\triangle)=\{f \in$ $\left.L^{2}(M, \mu) \mid \triangle f \in L^{2}(M, \mu)\right\}$ is subelliptic, nonpositive, selfadjoint, $-\triangle$ has a discrete spectrum $0=\lambda_{0}<\lambda_{1} \leqslant \cdots \leqslant \lambda_{k} \leqslant \cdots$ with $\lambda_{k} \rightarrow+\infty$ as $k \rightarrow+\infty$, and $\triangle$ generates a strongly continuous contraction semigroup $\left(e^{t \triangle}\right)_{t \geqslant 0}$ and a smooth positive symmetric heat kernel, denoted by $e=e_{\triangle, \mu}$.

The set $\Sigma=D^{\perp}$ (annihilator of $D$ ) is called the characteristic manifold of the sR structure. Outside of $\Sigma, \triangle$ is elliptic.

In this article, our main objective is to establish small-time asymptotics of local and microlocal Weyl laws in general sR cases, to identify the main terms of the expansions in a geometric, intrinsic way, and in particular to infer the Weyl law by the Karamata tauberian theorem.

Weyl law in sR geometry. The Weyl law consists of describing the asymptotics of the spectral counting function

$$
\begin{equation*}
N(\lambda)=\#\left\{k \in \mathbb{N} \mid \lambda_{k} \leqslant \lambda\right\} \quad \forall \lambda \in \mathbb{R} \tag{2}
\end{equation*}
$$

as $\lambda \rightarrow+\infty$. In the Riemannian case, the Weyl law stipulates that $\lambda^{-n / 2} N(\lambda) \rightarrow \frac{\omega_{n} \operatorname{Vol}(M)}{(2 \pi)^{n}}$ as $\lambda \rightarrow+\infty$, where $\omega_{n}$ is the volume of the $n$-dimensional Euclidean ball and Vol is the Riemannian volume (see, e.g., $[14,50]$ for this very classical result). In contrast, if the codimension of $D$ in $T M$ is everywhere positive, then $\lambda^{-n / 2} N(\lambda) \rightarrow+\infty$ as $\lambda \rightarrow+\infty$ (see [31, Proposition 4.2]). The Weyl law has been investigated in a tremendous number of papers, in the more general setting of hypoelliptic Hörmander operators with multiple characteristics, in the 70 's and 80 's. Some of those achievements cover several classes of sR cases. We just cite few of them. The Weyl law is established in equiregular sR cases in [66]: $N(\lambda) \sim \operatorname{Cst} \lambda^{\mathcal{Q}^{M} / 2}$ where $\mathcal{Q}^{M}$ is the Hausdorff dimension
of $M$. The results of $[65,67]$ cover singular sR cases where $\Sigma$ is a smooth conic submanifold of $T^{*} M \backslash 0$, which is either symplectic, like in the Heisenberg case or in the Baouendi-Grushin case without tangency point, or is not symplectic but the operator $\triangle$ is transversally elliptic along $\Sigma$ (as defined in [21]), meaning that the microlocal quotient $\triangle$ along $\Sigma$ is elliptic, like in the Engel case. The recent paper [25] covers some particular classes of almost-Riemannian cases having nice singularities. These results show that $N(\lambda) \sim \operatorname{Cst} \lambda^{r} \ln \lambda$ for some well identified positive rational number $r$, where the constant is defined as a volume. But on the one part, there is no geometric interpretation of the constant, and on the other, for instance the Martinet case where the characteristic manifold is not symplectic is not covered.

Besides, according to the exponential estimates for sR heat kernels (recalled in Appendix A.8.3, see $[33,53,56,78,79,88])$, since $M$ is compact, there exist $C_{1}, C_{2}>0$ such that, along the diagonal,

$$
\frac{C_{1}}{\mu\left(\mathrm{~B}_{\mathrm{sR}}(q, \sqrt{t})\right)} \leqslant e(t, q, q) \leqslant \frac{C_{2}}{\mu\left(\mathrm{~B}_{\mathrm{sR}}(q, \sqrt{t})\right)} \quad \forall q \in M \quad \forall t \in(0,1]
$$

where $\mathrm{B}_{\mathrm{sR}}(q, \sqrt{t})$ is the sR ball of center $q$ and radius $\sqrt{t}$. Integrating over $M$ and applying the Karamata tauberian theorem then yields the well known result

$$
\begin{equation*}
C_{1} \int_{M} \frac{1}{\mu\left(\mathrm{~B}_{\mathrm{sR}}(q, 1 / \sqrt{\lambda})\right)} d \mu(q) \leqslant N(\lambda) \leqslant C_{2} \int_{M} \frac{1}{\mu\left(\mathrm{~B}_{\mathrm{sR}}(q, 1 / \sqrt{\lambda})\right)} d \mu(q) \tag{3}
\end{equation*}
$$

obtained earlier in [35, Theorem 2], which we will refer to as the Fefferman-Phong estimate. It implies that $N(\lambda)$ is bounded above and below, up to scaling, by $\int_{M} \lambda^{\mathcal{Q}(q) / 2} d \mu(q)$, where $\mathcal{Q}^{M}(q)$, which depends on $q$ in the singular case, is the homogeneous dimension at $q$ (see Appendix A.3). The double inequality (3) is general and does not require any assumption on the sR structure $(M, D, g)$. Anyway it does not give an equivalent of $N(\lambda)$ as $\lambda \rightarrow+\infty$.

We go much further in the present article. As a consequence of our main results, we compute explicitly the equivalent of $N(\lambda)$ and we also characterize the constants appearing in the equivalent in a geometric way, under the sole assumption that the singular set $\mathscr{S}$ be Whitney stratifiable. With respect to the above-mentioned existing results, the main novelty is that we deeply exploit the $s R$ context in order to identify the main terms geometrically, using in particular the known concept of nilpotentization (recalled in Appendix A.5) and more generally using the new concept of multiple nilpotentization.

The geometric identification of spectral invariants in sR geometry is a recent subject. We mention however the paper [11] for some early results in this direction, but the paper was written before the real birth of sR geometry (certainly impulsed by the article [83]). Then, the first results really established in a sR context are due to [8] and have then been followed by a number of works aiming at exploiting intrinsic concepts in the sR framework, like good notions of curvatures (see [3] for a recent textbook), in spectral developments.

Our present study is however not restricted to computing the asymptotics of $N(\lambda)$.
Much more generally, we give in this article small-time asymptotic expansions at any order of the local and microlocal Weyl laws.

Spectral asymptotics. The local Weyl law consists of computing the small-time asymptotics of the function

$$
t \mapsto \operatorname{Tr}\left(\mathcal{M}_{f} e^{t \Delta}\right)=\int_{M} f(q) e(t, q, q) d \mu(q)=\sum_{j=0}^{+\infty} e^{-\lambda_{j} t} \int_{M} f \phi_{j}^{2} d \mu
$$

for an arbitrary function $f$ on $M$, where $\mathcal{M}_{f}$ is the operator on $L^{2}(M, \mu)$ of multiplication by $f$, and the microlocal Weyl law consists of computing the function

$$
t \mapsto \operatorname{Tr}\left(A e^{t \Delta}\right)=\sum_{j=0}^{+\infty} e^{-\lambda_{j} t}\left\langle A \phi_{j}, \phi_{j}\right\rangle_{L^{2}(M, \mu)}
$$

for an arbitrary pseudo-differential operator $A$ of order 0 on $M$. Here, $\left(\phi_{j}\right)_{j \in \mathbb{N}}$ is an arbitrary orthonormal eigenbasis of $L^{2}(M, \mu)$ corresponding to the ordered eigenvalues $\left(\lambda_{j}\right)_{j \in \mathbb{N}}$ (i.e., $\triangle \phi_{j}=$ $-\lambda_{j} \phi_{j}$ for every $j \in \mathbb{N}$ ).

To reach this objective, an instrumental tool is the main result of [32], ${ }^{1}$ recalled for sR heat kernels in Theorem C. 1 in Appendix C, establishing a small-time asymptotic expansion for the heat kernel $e$ in an asymptotic neighborhood of the diagonal (and not only along the diagonal like it was done in [13]). This is the key to treat singular sR cases or to compute the microlocal Weyl law.

In turn, exploiting Theorem C.1, we provide in Theorem 3.1 in Section 3 an asymptotic expansion at any order of the Green kernel near the diagonal, thus recovering and improving results of $[36,79]$. As a consequence, we prove that, given any $q_{0} \in M$ (regular or not), the sR Laplacian $\triangle$ on $C^{\infty}\left(M \backslash\left\{q_{0}\right\}\right)$ is essentially selfadjoint if and only if $\mathcal{Q}\left(q_{0}\right) \geqslant 4$.

The main terms of our small-time asymptotic expansions are identified as geometric objects attached to the sR structure, related to the concept of nilpotentization. Given any $q \in M$, the nilpotentization $\left(\widehat{M}^{q}, \widehat{D}^{q}, \widehat{g}^{q}\right)$ of the sR structure $(M, D, g)$ at $q$ is the Gromov-Hausdorff metric tangent space at $q$ of the complete metric space $\left(M, \mathrm{~d}_{\mathrm{sR}}\right)$. It is a nilpotent homogeneous sR structure. In general, $\widehat{M}^{q}$ is a quotient of a Carnot group. Note that, in contrast to Riemannian geometry where all tangent spaces are isometric, in $s R$ geometry the nilpotentizations of the $s R$ structure $(M, D, g)$ at two different points are not sR isometric in general. This makes the geometric picture much more complex. In what follows, we denote by $\widehat{\triangle}^{q}$ the selfadjoint sR Laplacian associated with the metric $\widehat{g}^{q}$ and with the nilpotentized measure $\widehat{\mu}^{q}$, and by $\widehat{e}^{q}=e_{\widehat{\Delta}^{q}, \widehat{\mu}^{q}}$ the heat kernel associated with $\widehat{\triangle}^{q}$.

Weyl measures. Our results put in evidence the role of a new intrinsic measure in sR geometry, that we call the Weyl measure, of which there exists a local and a microlocal version. We underline that these measures do not depend on the choice of the smooth measure $\mu$. Actually, although the definition (1) of the operator $\triangle$ (and thus so does its spectrum) depends on $\mu$, as noticed in [31], any self-adjoint second-order differential operator whose principal symbol is the cometric $g^{\star}$ of the sR structure, whose sub-principal symbol vanishes, and whose first eigenvalue is $\lambda_{1}=0$, is equal to $\triangle_{g, \mu}$ for some smooth measure $\mu$. Hence, in the sequel, all our results depend only on the sR structure (in particular, on the metric $g$ ) but not on the smooth measure $\mu$, whose choice has thus no importance.

Borel measures on $M$ are identified with positive densities on $M$. Throughout the paper, given any $f \in L^{1}(M, \mu)$, we denote by $\int_{M} f d \mu$ the integral of $f$ on $M$ with respect to the smooth measure $\mu$.

The local Weyl measure $w_{\Delta}$ is the probability measure on $M$ defined by

$$
\int_{M} f d w_{\triangle}=\lim _{t \rightarrow 0^{+}} \frac{\int_{M} f(q) e(t, q, q) d \mu(q)}{\int_{M} e(t, q, q) d \mu(q)}
$$

for every continuous function on $M$, whenever the limit exists for all such functions. In all sR cases investigated in this article (equiregular and stratified singular cases), the measure $w_{\triangle}$ exists and

[^1]is also the weak limit of the sequence of probability measures $\frac{1}{N(\lambda)} \sum_{\lambda_{j} \leqslant \lambda}\left|\phi_{j}\right|^{2} \mu$ (Cesàro mean) as $\lambda \rightarrow+\infty$.

The local Weyl measure $w_{\triangle}$ happens to be a canonical measure in sR geometry, enjoying the same nice properties as the already known Popp measure: like Popp, the local Weyl measure is "doubly intrinsic" in the equiregular case in the sense that it commutes with nilpotentization, and it is invariant under sR isometries of $M$ (see Section 4.2).

The microlocal Weyl law $W_{\triangle}$ is the measure defined on the co-sphere bundle $S^{\star} M$ by

$$
\int_{S^{\star} M} a d W_{\triangle}=\lim _{t \rightarrow 0^{+}} \frac{\operatorname{Tr}\left(\operatorname{Op}(a) e^{t \triangle}\right)}{\operatorname{Tr}\left(e^{t \triangle}\right)}
$$

for every classical symbol $a$ of order 0 , whenever the limit exists for all such symbols (here, Op denotes any quantization operator).

General definitions and properties for local and microlocal Weyl measures are provided in Section 2.

Equiregular sR structures. The equiregular case is the subject of Part I of this article.
Theorem I. In the equiregular case, for every $f \in C^{\infty}(M)$ there exists $F \in C^{\infty}(\mathbb{R})$ such that

$$
\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \triangle}\right)=\frac{1}{t^{\mathcal{Q}^{M} / 2}} F(t)=\frac{1}{t^{\mathcal{Q}^{M} / 2}} \int_{M} f(q) \widehat{e}^{q}(1,0,0) d \mu(q)+\mathrm{o}\left(\frac{1}{t^{\mathcal{Q}^{M} / 2}}\right) \quad \text { as } t \rightarrow 0^{+}
$$

(note that $\widehat{e}^{q} d \mu(q)=e_{\widehat{\triangle}^{q}, \widehat{\mu}^{q}} d \mu(q)$ does not depend on the smooth measure $\mu$ ), where $\mathcal{Q}^{M}$ is the Hausdorff dimension of the metric space $\left(M, \mathrm{~d}_{\mathrm{sR}}\right)$. As a consequence, the local Weyl measure $w_{\Delta}$ exists, is a smooth measure on $M$ and its density with respect to $\mu$ at any point $q \in M$ is

$$
\frac{d w_{\triangle}}{d \mu}(q)=\frac{\widehat{e}^{q}(1,0,0)}{\int_{M} \widehat{e}^{q^{\prime}}(1,0,0) d \mu\left(q^{\prime}\right)},
$$

and the spectral counting function has the asymptotics

$$
N(\lambda) \underset{\lambda \rightarrow+\infty}{\sim} \frac{\int_{M} \widehat{e}^{q}(1,0,0) d \mu(q)}{\Gamma\left(\mathcal{Q}^{M} / 2+1\right)} \lambda^{\mathcal{Q}^{M} / 2}
$$

The general statement is provided in Theorem 4.1 in Section 4.1, with subsequent remarks. It can be noticed that, in contrast to the Riemannian case, we always have $\mathcal{Q}^{M}>n$ as soon as $\operatorname{rank}(D)<n$. Except the sR interpretation, this theorem was essentially stated in [66].

The local Weyl measure coincides with the Popp measure (up to constant scaling) for free nilpotent $s R$ structures and for nilpotent equiregular $s R$ structures of dimension $\leqslant 5$ except for the bi-Heisenberg case (see Section 4.3).

In turn, we prove in Section 4.4 that, as a consequence of Theorem I, the regularized determinant (defined thanks to the zeta function) exists and is a global spectral invariant.

The general microlocal Weyl law in the equiregular case is provided in Theorem 5.1 in Section 5 , generalizing to a wide extent the result established in [85] for contact closed manifolds. We do not give the statement here, but we mention that, in particular, the microlocal Weyl measure $W_{\triangle}$ exists and is supported on $S \Sigma^{r-1}=S\left(D^{r-1}\right)^{\perp}$ where $r$ is the degree of nonholonomy of the sR structure. Its explicit expression is given in Theorem 5.1.

Singular sR structures. The singular case is the subject of Part II of this article.
The horizontal distribution $D$ is said to be $\mathscr{S}$-nilpotentizable if $D$ is locally diffeomorphic to its nilpotentization $\widehat{D}^{q}$ at every point $q$ of the singular set $\mathscr{S}$. A smooth submanifold $N$ of $M$ is said to be equisingular if the sR flag of $D$ along $N$ and the sR flag of $D$ restricted to $N$ are regular (see Appendix A.3).

Theorem II.1. We assume that the singular set $\mathscr{S}$ (and thus $M$ ) is Whitney stratified by equisingular smooth submanifolds and that $D$ is $\mathscr{S}$-nilpotentizable. Denoting by $\mathcal{Q}^{1}<\cdots<\mathcal{Q}^{\text {s }}$ the Hausdorff dimensions of the strata of $M$ (including the equiregular region $M \backslash \mathscr{S}$ ) and by $m_{1}, \ldots, m_{s}$ their respective maximal multiplicities (see Section 8.1 for the definition), there exists a Borel measure $\nu$ on $M$ such that, for every $f \in C^{\infty}(M)$, we have

$$
\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \triangle}\right)=\sum_{i=1}^{s} \sum_{j=0}^{m_{i}-1} \frac{|\ln t|^{j}}{t^{\mathcal{Q}^{i} / 2}} F_{i, j}(\sqrt{t})=\left(\int_{\mathcal{N}_{s}} f d \nu\right) \frac{|\ln t|^{m_{s}-1}}{t^{\mathcal{Q}^{s} / 2}}+\mathrm{o}\left(\frac{|\ln t|^{m_{s}-1}}{t^{\mathcal{Q}^{s} / 2}}\right) \quad \text { as } t \rightarrow 0^{+}
$$

for some functions $F_{i, j} \in C^{\infty}(\mathbb{R})$. The support $\mathcal{N}_{s}$ of $\nu$ is the closure of a union of equisingular strata of $M$ of maximal Hausdorff dimension $\mathcal{Q}^{s}$. The density of $\nu$ is smooth on $\mathcal{N}_{s}$ and is expressed in terms of multiple nilpotentizations (along the various strata) of the heat kernel e. As a consequence, the local Weyl measure exists and is $w_{\triangle}=\nu / \nu\left(\mathcal{N}_{s}\right)$, and

$$
N(\lambda) \underset{\lambda \rightarrow+\infty}{\sim} \frac{\nu\left(\mathcal{N}_{s}\right)}{\Gamma\left(\mathcal{Q}^{s} / 2+1\right)} \lambda^{\mathcal{Q}^{s}}(\ln \lambda)^{m_{s}-1}
$$

In the particular case where $\mathscr{S}$ is an equisingular smooth submanifold of $M$ (i.e., $\mathscr{S}$ has a single stratum), denoting by $\mathcal{Q}^{\mathscr{S}}$ (resp., by $\mathcal{Q}^{M \backslash \mathscr{S}}$ ) the Hausdorff dimension of $\mathscr{S}$ (resp., of $M \backslash \mathscr{S}$ ):

- If $\mathcal{Q}^{\mathscr{S}}>\mathcal{Q}^{M \backslash \mathscr{S}}$ then $\mathcal{N}_{s}=\mathscr{S}$ and the density of $\nu$ on $\mathscr{S}$ is a "transverse trace" of the nilpotentized heat kernel along $\mathscr{S}$.
- If $\mathcal{Q}^{\mathscr{S}}=\mathcal{Q}^{M \backslash \mathscr{S}}$ then $\mathcal{N}_{s}=\mathscr{S}$, the density of $\nu$ on $\mathscr{S}$ is given in terms of a double nilpotentization of the heat kernel (one along $\mathscr{S}$ and the other along $M \backslash \mathscr{S}$ ), and actually we have an intrinsic two-terms small-time asymptotic expansion of $\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \Delta}\right)$ (i.e., the two first terms of the asymptotic expansion can be identified geometrically), the dominating term being in $\frac{|\ln t|}{t \mathbb{Q}^{S} / 2}$.
- If $\mathcal{Q}^{\mathscr{S}}<\mathcal{Q}^{M \backslash \mathscr{S}}$ then $\mathcal{N}_{s}=M$ : the equiregular part dominates and $\frac{d \nu}{d \mu}(q)=\widehat{e}^{q}(1,0,0)$ at any $q \in M$ (as in the equiregular case).

The complete statements are given in Section 7 (see Theorem 7.1 for the case of one single stratum) and in Section 8 (see Theorem 8.1 for the case of multiple strata), as well as some examples.

We also elaborate in Sections 7.5 and 7.6 on the Baouendi-Grushin and Martinet cases, giving more details on their two-terms small-time asymptotic expansions. In turn, we establish in Section 7.7 a Quantum Ergodicity (QE) result in the Baouendi-Grushin case when $\mathscr{S}$ is connected with at most one tangency point: there exists a density-one subsequence of probability measures $\left|\phi_{j_{k}}\right|^{2} \mu$ converging weakly to $w_{\triangle}=\nu / \nu(\mathscr{S})$ (see Theorem 7.4). This is the first QE result in sR geometry where the limit measure is singular (see [31] for QE in the 3D contact case).

Theorem II. 1 uses the concept of multiple nilpotentization (defined in Section 6.4.2) along chains of strata of increasing topological dimensions. Roughly speaking, the double nilpotentization $\widehat{D}^{q_{1}, q_{2}}={\widehat{\widehat{D}^{q_{1}}}}^{q_{2}}$ is the horizontal distribution obtained by first nilpotentizing $D$ at some point
$q_{1} \in \mathscr{S}_{1}$ and then by nilpotentizing $\widehat{D}^{q_{1}}$ at some neighbor point $q_{2} \in \mathscr{S}_{2}$, where $\mathscr{S}_{1}$ and $\mathscr{S}_{2}$ are two equisingular strata of $M$ such that $\operatorname{dim} \mathscr{S}_{1}<\operatorname{dim} \mathscr{S}_{2}$ and $\mathscr{S}_{1} \subset \overline{\mathscr{S}_{2}}$.

This is thanks to the nilpotentizability assumption, which is defined and commented in 6.4.1, that we can identify geometrically the main terms of the spectral asymptotics. When nilpotentizability fails, the situation becomes more complex.

Theorem II.2. We assume that the sR structure $(M, D, g)$ is real analytic. There exist $k \in$ $\{0, \ldots, n\}$ and a rational number $\gamma \in \mathbb{Q}$, only depending on $D$ (not on $g$ ), satisfying $\gamma \geqslant \frac{1}{2} \mathcal{Q}^{s}$ and if $\gamma=\frac{1}{2} \mathcal{Q}^{s}$ then $k \geqslant m_{s}-1$, and there exist $\ell \in \mathbb{N}^{*}$ and a Borel measure $\nu$ on $M$ such that, for every $f \in C^{\infty}(M)$, we have

$$
\operatorname{Tr}\left(f e^{t \triangle}\right)=\frac{1}{t^{\gamma}} \sum_{i=0}^{k} F_{i}\left(t^{1 / \ell}\right)|\ln t|^{i}=\left(\int_{\mathcal{N}} f d \nu\right) \frac{|\ln t|^{k}}{t^{\gamma}}+\mathrm{o}\left(\frac{|\ln t|^{k}}{t^{\gamma}}\right) \quad \text { as } t \rightarrow 0^{+}
$$

for some $F_{0}, \ldots, F_{k} \in C^{\infty}(\mathbb{R})$. The support $\mathcal{N}$ of $\nu$ is an equisingular stratified submanifold of $M$. As a consequence, the local Weyl measure exists and is $w_{\triangle}=\nu / \nu(\mathcal{N})$, and

$$
N(\lambda) \underset{\lambda \rightarrow+\infty}{\sim} \frac{\nu(\mathcal{N})}{\Gamma(\gamma+1)} \lambda^{\gamma} \ln ^{k} \lambda
$$

The dominating term of the small-time asymptotics of the local Weyl law is always greater than or equal to that obtained in Theorem II.1 in the equisingular stratified nilpotentizable case.

This result corresponds to Theorem 9.1 in Section 9.1, where we also give examples showing that $\gamma$ is not an integer in general. In contrast to Theorem II.1, here the geometric role of the Hausdorff dimensions of the strata is lost, due to the lack of nilpotentizability.

Interestingly, in Theorems I, II. 1 and II.2, the maximal complexity of the small-time asymptotics is a positive rational power of $\frac{1}{t}$ times an integer power of $|\ln t|$. There is no $\ln |\ln t|$ for instance. To complete the picture, we give in Section 9.4 some classes of examples where the sR structure is not real analytic, i.e., the vector fields defining it may involve flat terms. We obtain more "exotic" Weyl laws, which may have an arbitrarily complex transcendence (see Proposition 9.1).

As concerns the microlocal Weyl law, we do not compute it in the singular case, but the method that we develop certainly allows for its estimation. We just mention the general fact that, if $D$ is of codimension 1 in $T M$, then the microlocal Weyl measure $W_{\triangle}$ is equal to half of the pullback of $w_{\triangle}$ by the double covering $S \Sigma \rightarrow M$ which is the restriction to $S \Sigma$ (with $\Sigma=D^{\perp}$ ) of the canonical projection of $T^{\star} M$ onto $M$ (see Section 2.2).

The $(J+K)$-decomposition. Let us comment shortly on the main basic technique used for estimating the small-time heat trace asymptotics in singular cases. While the local Weyl law straightforwardly follows from the Lebesgue dominated theorem in the equiregular case, the required domination property fails in general in the singular case (see Section 6.1). In order to estimate the trace, we split the "singular" integral defining the trace as the sum of two integrals:

$$
\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \Delta}\right)=\int_{M} f(q) e(t, q, q) d \mu(q)=J(t)+K(t)
$$

(called the $(J+K)$-decomposition) with

$$
J(t)=\int_{\mathcal{B}(\mathscr{S}, \sqrt{t})} f\left(q^{\prime}\right) e\left(t, q^{\prime}, q^{\prime}\right) d \mu\left(q^{\prime}\right) \quad \text { and } \quad K(t)=\int_{M \backslash \mathcal{B}(\mathscr{S}, \sqrt{t})} f\left(q^{\prime}\right) e\left(t, q^{\prime}, q^{\prime}\right) d \mu\left(q^{\prime}\right)
$$

The scaling $\sqrt{t}$ is the right one to use properties of the heat kernel (recall that the heat propagation at small times is, up to exponentially small terms, located inside balls of radius of the order of $\sqrt{t}$ : this follows from the finite speed propagation of singularities for the sR wave equation, see [64]), in particular the fact that the function $t \mapsto(\sqrt{t})^{\mathcal{Q}^{M}(q)} e\left(t, \delta_{\sqrt{t}}^{q}(x), \delta_{\sqrt{t}}^{q}\left(x^{\prime}\right)\right)$ has an asymptotic expansion at any order at $t=0$, whose first term is the nilpotentization $\widehat{e}^{q}\left(1, x, x^{\prime}\right)$ (see Theorem C. 1 in Appendix C). This fact immediately yields an asymptotic expansion for $J(t)$. Expanding $K(t)$ is much more difficult and requires to perform multiple nilpotentizations of $e$ along equisingular strata of increasing topological dimensions. Nilpotentizability ensures that the multiple limits are well defined. In the analytic non-nilpotentizable case, we use finer stratifications related to subanalytic preparation theorems.

## 2 Weyl measures

In this section, we define Weyl measures. They had already been introduced in [31], in a different but equivalent way (see Section 2.3). In Section 2.2, we define local and microlocal Weyl measures in terms of an appropriate limit of the heat kernel. In Section 2.3, using a classical argument (tauberian theorem), we provide alternative expressions for those measures in terms of an appropriate limit of Cesàro means involving an orthonormal basis of eigenfunctions, and we give the asymptotics of the spectral counting function.

Recall that $\triangle$ is defined by (1) and that $e=e_{\triangle, \mu}$ is the sR heat kernel, where $\mu$ is an arbitrary smooth measure on $M$.

Given any $f \in C^{0}(M)$, we denote by $\mathcal{M}_{f}$ the operator on $L^{2}(M, \mu)$ of multiplication by $f$. The operator $e^{t \triangle}$ is of trace class and thus the operators $\mathcal{M}_{f} e^{t \Delta}$ and more generally $A e^{t \Delta}$, for any bounded operator $A$ on $L^{2}(M, \mu)$, are of trace class.

### 2.1 Preliminary remark on the smooth measure

Let us consider two sub-Riemannian Laplacians $\triangle_{\mu}$ and $\triangle_{\nu}$ associated with two different smooth measures $\mu$ and $\nu$ on $M$, but with the same metric $g$. Assuming that $\nu=h^{2} \mu$ with $h$ a positive smooth function on $M$, we have $\operatorname{div}_{\nu}(X)=\operatorname{div}_{\mu}(X)+\frac{X\left(h^{2}\right)}{h^{2}}$, for every vector field $X$, and it follows that

$$
h \triangle_{\nu}(\phi)=\triangle_{\mu}(h \phi)-\phi \triangle_{\mu}(h)=\triangle_{\mu}(h \phi)+h^{2} \phi \triangle_{\nu}\left(h^{-1}\right) \quad \forall \phi \in C^{\infty}(M)
$$

Defining the isometric bijection $J: L^{2}(M, \nu) \rightarrow L^{2}(M, \mu)$ by $J \phi=h \phi$ (gauge transform), we have

$$
\begin{equation*}
J \triangle_{\nu} J^{-1}=\triangle_{\mu}-\frac{1}{h} \triangle_{\mu}(h) \mathrm{id}=\triangle_{\mu}+h \triangle_{\nu}\left(h^{-1}\right) \mathrm{id}=\triangle_{\nu}+W \tag{4}
\end{equation*}
$$

i.e., $\triangle_{\nu}$ is unitarily equivalent to $\triangle_{\mu}+W$, where $W$ is a bounded operator.

Lemma 2.1. Given any $f \in C^{0}(M)$ and any (classical) pseudo-differential operator $A$ of order 0 , we have, as $t \rightarrow 0^{+}$,

$$
\begin{align*}
\operatorname{Tr}\left(e^{t \Delta_{\nu}}\right) & =\operatorname{Tr}\left(e^{t \Delta_{\mu}}\right)(1+\mathrm{O}(t))  \tag{5}\\
\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \triangle_{\nu}}\right) & =\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \Delta_{\mu}}\right)+\mathrm{O}\left(t \operatorname{Tr}\left(e^{\frac{t}{2} \triangle_{\mu}}\right)\right)  \tag{6}\\
\operatorname{Tr}\left(A e^{t \triangle_{\nu}}\right) & =\operatorname{Tr}\left(A e^{t \Delta_{\mu}}\right)+\mathrm{o}\left(\operatorname{Tr}\left(e^{t \Delta_{\mu}}\right)\right)+\mathrm{O}\left(t \operatorname{Tr}\left(e^{\frac{t}{2} \Delta_{\mu}}\right)\right) \tag{7}
\end{align*}
$$

Proof. Denoting by $\left(\lambda_{j}(\mu)\right)_{j \in \mathbb{N}}$ (resp., by $\left.\left(\lambda_{j}(\nu)\right)_{j \in \mathbb{N}}\right)$ the spectrum of $\triangle_{\mu}$ (resp., of $\triangle_{\nu}$ ), it follows from the Courant-Fischer min-max theorem that

$$
\left|\lambda_{j}(\nu)-\lambda_{j}(\mu)\right| \leqslant\|W\|_{L\left(L^{2}(M, \mu)\right)} \quad \forall j \in \mathbb{N}
$$

and thus $e^{-\lambda_{j}(\nu) t}=e^{-\lambda_{j}(\mu) t}(1+\mathrm{O}(t))$ as $t \rightarrow 0^{+}$, for every $j \in \mathbb{N}$, where the remainder $\mathrm{O}(t)$ is uniform with respect to $j$, and then (5) follows.

Let us now consider an arbitrary bounded operator $A$ on $L^{2}(M, \mu)=L^{2}(M, \nu)$ (because $M$ is compact). From the relation $e^{-\lambda_{j}(\nu) t}=e^{-\lambda_{j}(\mu) t}(1+\mathrm{O}(t))$, we infer (5). Note that $e^{t J \Delta_{\nu} J^{-1}}=$ $J e^{t \Delta_{\nu}} J^{-1}$ and, using (4), we have $\operatorname{Tr}\left(e^{t\left(\Delta_{\mu}+W\right)}\right)=\operatorname{Tr}\left(e^{t \Delta_{\mu}}\right)(1+\mathrm{O}(t))$.

Now, let $A \in L\left(L^{2}(M, \mu)\right)$ be arbitrary. By the Duhamel formula

$$
A e^{t\left(\Delta_{\mu}+W\right)}=A e^{t \Delta_{\mu}}+\int_{0}^{t} A e^{(t-s)\left(\Delta_{\mu}+W\right)} W e^{s \triangle_{\mu}} d s
$$

splitting the latter integral at $t / 2$, using the inequality $\|B C\|_{1} \leqslant\|B\|_{L\left(L^{2}(M, \mu)\right)}\|C\|_{1}$ for all operators $B, C \in L\left(L^{2}(M, \mu)\right)$ with $C$ of trace class, where $\left\|\|_{1}\right.$ is the trace class norm, we obtain

$$
\operatorname{Tr}\left(A e^{t\left(\triangle_{\mu}+W\right)}\right)=\operatorname{Tr}\left(A e^{t \Delta_{\mu}}\right)+\mathrm{O}\left(t \operatorname{Tr}\left(e^{\frac{t}{2} \triangle_{\mu}}\right)+t \operatorname{Tr}\left(e^{\frac{t}{2}\left(\triangle_{\mu}+W\right)}\right)\right)
$$

as $t \rightarrow 0^{+}$, and thus, using (5), $\operatorname{Tr}\left(A e^{t\left(\Delta_{\mu}+W\right)}\right)=\operatorname{Tr}\left(A e^{t \Delta_{\mu}}\right)+\mathrm{O}\left(t \operatorname{Tr}\left(e^{\frac{t}{2} \Delta_{\mu}}\right)\right)$ as $t \rightarrow 0^{+}$. Besides, by (4), we have $\operatorname{Tr}\left(A e^{t\left(\Delta_{\mu}+W\right)}\right)=\operatorname{Tr}\left(J^{-1} A J e^{t \Delta_{\nu}}\right)$. Taking $A=\mathcal{M}_{f}$, the operator of multiplication by $f$, we have $\mathcal{M}_{f} J=J \mathcal{M}_{f}$, and then (6). Now, taking $A$ an arbitrary pseudodifferential operator of order $0, A$ does not a priori commute with $J$, but we have $J^{-1} A J=$ $A+J^{-1} C$, with $C=[A, J]$ that is a pseudo-differential operator of order -1 and thus compact. Let us prove that

$$
\begin{equation*}
\operatorname{Tr}\left(C e^{t \triangle_{\nu}}\right)=\mathrm{o}\left(\operatorname{Tr}\left(e^{t \triangle_{\nu}}\right)\right) \tag{8}
\end{equation*}
$$

as $t \rightarrow 0^{+}$(which gives (7)). Considering an orthonormal eigenbasis $\left(\phi_{j}^{\nu}\right)_{j \in \mathbb{N}}$ of $L^{2}(M, \nu)$ corresponding to the ordered eigenvalues $\left(\lambda_{j}(\nu)\right)_{j \in \mathbb{N}}$ of $\triangle_{\nu}$ (i.e., $\triangle_{\nu} \phi_{j}^{\nu}=-\lambda_{j}(\nu) \phi_{j} \nu$ for every $j \in \mathbb{N}$, with $\lambda_{j}(\nu) \leqslant \lambda_{j+1}(\nu)$ ), we have

$$
\frac{\operatorname{Tr}\left(C e^{t \triangle_{\nu}}\right)}{\operatorname{Tr}\left(e^{t \triangle_{\nu}}\right)}=\frac{\sum_{j=0}^{+\infty} e^{-\lambda_{j}(\nu) t}\left\langle C \phi_{j}^{\nu}, \phi_{j}^{\nu}\right\rangle_{L^{2}(M, \nu)}}{\sum_{j=0}^{+\infty} e^{-\lambda_{j}(\nu) t}}
$$

Since $C$ is compact, given any $\varepsilon>0$ there exists $N \in \mathbb{N}^{*}$ such that $\left|\left\langle C \phi_{j}^{\nu}, \phi_{j}^{\nu}\right\rangle_{L^{2}(M, \nu)}\right| \leqslant \varepsilon$ for every $j>N$, hence

$$
\frac{\operatorname{Tr}\left(C e^{t \triangle_{\nu}}\right)}{\operatorname{Tr}\left(e^{t \triangle_{\nu}}\right)} \leqslant \frac{\sum_{j=0}^{N} e^{-\lambda_{j}(\nu) t}\left\langle C \phi_{j}^{\nu}, \phi_{j}^{\nu}\right\rangle_{L^{2}(M, \nu)}}{\sum_{j=0}^{+\infty} e^{-\lambda_{j}(\nu) t}}+\varepsilon
$$

and thus $\lim \sup \frac{\operatorname{Tr}\left(C e^{t \Delta_{\nu}}\right)}{\operatorname{Tr}\left(e^{t \Delta_{\nu}}\right)} \leqslant \varepsilon$ as $t \rightarrow 0$. Since $\varepsilon>0$ is arbitrary, (8) follows.

### 2.2 Local and microlocal Weyl measures

Definition 2.1. The local Weyl measure $w_{\Delta}$ is the probability measure on $M$ defined by

$$
\begin{equation*}
\int_{M} f d w_{\triangle}=\lim _{t \rightarrow 0^{+}} \frac{\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \Delta}\right)}{\operatorname{Tr}\left(e^{t \triangle}\right)}=\lim _{t \rightarrow 0^{+}} \frac{\int_{M} f(q) e(t, q, q) d \mu(q)}{\int_{M} e(t, q, q) d \mu(q)} \tag{9}
\end{equation*}
$$

for every continuous function $f$ on $M$, whenever the limit exists for all such functions.
The microlocal Weyl measure $W_{\Delta}$ is the probability measure on $S^{\star} M$ defined by

$$
\begin{equation*}
\int_{S^{\star} M} a d W_{\triangle}=\lim _{t \rightarrow 0^{+}} \frac{\operatorname{Tr}\left(\operatorname{Op}(a) e^{t \triangle}\right)}{\operatorname{Tr}\left(e^{t \triangle}\right)} \tag{10}
\end{equation*}
$$

for every classical symbol a of order 0, whenever the limit exists for all such symbols. Here, Op denotes any quantization operator (see Lemma 2.2 hereafter).

The fact that the limits defining the microlocal Weyl measures are indeed probabilities measures follows from the use of the Weyl quantization (see the next lemma).

Lemma 2.2. When they exist, the Weyl measures have the following properties:

1. The local Weyl measure $w_{\triangle}$ is the pushforward of the microlocal Weyl measure $W_{\triangle}$ under the canonical projection $\pi: S^{*} M \rightarrow M$, i.e., $\pi_{*} W_{\triangle}=w_{\triangle}$.
2. The microlocal Weyl measure $W_{\triangle}$ does not depend on the quantization, is even with respect to the canonical involution of $S^{*} M$, and $\operatorname{supp}\left(W_{\triangle}\right) \subset S \Sigma$ where $\Sigma=D^{\perp}$.
3. The measures $w_{\triangle}$ and $W_{\triangle}$ only depend on the sR structure (in particular, on the metric $g$ ), but they do not depend on the measure $\mu$. Moreover, they are invariant under $s R$ isometries of $M$.

Proof. 1. This is obvious.
2. Two quantizations of a bounded operator $B$ on $L^{2}(M, \mu)$ differ by a compact operator $C$ (more precisely, a pseudo-differential operator of order -1 ) and we know by (8) that $\frac{\operatorname{Tr}\left(C e^{t \Delta}\right)}{\operatorname{Tr}\left(e^{t \Delta}\right)} \rightarrow 0$ as $t \rightarrow 0^{+}$.
To prove evenness with respect to involution, we use the Weyl quantization $\mathrm{Op}^{\mathcal{W}}$. Considering a real-valued classical symbol $a=a(x, p)$ of order 0 , compactly supported with respect to $x$ in some chart $V \subset S^{*} M$, the density of the Schwartz kernel of $\mathrm{Op}^{\mathcal{W}}(a)$ with respect to the Lebesgue measure $m$ (see Appendix A.8) is given in this chart by

$$
\left[\mathrm{Op}^{\mathcal{W}}(a)\right]_{m}(x, y)=\frac{1}{(2 \pi)^{n}} \int_{\mathbb{R}^{n} \times \mathbb{R}^{n}} e^{i(x-y) \cdot p} a\left(\frac{x+y}{2}, p\right) d y d p
$$

and thus

$$
\operatorname{Tr}\left(\mathrm{Op}^{\mathcal{W}}(a) e^{t \triangle}\right)=\frac{1}{(2 \pi)^{n}} \int_{\mathbb{R}^{n} \times \mathbb{R}^{n} \times \mathbb{R}^{n}} e^{i(x-y) \cdot p} a\left(\frac{x+y}{2}, p\right) e_{\triangle, m}(t, x, y) d x d y d p
$$

Since $a$ is real-valued, $\mathrm{Op}^{\mathcal{W}}(a)$ is selfadjoint and thus $\operatorname{Tr}\left(\mathrm{Op}^{\mathcal{W}}(a) e^{t \triangle}\right)$ is a real number and is therefore equal to its complex conjugate. Hence the above integral is also equal to

$$
\int_{\mathbb{R}^{n} \times \mathbb{R}^{n} \times \mathbb{R}^{n}} e^{-i(x-y) \cdot p} a\left(\frac{x+y}{2}, p\right) e_{\triangle, m}(t, x, y) d x d y d p
$$

because $a$ and $e_{\triangle, m}$ are real-valued. Making the change of variable $p \mapsto-p$, we conclude that $\operatorname{Tr}\left(\mathrm{Op}^{\mathcal{W}}(a) e^{t \Delta}\right)=\operatorname{Tr}\left(\mathrm{Op}^{\mathcal{W}}(\tilde{a}) e^{t \Delta}\right)$ where $\tilde{a}(x, p)=a(x,-p)$. This gives the second claim.
The third claim has been proved in [31, Proposition 4.3].
3. The first fact follows from Lemma 2.1.

An sR isometry of $M$ preserves the sR metric, but not the volume $\mu$ in general; however, $w_{\Delta}$ and $w_{\Delta}$ do not depend on $\mu$. The second claim follows.

Remark 2.1. In particular, as observed in [31, Corollary 4.2], if the horizontal distribution $D$ is of codimension 1 in $T M$, and if the local Weyl measure $w_{\triangle}$ exists, then the microlocal Weyl measure $W_{\triangle}$ exists and is equal to half of the pullback of $w_{\triangle}$ by the double covering $S \Sigma \rightarrow M$ which is the restriction of the canonical projection of $T^{\star} M$ onto $M$.

Generalization: non compact manifold, manifold with boundary. We can generalize the definition of Weyl measures to the case where $M$ is not compact and/or $M$ has a boundary. In all cases, we choose a nonpositive selfadjoint extension $(\triangle, \mathcal{D}(\triangle))$ of the second-order operator $\triangle$ defined by (1) (see [32, Section 3.1] for the geometric treatment of Dirichlet and Neumann boundary conditions).

The local and microlocal Weyl measures can always be defined locally. Indeed, by the hypoelliptic Kac's principle (see [32, Theorem 3.1]), the small-time asymptotics of hypoelliptic heat kernels is purely local, i.e., "does not feel the boundary". This gives a way to define the Weyl measures (far from the boundary when $M$ has a boundary): take any relatively compact open subset $\Omega$ of $M$ with a smooth boundary. We consider the heat kernel $e_{\Omega}$ corresponding to the Dirichlet operator $\triangle_{\Omega}$ defined as the restriction of $\triangle$ to $\Omega$ with Dirichlet boundary conditions. Then, according to [32, Theorem 3.1], we have $e_{\Omega}\left(t, q, q^{\prime}\right)=e\left(t, q, q^{\prime}\right)+\mathrm{O}\left(t^{\infty}\right)$ as $t \rightarrow 0^{+}$, uniformly with respect to $\left(q, q^{\prime}\right) \in \Omega^{2}$. Now, on $\Omega$ we can define the Weyl measure.

Making it global is a matter of choosing a normalization. There exists a canonical normalization when $w_{\triangle}(M)<+\infty$ (equivalently, $W_{\triangle}(M)<+\infty$ ), and the above definition of probability Weyl measures still makes sense. When the total Weyl volume is not finite, a canonical normalization may not exist, however since any positive distribution is a Radon measure, the following construction always makes sense: assuming that

$$
\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \Delta}\right)=\int_{M} f(q) e(t, q, q) d \mu(q)=\varphi(t) L f
$$

as $t \rightarrow 0^{+}$, where $L$ is a linear bounded form on the set of compactly supported continuous functions on $M$, we define $w_{\Delta}(f)=L f$ (see also Theorem 2.1 hereafter). The microlocal Weyl measure is defined similarly. Of course, in this more general case, they are not probability measures. Also, the main difficulty is in establishing such asymptotics.

### 2.3 Equivalent expression and asymptotics of the spectral counting function

Let $\left(\phi_{k}\right)_{k \in \mathbb{N}}$ be an orthonormal eigenbasis of $L^{2}(M, \mu)$ corresponding to the ordered eigenvalues $\left(\lambda_{k}\right)_{k \in \mathbb{N}}$, i.e., $\triangle \phi_{k}=-\lambda_{k} \phi_{k}$ for every $k \in \mathbb{N}$.

By a well known argument using the Karamata tauberian theorem, we have the following alternative expressions for the Weyl measures and the following asymptotics for the spectral counting function $N(\lambda)$ defined by (2). Recall that a function $\chi:[0,+\infty) \rightarrow(0,+\infty)$ is said to be slowly varying at $+\infty$ if for every fixed $s>0$ we have $\frac{\chi(s \lambda)}{\chi(\lambda)} \rightarrow 1$ as $\lambda \rightarrow+\infty$. It is said to be slowly varying at 0 if $\chi(1 / \lambda)$ is slowly varying at $+\infty$.

Theorem 2.1. Assume that there exist $\rho \in[0,+\infty)$ and a function $\chi:[0,+\infty) \rightarrow(0,+\infty)$ that is slowly varying at infinity and a linear bounded form $L$ on $C^{0}(M)$ (resp., on $\mathcal{S}^{0}(M)$ ) such that

$$
\begin{equation*}
\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \Delta}\right) \underset{t \rightarrow 0^{+}}{\sim} \frac{1}{t^{\rho}} \chi(1 / t) L f \quad\left(\text { resp., } \quad \operatorname{Tr}\left(\operatorname{Op}(a) e^{t \Delta}\right) \underset{t \rightarrow 0^{+}}{\sim} \frac{1}{t^{\rho}} \chi(1 / t) L a\right) \tag{11}
\end{equation*}
$$

for every nontrivial nonnegative continuous function $f$ on $M$ (resp., for every nontrivial nonnegative symbol a of order 0). Then the local (resp., microlocal) Weyl measure exists, and $w_{\triangle}=\frac{L}{L 1}$ (resp., $W_{\triangle}=\frac{L}{L 1}$ ) and we also have

$$
\begin{equation*}
\int_{M} f d w_{\triangle}=\lim _{\lambda \rightarrow+\infty} \frac{1}{N(\lambda)} \sum_{\lambda_{k} \leqslant \lambda} \int_{M} f\left|\phi_{k}\right|^{2} d \mu=\lim _{\lambda \rightarrow+\infty} \frac{1}{N(\lambda)} \sum_{\lambda_{k} \leqslant \lambda}\left\langle\mathcal{M}_{f} \phi_{k}, \phi_{k}\right\rangle_{L^{2}(M, \mu)} \tag{12}
\end{equation*}
$$

for every continuous function $f$ on $M$; in other words, $w_{\triangle}$ is the weak limit of the sequence of probability measures $\frac{1}{N(\lambda)} \sum_{\lambda_{k} \leqslant \lambda}\left|\phi_{k}\right|^{2} \mu$ (Cesàro mean) as $\lambda \rightarrow+\infty$. Respectively, the microlocal Weyl measure $W_{\triangle}$ is given by

$$
\begin{equation*}
\int_{S^{\star} M} a d W_{\triangle}=\lim _{\lambda \rightarrow+\infty} \frac{1}{N(\lambda)} \sum_{\lambda_{k} \leqslant \lambda}\left\langle\operatorname{Op}(a) \phi_{k}, \phi_{k}\right\rangle_{L^{2}(M, \mu)} \tag{13}
\end{equation*}
$$

for every classical symbol a of order 0, where Op denotes any quantization operator. Moreover,

$$
N(\lambda) \underset{\lambda \rightarrow+\infty}{\sim} \frac{L 1}{\Gamma(\rho+1)} \lambda^{\rho} \chi(\lambda)
$$

Proof. The argument is standard. Formally, passing from the definition in terms of small-time asymptotics of the heat kernel as in (9) and (10) to the definition in terms of asymptotic eigenvalues as in (12) and (13) can be done by a Laplace transform. The precise relationship is well known in the existing literature and can be achieved thanks to the Karamata tauberian theorem (see [54]). We recall hereafter the more general version of [37, Chapter XIII, Section 5, Theorem 2].

Lemma 2.3 ([37]). Let $F:[0,+\infty) \rightarrow \mathbb{R}$ be a nondecreasing function which is of locally bounded variation (i.e., the Radon measure $d F$ is nonnegative and locally finite) and whose Laplace-Stieltjes transform $\mathcal{L}(F)(t)=\int_{0}^{+\infty} e^{-t \lambda} d F(\lambda)$ is well defined for every $t>0$. Let $\chi:(0,+\infty) \rightarrow \mathbb{R}$ be a function that is slowly varying at $+\infty$. Let $\rho \in[0,+\infty)$.

- We have

$$
\mathcal{L}(F)(t) \underset{t \rightarrow 0^{+}}{\sim} \frac{1}{t^{\rho}} \chi(1 / t) \quad \Longleftrightarrow \quad F(\lambda) \underset{\lambda \rightarrow+\infty}{\sim} \frac{1}{\Gamma(\rho+1)} \lambda^{\rho} \chi(\lambda) .
$$

- Note that $\frac{F(\lambda)}{\mathcal{L}(F)(1 / \lambda)} \rightarrow \frac{1}{\Gamma(\rho+1)}$ as $\lambda \rightarrow+\infty$ or 0 . For $\rho=+\infty$, the result still makes sense: if there exists $s>1$ such that either $\frac{\mathcal{L}(F)(s t)}{\mathcal{L}(F)(t)} \rightarrow 0$ as $t \rightarrow 0$, or $\frac{F(s \lambda)}{F(\lambda)} \rightarrow+\infty$ as $\lambda \rightarrow+\infty$, then $\frac{F(\lambda)}{\mathcal{L}(F)(1 / \lambda)} \rightarrow 0$ as $\lambda \rightarrow+\infty$.
- These results are still valid when exchanging 0 and $+\infty$ in the above limits, i.e., $\lambda \rightarrow 0$ and $t \rightarrow+\infty$.

Let us establish (12). Let $f$ be a nontrivial nonnegative continuous function on $M$. The operator $\mathcal{M}_{f} e^{t \Delta}$ is of trace class. We define $F_{f}(\lambda)=\sum_{\lambda_{k} \leqslant \lambda} \int_{M} f\left|\phi_{k}\right|^{2} d \mu$, for every $\lambda \in \mathbb{R}$. The function $F_{f}$ is nondecreasing, is of local bounded variation, and its Laplace-Stieltjes transform is

$$
\mathcal{L}\left(F_{f}\right)(t)=\int_{0}^{+\infty} e^{-t \lambda} d F_{f}(\lambda)=\sum_{k=0}^{+\infty} e^{-\lambda_{k} t} \int_{M} f\left|\phi_{k}\right|^{2} d \mu=\int_{M} f(q) e(t, q, q) d \mu(q)=\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \triangle}\right)
$$

because $e\left(t, q, q^{\prime}\right)=\sum_{k=0}^{+\infty} e^{-\lambda_{k} t} \phi_{k}(q) \overline{\phi_{k}\left(q^{\prime}\right)}$. Note that $N(\lambda)=F_{1}(\lambda)$. By the assumption (11), we have $\mathcal{L}(N)(t) \sim \frac{1}{t^{\rho}} \chi(1 / t) L 1$ as $t \rightarrow 0^{+}$. The asymptotics of $N(\lambda)$ then follows from Lemma 2.3.

Besides, by the assumption (11), the limit (9) exists and is equal to $\frac{L f}{L 1}$, hence

$$
\int_{M} f d w_{\triangle}=\lim _{t \rightarrow 0^{+}} \frac{\mathcal{L}\left(F_{f}\right)(t)}{\mathcal{L}\left(F_{1}\right)(t)}=\frac{L f}{L 1}
$$

Applying Lemma 2.3, the limit (12) exists and is equal to $\frac{L f}{L 1}$, hence

$$
\lim _{\lambda \rightarrow+\infty} \frac{F_{f}(\lambda)}{F_{1}(\lambda)}=\frac{L f}{L 1} .
$$

The conclusion follows. The proof is similar for the microlocal Weyl measure.

Remark 2.2. In [31], the local and microlocal Weyl measures have been defined by (12) and (13). Note that these expressions do not depend on the choice of the orthonormal basis of eigenfunctions.

Remark 2.3. The assumption (11) is satisfied in all cases treated in this paper (equiregular and stratified singular cases). We are not aware of any example where it would not be satisfied. Such an example would have to be a singular case where the singular set is not stratifiable.

### 2.4 An additional comment

Assuming that $\mu=h \nu$ with $h$ a positive smooth function on $M$, using (80) (definition of the nilpotentization of a measure), we have

$$
\begin{equation*}
h(q)=\frac{d \mu}{d \nu}(q)=\frac{\widehat{\mu}^{q}}{\widehat{\nu}^{q}}=\frac{\widehat{\mu}^{q}\left(\widehat{\mathrm{~B}}_{\mathrm{sR}}^{q}(0,1)\right)}{\widehat{\nu}^{q}\left(\widehat{\mathrm{~B}}_{\mathrm{sR}}^{q}(0,1)\right)} \tag{14}
\end{equation*}
$$

and $\widehat{\mu}^{q}=h(q) \widehat{\nu}^{q}$, and hence $h(q) e_{\widehat{\Delta}^{q}, \widehat{\mu}^{q}}=e_{\widehat{\Delta}^{q}, \widehat{\nu}^{q}}$ (see Appendix A.8), yielding in particular that

$$
\begin{equation*}
e_{\widehat{\Delta}^{q}, \widehat{\mu}^{q}}\left(t, x, x^{\prime}\right) d \mu(q)=e_{\widehat{\Delta}^{q}, \widehat{\nu}^{q}}\left(t, x, x^{\prime}\right) d \nu(q) \quad \forall t>0 \quad \forall x, x^{\prime} \in \widehat{M}^{q} \quad \forall q \in M \tag{15}
\end{equation*}
$$

In particular, $e_{\widehat{\triangle}^{q}, \widehat{\mu}^{q}}(1,0,0) d \mu(q)$ does not depend on the smooth measure $\mu$.
Definition 2.2. Given an arbitrary smooth measure $\mu$ on $M$, we define the positive measure $\rho$ on $M$ as the measure whose density with respect to $\mu$ is the function $q \mapsto e_{\widehat{\triangle}^{q}, \widehat{\mu}^{q}}(1,0,0)$. The measure $\rho$ does not depend on $\mu$.

The function $q \mapsto e_{\widehat{\Delta}^{q}, \widehat{\mu}^{q}}(1,0,0)$ may fail to be continuous or even locally integrable at singular points (for instance, it is not locally integrable near $\mathscr{S}$ in the Baouendi-Grushin and Martinet cases).

We are going to see in Part I that, in the equiregular case, the function $q \mapsto e_{\widehat{\triangle}^{q}, \widehat{\mu}^{q}}(1,0,0)$ is smooth and that the measure $\rho$ coincides, up to constant scaling, with the local Weyl measure.

In general, if the function $q \mapsto e_{\widehat{\Lambda}^{q}, \widehat{\mu}^{q}}(1,0,0)$ is locally integrable at $q$, then, extending the process of nilpotentization of measures to measures having a locally integrable density, we obtain that $\widehat{\rho}^{q}=e_{\widehat{\Delta}^{q}, \widehat{\mu}^{q}}(1,0,0) \widehat{\mu}^{q}$ for every smooth measure $\mu$ and thus, in particular, $e_{\widehat{\Delta}^{q}, \widehat{\rho}^{q}}(1,0,0)=1$.

## 3 Green kernel estimates and essential selfadjointness

Given any $\lambda \in \mathbb{C} \backslash \operatorname{Spec}(\triangle)$, the resolvent kernel $G_{\lambda}$ is defined as the Schwartz kernel of the resolvent $(\lambda \mathrm{id}-\triangle)^{-1}$. Given any $q_{0} \in M$, the Green kernel $\widehat{G}^{q_{0}}$ of $\widehat{\triangle}^{q_{0}}$ (proved to exist hereafter) is defined as the Schwartz kernel of $\left(\widehat{\triangle}^{q_{0}}\right)^{-1}$ (see [43, Chapter 13]).

Theorem 3.1. For every $q_{0} \in M$ (regular or not), the Green kernel $\widehat{G}^{q_{0}}$ exists and we have the asymptotic expansion at any order $N \in \mathbb{N}^{*}$ in $C^{\infty}\left(\mathbb{R}^{n} \backslash\{0\}\right)$

$$
G_{\lambda}\left(q_{0}, \delta_{\varepsilon}^{q_{0}}(x)\right)=\varepsilon^{2-\mathcal{Q}\left(q_{0}\right)}\left(\widehat{G}^{q_{0}}(0, x)+\sum_{i=1}^{N} \varepsilon^{i} b_{i}^{q_{0}}(x)+\mathrm{o}\left(|\varepsilon|^{N}\right)\right)
$$

as $\varepsilon \rightarrow 0, \varepsilon \neq 0$, where the functions $b_{i}^{q_{0}}$ are smooth.

Proof. Let us first assume that $\operatorname{Re}(\lambda)>0$. Since $(\lambda i d-\triangle)^{-1}=\int_{0}^{+\infty} e^{-\lambda t} e^{t \Delta} d t$, we have $G_{\lambda}\left(q_{0}, q\right)=\int_{0}^{+\infty} e^{-\lambda t} e\left(t, q_{0}, q\right) d t$ and thus, taking some $c>0$ arbitrary,

$$
\begin{equation*}
G_{\lambda}\left(q_{0}, \delta_{\varepsilon}^{q_{0}}(x)\right)=\int_{c}^{+\infty} e^{-\lambda t} e\left(t, q_{0}, \delta_{\varepsilon}^{q_{0}}(x)\right) d t+\varepsilon^{2-\mathcal{Q}\left(q_{0}\right)} \int_{0}^{c / \varepsilon^{2}} e^{-\lambda \varepsilon^{2} t} \varepsilon^{\mathcal{Q}\left(q_{0}\right)} e\left(\varepsilon^{2} t, q_{0}, \delta_{\varepsilon}^{q_{0}}(x)\right) d t \tag{16}
\end{equation*}
$$

By boundedness of the heat kernel for $t \geqslant c$, the first integral at the right-hand side of (16) is a smooth function of $\varepsilon$. Let us treat the second integral. Theorem C. 1 in Appendix C gives an expansion of $\varepsilon^{\mathcal{Q}\left(q_{0}\right)} e\left(\varepsilon^{2} t, q_{0}, \delta_{\varepsilon}^{q_{0}}(x)\right)$ with respect to $\varepsilon$, at any order, whose first term is $\widehat{e}^{q_{0}}(t, 0, x)$, but the difficulty here is that uniformity with respect to $t$ is ensured only on any compact interval of $(0,+\infty)$. To overcome this difficulty and apply the dominated convergence theorem, we use the exponential estimates (88) of the heat kernel (recalled in Appendix A.8.3), which imply, since $\mathrm{d}_{\mathrm{sR}}\left(0, \delta_{\varepsilon}(x)\right)=\varepsilon \mathrm{d}_{\mathrm{sR}}(0, x)$ in the local chart, taking $c>0$ small enough and $\varepsilon^{2} t \leqslant c$, that

$$
\varepsilon^{\mathcal{Q}\left(q_{0}\right)} e\left(\varepsilon^{2} t, q_{0}, \delta_{\varepsilon}^{q_{0}}(x)\right) \leqslant \frac{C}{t^{\mathcal{Q}\left(q_{0}\right)}} e^{-\mathrm{d}_{\mathrm{sR}}(0, x)^{2} / C t}
$$

for some constant $C>0$, for every $t \in\left(0, c / \varepsilon^{2}\right]$ and for every $x \in K$, with $K$ compact subset of $\mathbb{R}^{n}$. Now, when $K$ does not contain 0 , we obtain a uniform domination term. As concerns the subsequent terms in the expansion, it follows from the analysis performed in [32, Section 6.2] that the functions $f_{i}^{q_{0}}$ in the expansion (93) of Theorem C. 1 enjoy similar exponential estimates. The result follows, for $\operatorname{Re}(\lambda)>0$.

Now, let us take any $\lambda \in \mathbb{C} \backslash \operatorname{Spec}(\triangle)$. Since $e\left(t, q_{0}, q\right)=\sum_{j=0}^{+\infty} e^{-\lambda_{j} t} \phi_{j}\left(q_{0}\right) \phi_{j}(q)$, we split the sum in two parts, with a first finite sum $\sum_{j=0}^{k}$ for some $k \in \mathbb{N}$ large enough, and an infinite sum $\sum_{j=k+1}^{+\infty}$. The heat kernel $e_{k+1}$ defined from the latter sum is treated as above, while the first finite sum, multiplied by $e^{-\lambda t}$ and integrated with respect to $t$, gives a smooth function because all eigenfunctions $\phi_{j}$ have a polynomial growth (this fact follows by rough estimates of the Weyl law and by Sobolev embedding estimates as developed in [32]).

In Theorem 3.1, not only we recover the main results of [36, 79], according to which the Green kernel $G\left(q_{0}, q\right)$ is bounded above and below, up to scaling, by $r^{2} / \mu\left(\mathrm{B}_{\mathrm{sR}}\left(q_{0}, r\right)\right)$ with $r=\mathrm{d}_{\mathrm{sR}}\left(q_{0}, q\right)$, but we also improve them since we obtain an equivalent (and even, a full expansion) in terms of the nilpotentization. Moreover, thanks to Theorem C.1, the above argument is short.

Application: essential selfadjointness of sR Laplacians. Given any $q_{0} \in M$, let us study the possibility of having different self-adjoint extensions of the Laplacian on $M \backslash\left\{q_{0}\right\}$. This problem has been studied in [28] in the Riemannian case and in [1] in the 3D sR case. Hereafter we extend their result to the general sR case, obtaining the following new and simple result.

Corollary 3.1. Given any $q_{0} \in M$ (regular or not), the operator $\triangle$ on $C^{\infty}\left(M \backslash\left\{q_{0}\right\}\right)$ is essentially selfadjoint if and only if $\mathcal{Q}\left(q_{0}\right) \geqslant 4$.

Hence, the operator $\triangle$ on $C^{\infty}\left(M \backslash\left\{q_{0}\right\}\right)$ is not essentially selfadjoint only in the Riemannian case in dimension $\leqslant 3$ and, in the non-Riemannian $s R$ case, only in the Baouendi-Grushin case without tangency point if $q_{0}$ belongs to the singular set.

Proof. We first note that $\triangle$ is not essentially selfadjoint if and only if for every $\lambda \in \mathbb{C}$ there exists $u \in L^{2}(M, \mu)$ such that $(\lambda \mathrm{id}-\triangle) u=0$ on $M \backslash\left\{q_{0}\right\}$ in the sense of distributions. In that case, $(\lambda \mathrm{id}-\triangle) u$ must be a finite linear combination of the Dirac $\delta_{q_{0}}$ and its derivatives, but there cannot be any derivatives because they are not in $H^{-2}(M, \mu)$, hence $(\lambda$ id $-\triangle) u=\alpha \delta_{q_{0}}$ for some $\alpha \in \mathbb{R}$ and thus $u=\alpha G_{\lambda}\left(q_{0}, \cdot\right)$. Now, by Theorem 3.1, we have $G_{\lambda}\left(q_{0}, \cdot\right) \in L^{2}(M, \mu)$ if and only if
$\mathcal{Q}\left(q_{0}\right) \leqslant 3$. Indeed, taking sR polar coordinates, this condition is equivalent to the convergence of the integral $\int_{0}^{1} r^{3-\mathcal{Q}\left(q_{0}\right)} d r$. The result thus follows if $\operatorname{dim} M \geqslant 3$.
Remark 3.1. Another argument consists of writing

$$
\left\|G_{\lambda}\left(q_{0}, \cdot\right)\right\|_{L^{2}(M, \mu)}^{2}=\int_{[0,+\infty)^{2}} e^{-\lambda(t+s)} e\left(t, q_{0}, q\right) e\left(s, q, q_{0}\right) d t d s=\int_{[0,+\infty)^{2}} e^{-\lambda(t+s)} e\left(t+s, q_{0}, q_{0}\right) d t d s
$$

and then of observing that the convergence of this integral only depends on the small-time asymptotic expansion of the heat kernel along the diagonal, which is $e\left(t, q_{0}, q_{0}\right) \sim \operatorname{Cst} / t^{\mathcal{Q}\left(q_{0}\right) / 2}$ as $t \rightarrow 0^{+}$.

## Part I

## Equiregular case

We assume throughout this part that the sR structure $(M, D, g)$ is equiregular. This implies in particular that the Hausdorff dimension $\mathcal{Q}^{M}(q)=\mathcal{Q}^{M}$ and the degree of nonholonomy $r(q)=r$ are constant for $q \in M$.

Recall that $e=e_{\triangle, \mu}$ is the heat kernel on $(0,+\infty) \times M \times M$ associated with the sR Laplacian $\triangle$ defined by (1) and with the smooth measure $\mu$ on $M$. For every $q \in M, \widehat{e}^{q}=e_{\widehat{\Delta}^{q}, \widehat{\mu}^{q}}$ is the heat kernel (nilpotentized at $q$ ) on $(0,+\infty) \times \widehat{M}^{q} \times \widehat{M}^{q}$ associated with $\widehat{\triangle}^{q}$ and with the measure $\widehat{\mu}^{q}$ on $\widehat{M}^{q}$ (see Appendices A.2, A. 5 and A.8).

## 4 Local Weyl law

### 4.1 Local Weyl law and local Weyl measure

Theorem 4.1. For every $f \in C^{\infty}(M)$, we have

$$
\begin{equation*}
\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \Delta}\right)=\int_{M} f(q) e(t, q, q) d \mu(q)=\frac{1}{t^{\mathcal{Q}^{M} / 2}} F(t) \quad \forall t>0 \tag{17}
\end{equation*}
$$

for some $F \in C^{\infty}(\mathbb{R})$, with

$$
\begin{equation*}
F(0)=\int_{M} f(q) \widehat{e}^{q}(1,0,0) d \mu(q) \tag{18}
\end{equation*}
$$

The local Weyl measure $w_{\triangle}$ (defined by (9)) exists, is a smooth measure on $M$, and its density with respect to $\mu$ is given by

$$
\begin{equation*}
\frac{d w_{\triangle}}{d \mu}(q)=\frac{\widehat{e}^{q}(1,0,0)}{\int_{M} \widehat{e}^{q^{\prime}}(1,0,0) d \mu\left(q^{\prime}\right)} \quad \forall q \in M \tag{19}
\end{equation*}
$$

In other words, we have $w_{\triangle}=\frac{\rho}{\rho(M)}$ (see Definition 2.2). Moreover,

$$
\begin{equation*}
N(\lambda) \underset{\lambda \rightarrow+\infty}{\sim} \frac{\int_{M} \widehat{e}^{q}(1,0,0) d \mu(q)}{\Gamma\left(\mathcal{Q}^{M} / 2+1\right)} \lambda^{\mathcal{Q}^{M} / 2} \tag{20}
\end{equation*}
$$

Proof. By Theorem C. 1 in Appendix C, $t^{\mathcal{Q}^{M} / 2} e(t, q, q)$ converges to $\widehat{e}^{q}(1,0,0)$ as $t \rightarrow 0^{+}$, uniformly with respect to $q$ because we are in the equiregular case, hence (17) and (18) follow by the dominated convergence theorem. For the Taylor expansion, it suffices to note that, by (96),

$$
t^{\mathcal{Q}^{M} / 2} e(t, q, q)=\widehat{e}^{q}(1,0,0)+c_{1}(q) t+\cdots+c_{N}(q) t^{N}+\mathrm{o}\left(t^{N}\right)
$$

is a smooth function of $t$. The last part follows from Theorem 2.1 (in Section 2).

Note that, using (15) and (19), we recover the fact that $w_{\triangle}$ does not depend on $\mu$.
The coefficient $F(0)$ of the leading term in the asymptotic expansion given by (17) as $t \rightarrow 0^{+}$ allows us to identify the local Weyl measure. Note that, to obtain the expansion at the first order $\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \Delta}\right)=\frac{1}{t 2^{M / 2}}(F(0)+\mathrm{o}(1))$ as $t \rightarrow 0^{+}$, it is only required that $f$ be continuous.

The coefficients of the subsequent terms in the expansion are of the form $\int_{M} c_{i} f d \mu$, where the smooth functions $c_{i}$ can actually be expressed as iterated convolutions involving derivations and the nilpotentized heat kernel (see [32]).
Remark 4.1. With the above theorem, we recover and generalize results of [13, 66] that are established when $M=\mathbb{R}^{n}$ and $\mu$ is the Lebesgue measure. In this case, note that a probabilistic expression of this density is computed in [13, Theorem 7.15], involving the structure constants of the Lie algebra structure. In [66], the author proves that this density is equal to the limit of $\frac{1}{\lambda \mathcal{Q}^{M}} \mathfrak{e}(\lambda, q, q)$ as $\lambda \rightarrow+\infty$, where $\mathfrak{e}\left(\lambda, q, q^{\prime}\right)$ is the kernel of the spectral resolution of $\triangle$.
Remark 4.2. It is proved in [2] that the density of the spherical Hausdorff measure with respect to any smooth measure is of class $C^{3}$ but not of class $C^{5}$ in general. Therefore, the local Weyl measure $w_{\triangle}$ differs from the spherical Hausdorff measure in general. Comparing Weyl and Popp measures is done in Section 4.3 hereafter.

Remark 4.3. The constant $\rho(M)=\int_{M} e_{\widehat{\Delta}^{q}, \widehat{\mu}^{q}}(1,0,0) d \mu(q)$ does not depend on the measure $\mu$. Applying (19) with $\mu=w_{\Delta}$, we obtain that, in the equiregular case,

$$
e_{\widehat{\widehat{\Delta}^{q}, \widehat{w \Delta^{q}}}}(1,0,0)=\mathrm{Cst}=\rho(M)=\int_{M} e_{\widehat{\Delta^{q^{\prime}}, \widehat{\mu}^{q^{\prime}}}}(1,0,0) d \mu\left(q^{\prime}\right)
$$

for every $q \in M$ and for every smooth measure $\mu$ on $M$. For example, if the sR structure $(M, D, g)$ is itself a Carnot group, then $e_{\Delta, w_{\Delta}}(1, q, q)=\rho(M)$ for every $q \in M$.

This is nothing else but saying that $e_{\widehat{\triangle}^{q}, \widehat{\rho}^{q}}(1,0,0)=1$ for every $q \in M$ (see Section 2.4). In particular, using (14), we have (still in the equiregular case)

$$
h(q)=\frac{d \mu}{d \nu}(q)=\frac{\widehat{\mu}^{q}}{\widehat{\nu}^{q}}=\frac{\widehat{\mu}^{q}\left(\widehat{\mathrm{~B}}_{\mathrm{sR}}^{q}(0,1)\right)}{\widehat{\nu}^{q}\left(\widehat{\mathrm{~B}}_{\mathrm{sR}}^{q}(0,1)\right)}=\frac{e_{\widehat{\Delta}^{q}, \widehat{\nu}^{q}}(1,0,0)}{e_{\widehat{\Delta}^{q}, \widehat{\mu}^{q}}(1,0,0)} .
$$

Taking $\nu=\mathcal{H}_{S}$ (spherical Hausdorff measure associated with the sR distance on $M$ ), we have $\widehat{\mathcal{H}}_{S}^{q}\left(\widehat{\mathrm{~B}}_{\mathrm{sR}}^{q}(0,1)\right)=2^{\mathcal{Q}^{M}(q)}$, and then

$$
\frac{d \mu}{d \mathcal{H}_{S}}(q)=\frac{\widehat{\mu}^{q}\left(\widehat{\mathrm{~B}}_{\mathrm{sR}}^{q}(0,1)\right)}{2^{\mathcal{Q}^{M}(q)}}=\frac{e_{\widehat{\Delta}^{q}, \widehat{\mathcal{H}}^{q}}(1,0,0)}{e_{\widehat{\Delta}^{q}, \widehat{\mu}^{q}}(1,0,0)}
$$

### 4.2 The local Weyl measure as a new canonical sR measure

In the equiregular case, the local Weyl measure $w_{\triangle}$ defined by (9) (or, equivalently, by (12)) is a canonical measure in sR geometry, enjoying the same nice properties as the Popp measure $P$ (whose definition and properties are recalled in Appendix A.7), which is a well known canonical smooth measure on an equiregular sR structure: like $P$, obviously, $w_{\triangle}$ is invariant under sR isometries of $M$; moreover, it commutes with nilpotentization, as shown in the following lemma.
Lemma 4.1. In the equiregular case, the construction of the local Weyl measure commutes with nilpotentization, i.e., $\widehat{w \triangle}^{q}=w_{\widehat{\triangle}^{q}}$, for every $q \in M$.
Proof. By Theorem 4.1 we have $w_{\triangle}=h P$ with $h(q)=e_{\widehat{\Delta}^{q}, \widehat{P}^{q}}(1,0,0)$, hence $\widehat{w \triangle}^{q}=h(q) \widehat{P}^{q}$. Besides, for the sR Laplacian $\widehat{\triangle}^{q}$ on $L^{2}\left(\widehat{M}^{q}, \widehat{P}^{q}\right)$ with $\widehat{M}^{q} \simeq \mathbb{R}^{n}$, Theorem 4.1 implies that $w_{\widehat{\Delta}^{q}}=$ $\gamma P_{\widehat{\Delta} q}$ with $\gamma=e_{\widehat{\Delta^{q}}{ }^{0}, \widehat{\widehat{P}}^{0}}(1,0,0)$. By equiregularity, we have $\gamma=h(q)$.

### 4.3 Relationship between Weyl and Popp measures

It is natural to apply (19) with $\mu=P$, the Popp measure on $M$ (see Appendix A.7). Then, the local Weyl measure $w_{\triangle}$ coincides with the Popp measure $P$ (up to constant scaling) if and only if the function $q \mapsto e_{\widehat{\Delta}^{q}, \widehat{P}^{q}}(1,0,0)$ is constant on $M$. We have the following result.

Lemma 4.2. Given any $q \in M$ and any sR isometry $\phi$ of $M$, the nilpotentized s structures $\left(\widehat{M}^{q}, \widehat{D}^{q}, \widehat{g}^{q}\right)$ and ( $\left.\widehat{M}^{\phi(q)}, \widehat{D}^{\phi(q)}, \widehat{g}^{\phi(q)}\right)$ are $s R$ isometric.

In particular, if the group $\operatorname{Iso}_{s R}(M)$ of $s R$ isometries of $M$ acts transitively on $M$, then the function $q \mapsto e_{\widehat{\triangle} q, \widehat{P}^{q}}(1,0,0)$ is constant on $M$.

Proof. The first fact is recalled in Appendix A.5.7. Moreover, using that $\phi_{*} \widehat{\triangle}^{q} \phi^{*}=\widehat{\triangle} \phi(q)$ and $\phi_{*} \widehat{P}^{q}=\widehat{P}^{\phi(q)}$, it follows from (85) in Appendix A. 8 that $e_{\widehat{\Delta}^{q}, \widehat{P}^{q}}(1,0,0)=e_{\widehat{\Delta}^{\phi(q)}, \widehat{P} \phi(q)}(1,0,0)$.

Remark 4.4. As noticed in [9], if $\operatorname{Iso}_{s R}(M)$ acts transitively on $M$ then the Popp measure is the unique measure on $M$ that is invariant under sR isometries.

Remark 4.5. In the 3D contact case, assuming that the Popp measure is normalized so that it is a probability measure on $M$, we have $e_{\widehat{\Delta}^{q}, \widehat{P}^{q}}(1,0,0)=1 / 16$ (see [31], see also Example 4.1 in Section 4.4). Note that this can also be obtained by using the explicit expression

$$
e(t, x, y)=\frac{1}{(2 \pi t)^{2}} \int_{\mathbb{R}} \frac{2 \tau}{\sinh (2 \tau)} e^{\left(i y \tau-|x|^{2} \tau \operatorname{cotanh}(2 \tau)\right) / t} d \tau
$$

established in [39] (see also [10]) in the Heisenberg flat case, using that $\int_{\mathbb{R}} \frac{2 \tau}{\sinh (2 \tau)} d \tau=\frac{4 \pi^{2}}{16}$.
Remark 4.6. The question of the equality (up to scaling) of the local Weyl measure $w_{\triangle}$ and the Popp measure $P$ is related to the problem of classification of sR structures under the action of $s R$ isometries. They coincide if the sR structure on $M$ is free, but not in general because the classification of Carnot groups involves moduli in large dimension. For Carnot groups of dimension less than or equal to 5 , for which the classification is known (see [2]), they always coincide except in the bi-Heisenberg case, studied hereafter.

The bi-Heisenberg case. Let $G$ be the 5 -dimensional group bi-Heisenberg defined as $G=\mathbb{R}^{5}$ with the product rule

$$
\left(x_{1}, y_{1}, x_{2}, y_{2}, z\right) \star\left(x_{1}^{\prime}, y_{1}^{\prime}, x_{2}^{\prime}, y_{2}^{\prime}, z^{\prime}\right)=\left(x_{1}+x_{1}^{\prime}, y_{1}+y_{1}^{\prime}, x_{2}+x_{2}^{\prime}, y_{2}+y_{2}^{\prime}, z+z^{\prime}+x_{1} y_{1}^{\prime}+x_{2} y_{2}^{\prime}\right)
$$

The contact form $\alpha=d z-y_{1} d x_{1}-y_{2} d x_{2}$ is invariant under right translations. We define the 5 dimensional compact manifold $M=G / \Gamma$ where $\Gamma=(\sqrt{2 \pi} \mathbb{Z})^{4} \times 2 \pi \mathbb{Z}$ is a subgroup of $G$. The vector fields $X_{i}=\partial_{x_{i}}+y_{i} \partial z, Y_{i}=\partial_{y_{i}}, i=1,2$, form a frame of the horizontal distribution $D=\operatorname{ker} \alpha$. Let $g$ be a smooth Riemannian metric on $D$. Denoting by $\omega_{1}$ and $\omega_{2}$ the eigenvalues of the symplectic form $d \alpha$ with respect to $g$ (note that these eigenvalues are Lipschitz functions of $q$ only, in general), the sR metric $g$ is the pullback of $\frac{1}{\omega_{1}}\left(d x_{1}^{2}+d y_{1}^{2}\right)+\frac{1}{\omega_{2}}\left(d x_{2}^{2}+d y_{2}^{2}\right)$ under the projection onto the $(x, y)$ plane. Taking $\mu$ the Lebesgue measure, the sR Laplacian is $\triangle=\omega_{1}\left(X_{1}^{2}+Y_{1}^{2}\right)+\omega_{2}\left(X_{2}^{2}+Y_{2}^{2}\right)$.

Lemma 4.3. The density of $w_{\triangle}$ with respect to $P$ is given at any point $q \in M$ by

$$
\frac{d w_{\triangle}}{d P}(q)=\frac{e_{\widehat{\Delta}^{q}, \widehat{P}^{q}}(1,0,0)}{\int_{M} e_{\widehat{\Delta}^{q^{\prime}}, \widehat{P}^{q^{\prime}}}(1,0,0) d P\left(q^{\prime}\right)}
$$

with

$$
\begin{equation*}
e_{\widehat{\Delta}^{q}, \widehat{P}^{q}}(1,0,0)=\frac{\omega_{1}(q) \omega_{2}(q) \sqrt{\omega_{1}(q)^{2}+\omega_{2}(q)^{2}}}{2 \pi^{3}} \sum_{\ell, \ell^{\prime} \geqslant 0} \frac{1}{\left((2 \ell+1) \omega_{1}(q)+\left(2 \ell^{\prime}+1\right) \omega_{2}(q)\right)^{3}} . \tag{21}
\end{equation*}
$$

Moreover, the function $q \mapsto e_{\widehat{\Delta}^{q}, \widehat{P}^{q}}(1,0,0)$ is smooth on $M$.
By Lemma 4.3, the density of Weyl with respect to Popp is a smooth function that differs from 1 for any normalization.

Proof. Let us first assume that $\omega_{1}$ and $\omega_{2}$ are constant. Using the explicit expression for the Popp measure given in [9], we find that the density of the Popp measure with respect to the Lebesgue measure $d \mu=d x d y d z$ is $\frac{d P}{d \mu}=1 / \omega_{1} \omega_{2} \sqrt{\omega_{1}^{2}+\omega_{2}^{2}}$. In particular, $P(M)=(2 \pi)^{3} / \omega_{1} \omega_{2} \sqrt{\omega_{1}^{2}+\omega_{2}^{2}}$. Since the operator $-i \partial_{z}$ commutes with $\triangle$, we can write $L^{2}(M, d \mu)=\oplus_{m \in \mathbb{Z}} H_{m}$ and decompose functions on $M$ as $\sum_{m \in \mathbb{Z}} e^{i m z} f_{m}\left(x_{1}, y_{1}, x_{2}, y_{2}\right)$. We infer that the eigenvalues are all $m((2 \ell+$ 1) $\left.\omega_{1}+\left(2 \ell^{\prime}+1\right) \omega_{2}\right), m \geqslant 1, \ell, \ell^{\prime} \geqslant 0$, of multiplicity $2 m^{2}$, and all eigenvalues of the Riemannian Laplacian on the 4-dimensional torus $\mathbb{R}^{4} / \sqrt{2 \pi} \mathbb{Z}^{4}$. After some computations, we obtain

$$
N(\lambda) \sim \frac{2 \lambda^{3}}{3} \sum_{\ell, \ell^{\prime} \geqslant 0} \frac{1}{\left((2 \ell+1) \omega_{1}+\left(2 \ell^{\prime}+1\right) \omega_{2}\right)^{3}}
$$

as $\lambda \rightarrow+\infty$. Since $\mathcal{Q}^{M}=6$ and since the function $q \mapsto e_{\widehat{\Delta^{q}, \widehat{P}^{q}}}(1,0,0)$ is constant on $M$, we infer (21) from (20), in the case where $\omega_{1}$ and $\omega_{2}$ are constant.

Now, when $\omega_{1}$ and $\omega_{2}$ are not constant, (21) is still true for every $q \in M$, by comparing at $q$ the bi-Heisenberg case with non-constant $\omega_{1}$ and $\omega_{2}$ and the bi-Heisenberg case with constant $\omega_{1}=\omega_{1}(q)$ and $\omega_{2}=\omega_{2}(q)$.

The last point is to prove that, although $\omega_{1}$ and $\omega_{2}$ are only Lipschitz functions of $q$ in general, (21) gives anyway a smooth function of $q$. To prove this fact, we note that the right-hand side of $(21)$ is a smooth function of $\left(\omega_{1}, \omega_{2}\right)$ that is invariant under permutations. It follows from a theorem of [42] (see also [80]) that this function is also a smooth function of $\left(\omega_{1}+\omega_{2}, \omega_{1} \omega_{2}\right)$. Since $\omega_{1}+\omega_{2}$ and $\omega_{1} \omega_{2}$ are smooth functions of the metric (trace and determinant of d $\alpha$ with respect to $g$ ), we conclude that $e_{\widehat{\Delta}^{q}, \widehat{P}^{q}}(1,0,0)$ depends smoothly on $q \in M$.

### 4.4 Zeta function and regularized determinant

Consider the zeta function associated with the sR Laplacian $\triangle$, defined by

$$
\begin{equation*}
\zeta_{\triangle}(s)=\sum_{j=1}^{+\infty} \frac{1}{\lambda_{j}^{s}} \quad \forall s \in \mathbb{C} \tag{22}
\end{equation*}
$$

Here and in the sequel, we remove the first mode $\lambda_{0}=0, \phi_{0}=1$. Recall that

$$
\begin{equation*}
\zeta_{\triangle}(s) \Gamma(s)=\int_{0}^{+\infty} \operatorname{Tr}\left(e^{t \triangle}\right) t^{s-1} d t \tag{23}
\end{equation*}
$$

where $\operatorname{Tr}\left(e^{t \triangle}\right)=\sum_{j=1}^{+\infty} e^{-\lambda_{j} t}$ and $\Gamma(s)=\int_{0}^{+\infty} t^{s-1} e^{-t} d t$. The series (22) defining $\zeta_{\Delta}(s)$ converges for $\operatorname{Re}(s)$ large enough.

When the heat trace has a complete small-time expansion as $t \rightarrow 0^{+}, \zeta_{\Delta}(s)$ has a meromorphic extension on $\mathbb{C}$. Usually, $\zeta_{\Delta}(s)$ is holomorphic at $s=0$ and the regularized determinant is then defined by $\operatorname{det}^{\prime} \triangle=e^{-\zeta_{\Delta}^{\prime}(0)}$ (see, e.g., [82, Chapter 5]). As a consequence of Theorem 4.1, we have the following result.

Lemma 4.4. In the equiregular case, the regularized determinant exists. It is a global spectral invariant.

More generally, the regularized determinant of the sR Laplacian can be defined as soon as there is no term $t^{0}|\ln t|^{j}$ for some $j \geqslant 1$ in the local Weyl law (otherwise such a term would cause a pole at $s=0$ ).
Example 4.1. In the 3D flat Heisenberg case (see [31, Section 3.1]), we have

$$
\zeta_{\triangle}(s)=2 \sum_{m \geqslant 1, l \geqslant 0} \frac{1}{(2 l+1)^{s} m^{s-1}}+\zeta_{\mathbb{T}^{2}}(s)=2 \zeta(s-1) \zeta(s)\left(1-2^{-s}\right)+\zeta_{\mathbb{T}^{2}}(s)
$$

where $\zeta$ (resp., $\zeta_{\mathbb{T}^{2}}$ ) is the classical zeta function (resp., the zeta function on the torus $\mathbb{T}^{2}$ ). We infer that $\zeta_{\triangle}(s) \sim \frac{\pi^{2}}{4(s-2)}$ near $s=2$. In this way, we recover the fact that $\widehat{e}^{q}(1,0,0)=1 / 16$, obtained in [31] (see also Remark 4.5 in Section 4.3). Indeed, using (23) and splitting the integral in $\int_{0}^{1}$ and $\int_{1}^{+\infty}$, the latter is holomorphic in $s$ and the first has a pole at $s=2$. Since we know that $\operatorname{Tr}\left(e^{t \triangle}\right) \sim \frac{A}{t^{2}}$ as $t \rightarrow 0^{+}$, we obtain $A=\frac{1}{16}$ by identification.

## 5 Microlocal Weyl law

Given any vector bundle $E$ over $M$, the sphere bundle $S E$ is defined by $S E=(E \backslash\{0\}) / \mathbb{R}^{+}$. Homogeneous functions of order 0 on $E$ are identified with functions on $S E$. We also use the standard notation $S^{*} M=S\left(T^{*} M\right)$ for the co-sphere bundle.

According to Remark 2.1, if the horizontal distribution $D$ is of codimension 1 in $T M$, then the microlocal Weyl measure $W_{\triangle}$ is equal to half of the pullback of $w_{\triangle}$ by the double covering $S \Sigma \rightarrow M$ which is the restriction to $S \Sigma$ of the canonical projection of $T^{\star} M$ onto $M$. Recall that the characteristic manifold is defined by $\Sigma=D^{\perp}=\left(g^{*}\right)^{-1}(0)$ where $g^{*}$ is the cometric.

For contact closed manifolds, the microlocal Weyl law has been derived in [85]. In the general equiregular case, we have the following result.

In the equiregular case, $\Sigma^{r-1}=\left(D^{r-1}\right)^{\perp} \subset T^{\star} M$ (annihilator of $D^{r-1}$, see Appendix A.3), where $r$ is the degree of nonholonomy (constant on $M$ ), is a subbundle of $T^{*} M$ over $M$. We define $\pi_{S \Sigma^{r-1}}$ as the projection of $T^{*} M$ onto $S \Sigma^{r-1}$. The projection $\pi_{S \Sigma^{r-1}}$ is canonical and is defined by dilations as follows: given any continuous function $a$ on $S^{*} M$ (identified with a function on $T^{*} M \backslash\{0\}$, homogeneous of degree 0 with respect to $p$ ), we have $a \circ \pi_{S \Sigma^{r-1}}=\lim _{\varepsilon \rightarrow 0} a \circ \delta_{1 / \varepsilon}^{q}$. In a local chart of privileged coordinates around $q$, using the notations of Appendix A.3, we have, by homogeneity, $a\left(q, \delta_{1 / \varepsilon}^{q}(p)\right)=a\left(q,\left(\varepsilon^{-w_{1}} p_{1}, \ldots, \varepsilon^{-w_{n}} p_{n}\right)\right)=a\left(q,\left(\varepsilon^{w_{n}-w_{1}} p_{1}, \ldots, p_{n}\right)\right)$, whose limit as $\varepsilon \rightarrow 0$ gives $\pi_{S \Sigma^{r-1}}(q, p)=a\left(q,\left(0, \ldots, 0, p_{n_{r-1}+1}, \ldots, p_{n}\right)\right)$.
Theorem 5.1. We denote by $K(q, \cdot)$ the Fourier transform of $y \mapsto e_{\widehat{\triangle}^{q}, m}(1, y, 0)$ (where $m$ is the Lebesgue measure on $\mathbb{R}^{n}$ ), that is,

$$
\begin{equation*}
K(q, p)=\int_{\mathbb{R}^{n}} e^{-i y \cdot p} e_{\widehat{\triangle}^{q}, m}(1, y, 0) d y=\int_{\mathbb{R}^{n}} e^{-i y \cdot p} e_{\widehat{\triangle}^{q}, \widehat{\mu}^{q}}(1, y, 0) d \widehat{\mu}^{q}(y) \tag{24}
\end{equation*}
$$

Actually, $K$ is the Kohn-Nirenberg symbol (of order $-\infty$ ) of the smoothing operator $e^{\widehat{\triangle}^{q}}$ (heat semi-group of $\widehat{\triangle}^{q}$ at time 1 ).

We denote by $\Omega=\frac{1}{n!} \omega^{n}$ the canonical Liouville volume form on $T^{*} M$, where $\omega$ is the canonical symplectic form.

For every pseudo-differential operator $A$ of order 0 on $M$, of principal symbol $a$, we have

$$
\begin{equation*}
\operatorname{Tr}\left(A e^{t \triangle}\right)=\frac{1}{t^{\mathcal{Q}^{M} / 2}} F(\sqrt{t}) \quad \forall t>0 \tag{25}
\end{equation*}
$$

for some $F \in C^{\infty}(\mathbb{R})$, with

$$
\begin{equation*}
F(0)=\frac{1}{(2 \pi)^{n}} \int_{T^{*} M} a \circ \pi_{S \Sigma^{r-1}} K d \Omega \tag{26}
\end{equation*}
$$

that depends only on the restriction of a to $S \Sigma^{r-1}$. As a consequence, the microlocal Weyl measure $W_{\triangle}($ defined by $(10))$ exists, is a constant times the image under $\pi_{S \Sigma^{r-1}}$ of the measure $K \Omega$, i.e.,

$$
W_{\triangle}=\frac{1}{\rho(M)}\left(\pi_{S \Sigma^{r-1}}\right)_{*}(K \Omega)
$$

where $\rho(M)=\int_{M} \widehat{e}^{q}(1,0,0) d \mu(q)$ (see Definition 2.2). Moreover, we have

$$
\operatorname{supp}\left(W_{\triangle}\right)=S \Sigma^{r-1}
$$

Remark 5.1. In Carnot groups of small dimension (see Remark 4.6), the function $K$ defined by (24) does not depend on $q$.

Remark 5.2. Compared with the asymptotic expansion given by (17) as $t \rightarrow 0^{+}$for the local Weyl law, the function $F$ in (25) is a smooth function of $\sqrt{t}$. The coefficient of $t^{i-\mathcal{Q}^{M} / 2}$ in this expansion is the sum of several coefficients (which do not have a nice expression); one of which has the same expression as the leading coefficient in (17), replacing $K$ with the Fourier transform of the function $y \mapsto a_{i}^{q}(y, 0)$, where $a_{i}^{q}$ is defined in Theorem C. 1 (see Appendix C); the other coefficients involve restrictions of $a$ to $\Sigma^{j}$ for various integers $j \leqslant r-1$.

We underline that the leading term, which provides the microlocal Weyl measure $W_{\triangle}$, only involves the restriction of $a$ to $\Sigma^{r-1}$. The property $\operatorname{supp}\left(W_{\triangle}\right)=S \Sigma^{r-1}$ means that spectral concentration is exactly on $S \Sigma^{r-1}$ : this reflects the fact that spectral complexity is mainly due to the highest possible Lie brackets appearing in the generating Lie algebra condition $\operatorname{Lie}(D)=T M$ (Hörmander condition).
Remark 5.3. Let us make precise the density of the microlocal Weyl measure in $S \Sigma^{r-1}$. Consider the fibration $\pi_{S \Sigma^{r-1}}: T^{*} M \rightarrow S \Sigma^{r-1}$. Each fiber is given by $T_{q}^{*} M / \Sigma_{q}^{r-1}$, for $q \in M$. In a local chart of coordinates $(q, p)$, we use the notation $P_{1}=\left(p_{1}, \ldots, p_{n_{r-1}}\right)$ and $P_{2}=\left(p_{n_{r-1}+1}, \ldots, p_{n}\right)$, so that $p=\left(P_{1}, P_{2}\right)$. We have $\pi_{S \Sigma^{r-1}}(q, p)=\left(q,\left(0, P_{2}\right)\right)$. In these local coordinates, we endow $\Sigma^{r-1} \simeq M \times \mathbb{R}^{n-n_{r-1}}$ with the measure that is the pullback under the chart of the standard Lebesgue measure $d q d P_{2}$ on $\mathbb{R}^{n} \times \mathbb{R}^{n-n_{r-1}}$. By disintegration of the Liouville volume form $d \Omega=$ $d q d p$ of $T^{*} M$ with respect to $d q d P_{2}$, we write, locally, $d \Omega=d q d P_{2} d P_{1}$, where $d P_{1}$ is the Lebesgue measure on the vertical fiber $T_{q}^{*} M / \Sigma_{q}^{r-1} \simeq \mathbb{R}^{n_{r-1}}$. These volumes are intrinsic and correspond to Hausdorff measures. Then, taking polar coordinates $P_{2}=r u$ with $r>0$ and $u \in \mathcal{S}^{n-n_{r-1}-1}$, and using that $a$ is homogeneous of degree 0 , we obtain

$$
\begin{equation*}
\frac{d W_{\triangle}(q, u)}{d(q, u)}=\frac{1}{(2 \pi)^{n} \rho(M)} \int_{0}^{+\infty} K^{1}(q, r u) r^{n-n_{r-1}-1} d r \tag{27}
\end{equation*}
$$

where $K^{1}\left(q, P_{2}\right)=\int_{\mathbb{R}^{n_{r-1}}} K\left(q, P_{1}, P_{2}\right) d P_{1}$.
Proof. Hereafter, we use the notations of Appendix A. 8 for Schwartz kernels and their densities. Let $A$ be an arbitrary pseudo-differential operator on $M$ of order 0 . We have

$$
\operatorname{Tr}\left(A e^{t \Delta}\right)=\int_{M}\left[A e^{t \Delta}\right]_{\nu}(t, q, q) d \nu(q)=\int_{M} G(t, q) d \nu(q)
$$

with

$$
G(t, q)=\left[A e^{t \Delta}\right]_{\nu}(t, q, q)=\int_{M}[A]_{\nu}\left(q, q^{\prime}\right) e_{\Delta, \nu}\left(t, q^{\prime}, q\right) d \nu\left(q^{\prime}\right)
$$

for any smooth measure $\nu$ on $M$. Let $q \in M$ be arbitrary and let $U$ be a neighborhood of $q$ in $M$. Let us compute the asymptotics of $G(t, q)$ when $t \rightarrow 0^{+}$. Since the density $[A]_{\nu}$ with respect to $\nu$ of the Schwartz kernel of the pseudo-differential operator $A$ is smooth outside of the diagonal, we have

$$
[A]_{\nu}\left(q, q^{\prime}\right)=\rho_{q}\left(q^{\prime}\right)[A]_{\nu}\left(q, q^{\prime}\right)+R\left(q, q^{\prime}\right)
$$

where $\rho_{q}$ is a smooth cut-off function on $M$, equal to 1 in a neighborhood $U_{1} \subset U$ of $q$, to 0 outside of $U$, and $R$ is a smooth function. It follows from the exponential estimates (88) for the sR heat kernel (see Appendix A.8.3) that $\int_{M} R\left(q, q^{\prime}\right) e_{\triangle, \mu}\left(t, q^{\prime}, q\right) d \mu\left(q^{\prime}\right)=\mathrm{O}\left(t^{\infty}\right)$ as $t \rightarrow 0^{+}$, uniformly with respect to $q$, and thus this term yields no contribution to the Taylor expansion of $G(t, q)$. Hence, in what follows, without loss of generality we assume that $R=0$.

Using to a partition of unity, without loss of generality we also assume that $A=\operatorname{Op}(a)$, where Op is the usual (left) quantization and $a$ is a classical symbol of order 0 , compactly supported with respect to its first variable in a sufficiently small neighborhood of $q$. Hereafter, we take local privileged coordinates at $q$ (in which $q=0$ ), and we take $\nu$ as the Lebesgue measure in this chart. The heat kernel $e_{\triangle, \nu}$ is denoted by $e$.

In these local coordinates, we have $[A]_{\nu}(0, x)=\frac{\rho_{0}(x)}{(2 \pi)^{n}} \int_{\mathbb{R}^{n}} e^{-i x \cdot p} a(0, p) d p$, i.e., the Schwartz kernel of the pseudo-differential operator $A=\operatorname{Op}(a)$ is a tempered distribution which is the Fourier transform (as an operator from $\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$ to $\mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)$ ) with respect to $p$ of the symbol $a$ which is a tempered distribution, and thus

$$
G(t, 0)=\frac{1}{(2 \pi)^{n}} \int_{\mathbb{R}^{n} \times \mathbb{R}^{n}} e^{-i x \cdot p} a(0, p) \rho_{0}(x) e(t, x, 0) d x d p
$$

Making successively the change of variables $x=\delta_{\sqrt{t}}(y)$, of determinant $t^{\mathcal{Q}^{M} / 2}$, using that $\delta_{\sqrt{t}}(y) \cdot p=$ $y \cdot \delta_{\sqrt{t}}(p)$ and then making the change of variables $p \mapsto \delta_{1 / \sqrt{t}}(p)$, we infer that

$$
G(t, 0)=\frac{1}{(2 \pi)^{n} t^{\mathcal{Q}^{M} / 2}} \int_{\mathbb{R}^{n} \times \mathbb{R}^{n}} e^{-i y \cdot p} a\left(0, \delta_{1 / \sqrt{t}}(p)\right) \rho_{0}\left(\delta_{\sqrt{t}}(y)\right) t^{\mathcal{Q}^{M} / 2} e\left(t, \delta_{\sqrt{t}}(y), 0\right) d y d p
$$

Assuming that $a$ is homogeneous of degree 0 with respect to $p$, using the sR weights at $q$ (see Appendix A.3), we have

$$
\begin{equation*}
a\left(q, \delta_{1 / \sqrt{t}}(p)\right)=a\left(q,\left(t^{-w_{1} / 2} p_{1}, \ldots, t^{-w_{n} / 2} p_{n}\right)\right)=a\left(0,\left(t^{\left(w_{n}-w_{1}\right) / 2} p_{1}, \ldots, p_{n}\right)\right) \tag{28}
\end{equation*}
$$

Similar arguments are developed for all other homogeneous components of the symbol $a$, but actually to compute the main term of the asymptotics only the above 0 -homogeneous case will be of interest. Anyway, given any symbol of order 0, the exponential estimates (88) and (89) of the heat kernel and of its derivatives (see Appendix A.8.3) imply that the function $t^{\mathcal{Q}^{M} / 2} e\left(t, \delta_{\sqrt{t}}(y), 0\right)$ and all its derivatives satisfy the domination property, and the Lebesgue dominated convergence theorem implies that $t^{\mathcal{Q}^{M} / 2} G(t, q)$ is a smooth function of $\sqrt{t}$ and $q$, which gives (25). To compute the equivalent as $t \rightarrow 0^{+}$, we start by noting that, by Theorem C. 1 in Appendix C,

$$
G(t, q) \sim \frac{1}{(2 \pi)^{n} t^{\mathcal{Q}^{M} / 2}} \int_{\mathbb{R}^{n} \times \mathbb{R}^{n}} e^{-i y \cdot p} a\left(q, \delta_{1 / \sqrt{t}}(p)\right) \widehat{e}^{q}(1, y, 0) d y d p=\frac{\int_{\mathbb{R}^{n}} a\left(q, \delta_{1 / \sqrt{t}}(p)\right) K(q, p) d p}{(2 \pi)^{n} t^{\mathcal{Q}^{M} / 2}}
$$

as $t \rightarrow 0^{+}$, where $K(q, \cdot)$, defined by (24), is the Fourier transform taken at $p$ of $y \mapsto \widehat{e}^{q}(1, y, 0)$. Since the latter function belongs to the Schwartz class $\mathscr{S}\left(\mathbb{R}^{n}\right)$ (this follows, again, from the exponential estimates, as discussed above), it follows that $K(q, \cdot) \in \mathscr{S}\left(\mathbb{R}^{n}\right)$. Without loss of generality, we assume that $a$ is the principal symbol of $A$ (thus, is homogeneous of degree 0 ). Indeed, we have $A=\operatorname{Op}(a)+C$ where $C$ is a compact operator and thus $\operatorname{Tr}\left(C e^{t \triangle}\right) \rightarrow 0$ as $t \rightarrow 0^{+}$(as in
the proof of Lemma 2.1). Since $a$ is homogeneous of degree 0 with respect to $p$, letting $t$ tend to 0 in (28), all terms $t^{\left(w_{j}-w_{1}\right) / 2}$ such that $w_{j}>w_{1}$ vanish. Since $w_{n_{r-1}+1}=\cdots=w_{n}(=r)$, we get $a\left(q, \delta_{1 / \sqrt{t}}(p)\right)=a\left(q,\left(0, \ldots, 0, p_{n_{r-1}+1}, \ldots, p_{n}\right)\right)+\mathrm{O}(\sqrt{t})$ as $t \rightarrow 0^{+}$, and thus

$$
G(t, q) \sim \frac{1}{(2 \pi)^{n} t^{\mathcal{Q}^{M} / 2}} \int_{\mathbb{R}^{n}} a\left(q,\left(0, \ldots, 0, p_{n_{r-1}+1}, \ldots, p_{n}\right)\right) K(0, p) d p
$$

By uniformity with respect to $q$ (see Theorem C. 1 in Appendix C) and by dominated convergence, we obtain (26). It follows that the microlocal Weyl measure $W_{\triangle}$ exists and is the image under $\pi_{S \Sigma^{r-1}}$ of the measure $K d \Omega$. In particular, we have $\operatorname{supp}\left(W_{\triangle}\right) \subset S \Sigma^{r-1}$.

Let us prove that we have exactly $\operatorname{supp}\left(W_{\triangle}\right)=S \Sigma^{r-1}$. Of course, the projection of $\operatorname{supp}\left(W_{\triangle}\right)$ onto $M$ is $\operatorname{supp}\left(w_{\triangle}\right)=M$. Hence, it suffices to prove that, for $q \in M$ fixed, the support of the density (27) as a function of $u$ is equal to the whole space $\mathbb{R}^{n-n_{r-1}}$. To prove this fact, it suffices to prove that this density is a nonnegative analytic function of $u$ : indeed, then, either it is zero everywhere (which is not the case) or it is positive, which gives the result. The fact that the density (27) is analytic in $u$ is because $K(q, \cdot)$ is analytic (and this, even if the manifold $M$ is not analytic, since the argument is applied in $\left.\mathbb{R}^{n-n_{r-1}}\right)$, as the Fourier transform of a sR heat kernel taken at time 1 , which is exponentially decreasing at infinity. Moreover, it is a real-valued even function, because the kernel is so.

The fact that the density (27) is a nonnegative function of $u$ follows from the fact that it can be written as the square of a function. Indeed, in the equiregular case $\widehat{M}^{q}$ is a Carnot group, isometric to $\mathbb{R}^{n}$, with the identity of the group given by $0 \in \mathbb{R}^{n}$, the inverse of an element $x$ being given by $-x$, and the Haar measure being identified with the Lebesgue measure $m$ on $\mathbb{R}^{n}$. The (symmetric positive) heat kernel has then the property $\widehat{e}^{q}(1, x, y)=\widehat{e}^{q}(1, x-y, 0)$ and we can write $\widehat{e}^{q}(1, y, 0)=\int_{\mathbb{R}^{n}} \widehat{e}^{q}(1 / 2, y, z) \widehat{e}^{q}(1 / 2, z, 0) d z=\int_{\mathbb{R}^{n}} \widehat{e}^{q}(1 / 2, y-z, 0) \widehat{e}^{q}(1 / 2, z, 0) d z=$ $\left(\widehat{e}^{q}(1 / 2, \cdot, 0) \star \widehat{e}^{q}(1 / 2, \cdot, 0)\right)(y)$, with the usual convolution on a Lie group. The claim follows.

Finally, let us check that $K$ is the Kohn-Nirenberg symbol of the smoothing operator $e^{\widehat{\triangle}^{q}}$. The Schwartz kernel of $e^{\widehat{\triangle}^{q}}$ satisfies $\left[e^{\widehat{\triangle}^{q}}\right](x, y)=\widehat{e}^{q}(1, x, y)=\widehat{e}^{q}(1, x-y, 0)$. Using that the Kohn-Nirenberg symbol of an operator $A$ on $\mathbb{R}^{n}$ of Schwartz kernel $[A]$ is given by $a(x, \xi)=$ $e^{-i x \cdot \xi} \int_{\mathbb{R}^{n}}[A](x, y) e^{i y \cdot \xi} d y$, the conclusion follows.

## Part II

## Singular case

In this part, we assume that the sR structure $(M, D, g)$ is singular, i.e., not equiregular. In contrast to Part I, the integer-valued functions $q \mapsto \mathcal{Q}^{M}(q)$ and $q \mapsto r(q)$, which are upper semi-continuous, now have discontinuities. The singular set is the closed subset of $M$ consisting of all possible singular points (see Appendix A.3), i.e., the set where the sR flag is not regular, or, equivalently,

$$
\mathscr{S}=\left\{q \in M \mid \mathcal{Q}^{M}(q)>\inf _{q^{\prime} \in M} \mathcal{Q}^{M}\left(q^{\prime}\right)\right\}=\left\{q \in M \mid \mathcal{Q}^{M}(q)>\mathcal{Q}^{M \backslash \mathscr{S}}\right\}
$$

The latter equality is because $\mathcal{Q}^{M}(q)=\mathcal{Q}^{M \backslash \mathscr{S}}$ for every $q \in M \backslash \mathscr{S}$, where $\mathcal{Q}^{M \backslash \mathscr{S}}$ is the Hausdorff dimension of the open regular region $M \backslash \mathscr{S}$.

In Section 6, we first explain that, because of such discontinuities, the easy argument of dominated convergence used in the equiregular case is bound to fail in general singular cases. We introduce the geometric context that will be used in the subsequent sections. We explain the " $(J+K)$-decomposition", which is instrumental in computing the local Weyl law in the singular case, by adequately splitting the integrals to be estimated. This preliminary analysis leads
us to introduce the nilpotentizability property: we say that the horizontal distribution $D$ is $\mathscr{S}$ nilpotentizable if $D$ is locally diffeomorphic to its nilpotentization at any point of $\mathscr{S}$. We also define the concept of double (and more generally, multiple) nilpotentization procedure.

Then, in the subsequent sections, under the assumption that the singular set $\mathscr{S}$ is Whitney stratified by equisingular smooth submanifolds of $M$, we establish the local Weyl law:

- In Section 7, when $\mathscr{S}$ has a single stratum (i.e., $\mathscr{S}$ is itself an equisingular smooth submanifold of $M$ ) and the horizontal distribution $D$ is $\mathscr{S}$-nilpotentizable. We give more precise results in the Baouendi-Grushin and Martinet cases, as well as consequences in terms of Quantum Ergodicity properties.
- In Section 8, when $\mathscr{S}$ has multiple strata and $D$ is $\mathscr{S}$-nilpotentizable.
- In Section 9, when $D$ is not $\mathscr{S}$-nilpotentizable: we first provide a general result in the real analytic case and then give several examples for non-analytic sR structures.


## 6 Preliminaries

Our objective is to compute the small-time asymptotics of the local Weyl law, i.e., given any smooth real-valued function $f$ on $M$, estimate

$$
\begin{equation*}
I(t)=\int_{M} f(q) e(t, q, q) d \mu(q) \tag{29}
\end{equation*}
$$

as $t \rightarrow 0^{+}$. Using a partition of unity, this can be done locally. In the neighborhood of a point $q_{0} \in M \backslash \mathscr{S}$ (regular point), we have seen in Theorem 4.1 that the argument is very easy: we use the fact that $t^{\mathcal{Q}^{M}}(q) / 2 e(t, q, q) \rightarrow \widehat{e}^{q}(1,0,0)$ as $t \rightarrow 0^{+}$, uniformly with respect to $q$ in a neighborhood of $q_{0}$ where all points $q$ are regular. Hence, if $f$ is supported far from $\mathscr{S}$ then Theorem 4.1 can be applied and in particular the asymptotics of $I(t)$ is in $1 / t^{\mathcal{Q}^{M}}(q) / 2$ as $t \rightarrow 0^{+}$. Difficulties appear when one wants to compute the asymptotics near a singular point $q_{0} \in \mathscr{S}$.

### 6.1 On the domination property

In the above argument, what is instrumental is to apply the dominated convergence theorem to the family of functions $h_{t}(q)=t^{\mathcal{Q}^{M}}(q) / 2 e(t, q, q)$, indexed by $t>0$, provided this family is dominated by an integrable function of $q$ : this domination property is satisfied on every compact subset of the open regular region $M \backslash \mathscr{S}$, but may fail near $\mathscr{S}$.

Anyway, in case the domination property is satisfied near $\mathscr{S}$, i.e., if the function $(t, q) \mapsto$ $t^{\mathcal{Q}^{M \backslash \mathscr{S}}} e(t, q, q)$ is bounded above, uniformly on $(0,1] \times(M \backslash \mathscr{S})$, by a locally integrable function, then the conclusion of Theorem 4.1 remains valid. Let us comment on this domination property.

First, it implies that the function $q^{\prime} \mapsto \widehat{e}^{q^{\prime}}(1,0,0)$ is locally integrable at $q$ (see Section 2.4).
Second, by the exponential estimates (90) for the heat kernel (see Appendix A.8.3), given any compact subset $K$ of $M$, there exists $C_{1}, C_{2}>0$ such that $\mu\left(\mathrm{B}_{\mathrm{sR}}(q, \sqrt{t})\right) e(t, q, q)$ is bounded above by $C_{2}$ and below by $C_{1}$, uniformly with respect to $q \in K$ and to $t \in(0,1]$. Since $\mu\left(\mathrm{B}_{\mathrm{sR}}(q, \sqrt{t})\right) \sim$ $t^{\mathcal{Q}^{M}}(q) / 2 \widehat{\mu}^{q}\left(\widehat{\mathrm{~B}}_{\mathrm{sR}}^{q}(0,1)\right)$ as $t \rightarrow 0^{+}$(see (79) in Appendix A.5.6), using (83) and (84) in Appendix A.6, $\mu\left(\mathrm{B}_{\mathrm{sR}}(q, \sqrt{t})\right) / \widehat{\mu}^{q}\left(\widehat{\mathrm{~B}}_{\mathrm{sR}}^{q}(0,1)\right) t^{\mathcal{Q}^{M}(q) / 2}$ is bounded above by $C_{2}$ and below by $C_{1}$, uniformly with respect to $q \in K$ and to $t \in(0,1]$, and thus

$$
\frac{C_{1}}{\widehat{\mu}^{q}\left(\widehat{\mathrm{~B}}_{\mathrm{sR}}^{q}(0,1)\right)} \leqslant t^{\mathcal{Q}^{M}(q) / 2} e(t, q, q) \leqslant \frac{C_{2}}{\widehat{\mu}^{q}\left(\widehat{\mathrm{~B}}_{\mathrm{sR}}^{q}(0,1)\right)} \quad \forall q \in K \quad \forall t \in(0,1] .
$$

We can replace $\widehat{\mu}^{q}\left(\widehat{\mathrm{~B}}_{\mathrm{sR}}^{q}(0,1)\right)$ by $\mathrm{w}_{\mu}^{q}(X)$ (defined in Appendix A.6) in the above inequality.

As noted in Appendix A.6, the functions $q \mapsto \widehat{\mu}^{q}\left(\widehat{\mathrm{~B}}_{\mathrm{sR}}^{q}(0,1)\right)$ and $q \mapsto \mathrm{w}_{\mu}^{q}(X)$ are positive on $M$, smooth near regular points, but discontinuous at singular points (both of them converge to 0 when evaluated along a sequence of regular points converging to a singular point).

We conclude that the domination property for the family of functions $h_{t}$ is satisfied if and only if the function $q \mapsto 1 / \widehat{\mu}^{q}\left(\widehat{\mathrm{~B}}_{\mathrm{sR}}^{q}(0,1)\right)$ (equivalently, the function $\left.q \mapsto 1 / \mathrm{v}_{\mu}^{q}(X)\right)$ is locally integrable. Such a property fails in general at singular points (see [40, 41]). For instance, it fails in the Baouendi-Grushin and Martinet cases (see Sections 7.5 and 7.6). To obtain the Weyl law, then, we will use an adequate decomposition of the integrals (which we call the " $(J+K)$-decomposition").

### 6.2 Geometric context

Recall that $\mathscr{S}$ is the set of all singular points of the sR flag of $D$. The region $M \backslash \mathscr{S}$ is the regular region, and $\mathcal{Q}^{M}(q)=\mathcal{Q}^{M}(M \backslash \mathscr{S})=\mathcal{Q}^{M \backslash \mathscr{S}}$ for every $q \in M \backslash \mathscr{S}$ (recall that $\mathcal{Q}^{M \backslash \mathscr{S}}$ is the Hausdorff dimension of $M$ at such a regular point $q$ ).

Equisingularity. We assume that $\mathscr{S}$ is an equisingular (see Appendix A.3) smooth submanifold of $M$, of topological dimension $k \in\{0, \ldots, n-1\}$ : this means that all integers $n_{i}(q)=\operatorname{dim} D_{q}^{i}$ and $n_{i}^{\mathscr{S}}(q)=\operatorname{dim}\left(D_{q}^{i} \cap T_{q} \mathscr{S}\right)$ remain constant as $q \in \mathscr{S}$. In particular, we have

$$
\mathcal{Q}^{M}(q)=\mathrm{Cst}=\mathcal{Q}^{M}(\mathscr{S}) \quad \text { and } \quad \mathcal{Q}^{\mathscr{S}}(q)=\mathrm{Cst}=\mathcal{Q}^{\mathscr{S}} \quad \forall q \in \mathscr{S}
$$

where $\mathcal{Q}^{M}(q)$ is defined by (74) and $\mathcal{Q}^{\mathscr{S}}(q)$ is defined by (76) in Appendix A.3. Note that $\mathcal{Q}^{M}(\mathscr{S})>\max \left(\mathcal{Q}^{\mathscr{S}}, \mathcal{Q}^{M \backslash \mathscr{S}}\right)$ and that $\mathcal{Q}^{\mathscr{S}}$ is the Hausdorff dimension of $\mathscr{S}$.

Three dimensions are attached to $\mathscr{S}$ : its topological dimension $k$, its Hausdorff dimension $\mathcal{Q}^{\mathscr{S}}$, and the integer $\mathcal{Q}^{M}(\mathscr{S})$. Although the three of them are useful in the forthcoming analysis, only the Hausdorff dimension $\mathcal{Q}^{\mathscr{S}}$ will play a role in the small-time asymptotics local Weyl law (see Theorem 7.1 in Section 7 where $D$ is moreover assumed to be $\mathscr{S}$-nilpotentizable), with different cases depending on whether $\mathcal{Q}^{\mathscr{S}}$ is lower or greater than the Hausdorff dimension $\mathcal{Q}^{M \backslash \mathscr{S}}$ of the regular region $M \backslash \mathscr{S}$.

We will treat in Section 8 the more general case where $\mathscr{S}$ is stratified by equisingular smooth submanifolds $\mathscr{S}_{i}$ (of topological dimension $k_{i}$ and of Hausdorff dimension $\mathcal{Q}^{\mathscr{S}_{i}}$ ). Within this more general framework, for the moment we assume that $\mathscr{S}=\mathscr{S}_{1}$.

Privileged coordinates straightening $\mathscr{S}$. Since $\mathscr{S}$ is equisingular, according to Appendix A.5.2, at each point $q \in \mathscr{S}$, we take local privileged coordinates $x=\left(x_{1}, \ldots, x_{n}\right)$, depending smoothly on $q \in \mathscr{S}$, in which $\mathscr{S}=\left\{x_{k+1}=\cdots=x_{n}=0\right\}$. If $\mathscr{S}$ is a single point then $k=0$ and $\mathcal{Q}^{\mathscr{S}}=0$. Recall that $\mathcal{Q}^{\mathscr{S}}=\sum_{j=1}^{k} w_{i}^{\mathscr{S}}(D)$ is the Hausdorff dimension of $\mathscr{S}$ and that $\mathcal{Q}^{M}(\mathscr{S})=\sum_{j=1}^{n} w_{i}^{\mathscr{S}}(D)$, where the sR weights along $\mathscr{S}$ are labeled according to the coordinates $x$ (see Appendix A.5.2). Note that $0 \leqslant \mathcal{Q}^{\mathscr{S}} \leqslant \mathcal{Q}^{M}(\mathscr{S})-1$.

Transverse dilations and normal bundle. The "topological" normal bundle is the vector bundle $N \mathscr{S}$ over $\mathscr{S}$ whose fibers $N_{q} \mathscr{S}$ are defined by $N_{q} \mathscr{S}=T_{q} M / T_{q} \mathscr{S}$ for every $q \in \mathscr{S}$. We denote by $\pi_{\mathscr{S}}: N \mathscr{S} \rightarrow \mathscr{S}$ the canonical projection. Using privileged coordinates straightening $\mathscr{S}$, the normal bundle $N \mathscr{S}$ is identified, in a non-canonical way, to $\mathscr{S} \times \mathbb{R}^{n-k}$ with coordinates $\left(q, x^{\prime}\right)$ for $q \in \mathscr{S}$ and $x^{\prime}=\left(x_{k+1}, \ldots, x_{n}\right) \in \mathbb{R}^{n-k}$; the fiber $N_{q} \mathscr{S}$ is identified with $\mathbb{R}^{n-k}$ endowed with the dilations along these coordinates (see Appendix A.5.3). Hence, $N \mathscr{S} \simeq \mathscr{S} \times \mathbb{R}^{n-k}$ is endowed with the family of (so-called) transverse dilations $\delta_{\varepsilon}^{\mathscr{L}}\left(q, x^{\prime}\right)=\delta_{\varepsilon}^{q}\left(0, x^{\prime}\right)=\left(q, \delta_{\varepsilon}\left(x^{\prime}\right)\right)$.

Following the nilpotentization procedure (see Appendix A.5.6), considering the smooth measure $\mu$ on $M$, we define on $N \mathscr{S}$ the smooth measure $\widehat{\mu}^{\mathscr{S}}$, homogeneous of degree $\mathcal{Q}^{M}(\mathscr{S})-\mathcal{Q}^{\mathscr{S}}$ with
respect to transverse dilations, by

$$
\begin{equation*}
\widehat{\mu}^{\mathscr{S}}=\lim _{\substack{\varepsilon \rightarrow 0 \\ \varepsilon \neq 0}} \mu_{\varepsilon}^{\mathscr{S}} \quad \text { where } \quad \mu_{\varepsilon}^{\mathscr{S}}=|\varepsilon|^{-\mathcal{Q}^{M}(\mathscr{S})+\mathcal{Q}^{\mathscr{S}}\left(\delta_{\varepsilon}^{\mathscr{S}}\right)^{*} \mu, ~} \tag{30}
\end{equation*}
$$

with convergence in the vague topology. It is called the transverse nilpotentization of $\mu$. Locally near $\mathscr{S}$, the manifold $M$ is identified with $N \mathscr{S} \simeq \mathscr{S} \times \mathbb{R}^{n-k}$ and

$$
\begin{equation*}
\widehat{\mu}^{\mathscr{S}}=\mu_{\mathscr{S}} \otimes d x^{\prime} \tag{31}
\end{equation*}
$$

where $\mu_{\mathscr{S}}$ is a smooth measure on $\mathscr{S}$ and $d x^{\prime}$ is the Lebesgue measure on $\mathbb{R}^{n-k}$.
Finally, denoting by $\mathcal{B}^{n-k}$ the unit Euclidean ball and by $\mathcal{S}^{n-k-1}=\partial \mathcal{B}^{n-k}$ the unit Euclidean sphere in $\mathbb{R}^{n-k}$, we define transverse polar coordinates $(q, \tau, \sigma)$ in $\mathscr{S} \times[0,+\infty) \times \mathcal{S}^{n-k-1}$ on $N \mathscr{S}$. The set $\mathscr{S} \times \mathcal{S}^{n-k-1}$ is endowed with the smooth measure $\left(\iota_{W} \widehat{\mu}^{\mathscr{S}}\right)_{\mid \mathscr{S}} \times \mathcal{S}^{n-k-1}$, the restriction to $\mathscr{S} \times \mathcal{S}^{n-k-1}$ of the contraction of $\widehat{\mu}^{\mathscr{S}}$ with the infinitesimal transverse dilation vector $W=$ $\left.\frac{d}{d \varepsilon}\right|_{\varepsilon=1} \delta_{\varepsilon}^{\mathscr{S}}$. In local coordinates, we have
$\left(\iota_{W} \widehat{\mu}^{\mathscr{S}}\right)_{\mid \mathscr{S} \times \mathcal{S}^{n-k-1}}=\mu_{\mathscr{S}} \otimes d \sigma \quad$ with $\quad d \sigma=\sum_{i=k+1}^{n}(-1)^{i-k-1} \operatorname{ord}\left(x_{i}\right) d x_{k+1} \cdots d x_{i-1} d x_{i+1} \cdots d x_{n}$.
Given any continuous function $g$ on $M$, compactly supported near $\mathscr{S}$, denoting $y=(q, \sigma) \in$ $\mathscr{S} \times \mathcal{S}^{n-k-1}$, we have

$$
\begin{align*}
\int_{M} g d \widehat{\mu}^{\mathscr{S}} & =\int_{0}^{+\infty} \tau^{\mathcal{Q}^{M}(\mathscr{S})-\mathcal{Q}^{\mathscr{S}}-1} \int_{\mathscr{S} \times \mathcal{S}^{n-k-1}} g\left(\delta_{\tau}^{\mathscr{S}}(y)\right) d\left(\iota_{W} \widehat{\mu}^{\mathscr{S}}\right)(y) d \tau  \tag{32}\\
& =\int_{0}^{+\infty} \tau^{\mathcal{Q}^{M}(\mathscr{S})-\mathcal{Q}^{\mathscr{S}}-1} \int_{\mathscr{S}} \int_{\mathcal{S}^{n-k-1}} g\left(\delta_{\tau}^{q}(\sigma)\right) d \sigma d \mu_{\mathscr{S}}(q) d \tau
\end{align*}
$$

where, with a slight abuse of notation, we write $\delta_{\tau}^{q}(\sigma)$ instead of $\delta_{\tau}^{q}(0, \sigma)$. Recall that the $d$ in the integrals is not the exterior derivative but a notation meaning that the integral is performed with such or such measure.
Remark 6.1. The formula (32) remains valid if the unit Euclidean sphere $\mathcal{S}^{n-k_{1}-1}$ is replaced by any piecewise smooth sphere transverse to the fibers (possibly, depending smoothly on $\tau$ ). Piecewise smoothness is required to perform integrations. SR spheres cannot be used in general because they may fail to be stratifiable (see [16]).

## $6.3(J+K)$-decomposition

Let us assume that $\mathscr{S}$ is an equisingular smooth submanifold of $M$. The ( $J+K$ )-decomposition consists of splitting the integral $I(t)$ defined by (29) as the sum of two integrals:

$$
I(t)=J(t)+K(t)
$$

with

$$
\begin{equation*}
J(t)=\int_{\mathcal{B}(\mathscr{S}, \sqrt{t})} f\left(q^{\prime}\right) e\left(t, q^{\prime}, q^{\prime}\right) d \mu\left(q^{\prime}\right) \quad \text { and } \quad K(t)=\int_{M \backslash \mathcal{B}(\mathscr{S}, \sqrt{t})} f\left(q^{\prime}\right) e\left(t, q^{\prime}, q^{\prime}\right) d \mu\left(q^{\prime}\right) \tag{33}
\end{equation*}
$$

where, with a slight abuse of notation, $\mathcal{B}(\mathscr{S}, \varepsilon)=\delta_{\varepsilon}^{\mathscr{S}}\left(\mathscr{S} \times \mathcal{B}^{n-k}\right)$ is an $\varepsilon$-tubular neighborhood of $\mathscr{S}$ in $M$. Actually, $\sqrt{t}$ is exactly the right scale to use homogeneity properties and nilpotentizations.

As we are going to see, estimating $J(t)$ does not raise any difficulty and can be done without any specific assumption. The dominating term in $J(t)$ is related to the nilpotentization of the kernel along $\mathscr{S}$. In contrast, computations for $K(t)$ are much more difficult. We are going to perform a kind of blow-up along $\mathscr{S}$ using dilations. This will lead us to the necessity to consider iterated nilpotentizations, which complicate significantly the picture.

### 6.3.1 Estimating $J(t)$

Making the change of variable $q^{\prime}=\delta_{\sqrt{t}}^{\mathscr{S}}(y)$ and using that $\left(\delta_{\sqrt{t}}^{\mathscr{S}}\right)^{*} \mu=(\sqrt{t})^{\mathcal{Q}^{M}(\mathscr{S})-\mathcal{Q}^{\mathscr{S}}} \mu_{\sqrt{t}}^{\mathscr{S}}$ (see (30)), we have

$$
J(t)=\frac{1}{t^{\mathcal{Q}^{\mathscr{S}} / 2}} \int_{\mathscr{S} \times \mathcal{B}^{n-k}} f\left(\delta_{\sqrt{t}}^{\mathscr{S}}(y)\right)(\sqrt{t})^{\mathcal{Q}^{M}(\mathscr{S})} e\left(t, \delta_{\sqrt{t}}^{\mathscr{S}}(y), \delta_{\sqrt{t}}^{\mathscr{S}}(y)\right) d \mu_{\sqrt{t}}^{\mathscr{S}}(y)
$$

and it follows from Theorem C. 1 in Appendix C that

$$
\begin{equation*}
J(t)=\frac{F_{J}(\sqrt{t})}{t^{\mathcal{Q}^{\mathscr{S}} / 2}} \quad \forall t>0 \tag{34}
\end{equation*}
$$

for some $F_{J} \in C^{\infty}(\mathbb{R})$ such that

$$
F_{J}(0)=\int_{\mathscr{S} \times \mathcal{B}^{n-k}} f \circ \pi_{\mathscr{S}}(y) \widehat{e}^{\mathscr{S}}(1, y, y) d \widehat{\mu}^{\mathscr{S}}(y)=\int_{\mathscr{S}} f(q) \int_{\mathcal{B}^{n-k}} \widehat{e}^{q}(1,(0, x),(0, x)) d x d \mu_{\mathscr{S}}(q)
$$

where $\widehat{e}^{\mathscr{S}}$ is the mapping on $\mathscr{S}$ which to any $q \in \mathscr{S}$ assigns the nilpotentized heat kernel $\widehat{e}^{q}$ generated by the nilpotentized sR Laplacian $\widehat{\triangle}^{q}$. We have concentration on $\mathscr{S}$ in this integral, which depends on $f$ restricted to $\mathscr{S}$. Note that (34) is completely general and does not require any specific assumption.

Remark 6.2. When $f=1$ near $\mathscr{S}$, there is no odd power of $\sqrt{t}$ in (34), i.e., $F_{J}(\sqrt{t})$ can be replaced with $F_{J}(t)$. Indeed, using the homogeneity property (94) of Theorem C. 1 (in Appendix C) with $\varepsilon=-1$, we find that $a_{i}^{q}(x, x)=f_{i}^{q}(1, x, x)$ satisfies $a_{i}^{q}(x, x)=(-1)^{i} a_{i}^{q}\left(\delta_{-1}(x), \delta_{-1}(x)\right)$. As noted in Theorem C.1, this property implies that $a_{i}^{q}(0,0)=0$ for $i$ odd and thus the expansion (95) does not involve odd powers of $\sqrt{t}$. But, actually, we can say more: for $i$ odd, $a_{i}^{q}$ is odd with respect to all variables $x_{j}$ whose nonholonomic order $\operatorname{ord}_{q}\left(x_{j}\right)$ is odd. Hence, when integrating on $\mathscr{S} \times \mathcal{B}^{n-k}$, all terms in $(\sqrt{t})^{2 j+1}$, for $j \in \mathbb{N}$, are vanishing.

This remark remains true if $f\left(\delta_{-1}^{\mathscr{S}}(y)\right)=f(y)$ for every $y \in \delta_{\varepsilon}^{\mathscr{S}}\left(\mathscr{S} \times \mathcal{B}^{n-k}\right)$ for some $\varepsilon>0$, i.e., if $f$ is even with respect to $\mathscr{S}$, near $\mathscr{S}$, in the local chart (but this evenness property depends a priori on the choice of the privileged coordinates).

Note that, when $e=\widehat{e}^{q}$ and $\mu=\widehat{\mu}^{q}$ for some $q \in M$, we have $(\sqrt{t})^{\mathcal{Q}^{M}(\mathscr{S})} e\left(t, \delta_{\sqrt{t}}^{\mathscr{L}}(y), \delta_{\sqrt{t}}^{\mathscr{S}}(y)\right)=$ $e(1, y, y)=\widehat{e}^{\mathscr{S}}(1, y, y)$ and then $F_{J}(t)=F_{J}(0)+\mathrm{O}\left(t^{\infty}\right)$.

### 6.3.2 Estimating $K(t)$

Since $e_{\triangle, \mu}(t, q, q) d \mu(q)=e_{\triangle, \widehat{\mu}^{\mathscr{S}}}(t, q, q) d \widehat{\mu}^{\mathscr{S}}(q)$, hereafter we consider the kernel (still denoted by $e$ to keep readability) associated with the measure $\widehat{\mu}^{\mathscr{S}}$ given by (31). By (32), we have

$$
K(t)=\int_{\sqrt{t}}^{+\infty} \tau^{\mathcal{Q}^{M}(\mathscr{S})-\mathcal{Q}^{\mathscr{S}}-1} \int_{\mathscr{S}} \int_{\mathcal{S}^{n-k-1}} f\left(\delta_{\tau}^{q}(\sigma)\right) e\left(t, \delta_{\tau}^{q}(\sigma), \delta_{\tau}^{q}(\sigma)\right) d \sigma d \mu_{\mathscr{S}}(q) d \tau
$$

Obtaining the small-time asymptotics for $K(t)$ is much more difficult than for $J(t)$.
Having in mind the procedure of nilpotentization at $q \in \mathscr{S}$, (91) in Appendix C gives

$$
\begin{equation*}
e\left(t, \delta_{\tau}^{q}(\sigma), \delta_{\tau}^{q}(\sigma)\right)=\tau^{-\mathcal{Q}^{M}(\mathscr{S})} e_{\tau}^{q}\left(\frac{t}{\tau^{2}}, \sigma, \sigma\right)+\mathrm{O}\left(|\tau|^{\infty}\right) \tag{35}
\end{equation*}
$$

as $\tau \rightarrow 0$, because $\mathcal{Q}^{M}(q)=\mathcal{Q}^{M}(\mathscr{S})$. In what follows, we will never write the infinite-order remainder term $\mathrm{O}\left(|\tau|^{\infty}\right)$, because it will have no impact on the small-time asymptotics of $K(t)$. Recall that $e_{\tau}^{q}$ is the heat kernel generated by the sR Laplacian $\triangle_{\tau}^{q}$ where, denoting $D=\operatorname{Span}(X)$ with
$X=\left(X_{1}, \ldots, X_{m}\right)$, the sR Laplacian $\triangle_{\tau}^{q}$ corresponds to the $m$-tuple $X_{\tau}^{q}=\left(\left(X_{1}\right)_{\tau}^{q}, \ldots,\left(X_{m}\right)_{\tau}^{q}\right)$, and $X_{\tau}^{q}=\tau\left(\delta_{\tau}^{q}\right)^{*} X \rightarrow \widehat{X}^{q}$ as $\tau \rightarrow 0$, with $\widehat{X}^{q}=\left(\widehat{X}_{1}^{q}, \ldots, \widehat{X}_{m}^{q}\right)$ (see Appendix A.5.3). We obtain

$$
\begin{equation*}
K(t)=\int_{\sqrt{t}}^{+\infty} \tau^{-\mathcal{Q}^{\mathscr{L}}-1} \int_{\mathscr{S}} \int_{\mathcal{S}^{n-k-1}} f\left(\delta_{\tau}^{q}(\sigma)\right) e_{\tau}^{q}\left(\frac{t}{\tau^{2}}, \sigma, \sigma\right) d \sigma d \mu_{\mathscr{S}}(q) d \tau \tag{36}
\end{equation*}
$$

and since $\mathscr{S}$ is equisingular, by Theorem C.1, $e_{\tau}^{q}$ depends smoothly on $\tau$ and on $q \in \mathscr{S}$ in $C^{\infty}$ topology, with $e_{0}^{q}=\hat{e}^{q}$ (nilpotentization at $q$ of the heat kernel).

Considering (35) and using (91) again, but this time, at some point $\sigma$, we have (still neglecting the remainder terms)
where, given arbitrary (fixed) $\tau \neq 0$ and $q \in \mathscr{S}$, for every $\varepsilon \in \mathbb{R}$ and every $\sigma \in \mathcal{S}^{n-k-1}$ (depending on $(\tau, q)), e_{\tau, \varepsilon}^{q, \sigma}=\left(e_{\tau}^{q}\right)_{\varepsilon}^{\sigma}$ is the heat kernel generated by the sR Laplacian $\triangle_{\tau, \varepsilon}^{q, \sigma}=\left(\triangle_{\tau}^{q}\right)_{\varepsilon}^{\sigma}$ corresponding to the $m$-tuple $X_{\tau, \varepsilon}^{q, \sigma}=\left(X_{\tau}^{q}\right)_{\varepsilon}^{\sigma}=\varepsilon\left(\delta_{\varepsilon}^{\sigma}\right)^{*} X_{\tau}^{q}$. We thus deal here with a double nilpotentization procedure as the parameters $\tau$ and $\varepsilon$ converge to 0 : the parameter $\tau$ stands for the first nilpotentization (of $D$ at $q \in \mathscr{S}$ ), and the parameter $\varepsilon$ stands for the second nilpotentization (of $D_{\tau}^{q}$ at $\left.\sigma \in \mathcal{S}^{n-k-1}\right)$.

We infer from (36) and (37) that

$$
\begin{equation*}
K(t)=\int_{\sqrt{t}}^{+\infty} \int_{\mathscr{S}} \int_{\mathcal{S}^{n-k-1}} \frac{\tau^{\mathcal{Q}^{\mathbb{R}^{n}}(\sigma)-\mathcal{Q}^{\mathscr{S}}-1}}{t^{\mathcal{Q}^{\mathbb{R}^{n}}(\sigma) / 2}} f\left(\delta_{\tau}^{q}(\sigma)\right) e_{\tau, \sqrt{t} / \tau}^{q, \sigma}(1,0,0) d \sigma d \mu_{\mathscr{S}}(q) d \tau \tag{38}
\end{equation*}
$$

Several remarks are in order.
Remark 6.3. Assuming that $\mathscr{S}$ is an equisingular smooth submanifold, we have $\mathcal{Q}^{\mathbb{R}^{n}}(\sigma)=\mathcal{Q}^{M \backslash \mathscr{S}}$ in (38) (because $\sigma$ is outside of $\mathscr{S}$ ) and then $t^{\mathcal{Q}^{M \backslash \mathscr{S}} / 2} K(t)$ is the integral of a function of $(q, \sigma, \tau, \varepsilon=$ $\sqrt{t} / \tau$ ), which is smooth with respect to $q \in \mathscr{S}$ and $\sigma \in M \backslash \mathscr{S}$ because $\mathscr{S}$ is equisingular (by Theorem C.1, but not necessarily smooth with respect to $(\tau, \varepsilon)$ : indeed, the limit of $e_{\tau, \varepsilon}^{q, \sigma}(1,0,0)$ as $(\tau, \varepsilon) \rightarrow(0,0)$ is not necessarily well defined! This first remark motivates the next Section 6.4, in which we are going to prove that, under the so-called $\mathscr{S}$-nilpotentizability assumption, the double limit exists, $e_{\tau, \varepsilon}^{q, \sigma}(1,0,0)$ depends smoothly on $(\tau, \varepsilon, q, \sigma)$ and is equal to the double nilpotentization of the heat kernel at $(\tau, \varepsilon)=(0,0)$. Under these two assumptions, in Section 7, we will then infer the local Weyl law.

Remark 6.4. Assuming that $\mathscr{S}$ is an equisingular smooth submanifold, but that the nilpotentizability assumption is not satisfied, $e_{\tau, \varepsilon}^{q, \sigma}(1,0,0)$ may blow up as $(\tau, \varepsilon) \rightarrow(0,0)$, and then, computing its asymptotics is required to estimate that of $K(t)$. This issue will be investigated in Section 9.

At this step, we can however make the following remark. Since we always have $1=\mathrm{O}\left(e_{\tau_{1}, \varepsilon}^{q_{1}, \sigma}(1,0)\right)$ for $\left(\tau_{1}, \varepsilon\right) \in[-1,1]^{2}$, we claim that, when $f$ is a positive continuous function, we have $J(t)=$ $\mathrm{O}(K(t))$ as $t \rightarrow 0^{+}$. More precisely, as $t \rightarrow 0^{+}$:

- if $\mathcal{Q}^{M \backslash \mathscr{S}}>\mathcal{Q}^{\mathscr{S}}$ then $\frac{1}{t^{\mathcal{Q}^{M \backslash \mathscr{S}} / 2}}=\mathrm{O}(K(t))$ and $J(t) \sim \frac{\text { Cst }}{t^{\mathcal{Q}^{\mathscr{S}} / 2}}=\mathrm{o}(K(t))$;
- if $\mathcal{Q}^{M \backslash \mathscr{S}}=\mathcal{Q}^{\mathscr{S}}$ then $\frac{|\ln t|}{t^{\mathcal{Q}^{M \backslash \mathscr{S}} / 2}}=\mathrm{O}(K(t))$ and $J(t) \sim \frac{\text { Cst }}{t^{\mathcal{Q}^{\mathscr{S}} / 2}}=\mathrm{o}(K(t))$;
- if $\mathcal{Q}^{M \backslash \mathscr{S}}<\mathcal{Q}^{\mathscr{S}}$ then $\frac{1}{t^{\mathcal{Q}^{\mathscr{S}} / 2}}=\mathrm{O}(K(t))$ and $J(t) \sim \frac{\text { Cst }}{t^{\mathcal{Q}^{\mathscr{S}} / 2}}=\mathrm{O}(K(t))$.

Indeed, since $\mathcal{Q}^{\mathbb{R}^{n}}(\sigma) \geqslant \mathcal{Q}^{M \backslash \mathscr{S}}$, we have $\left(\frac{\tau}{\sqrt{t}}\right)^{\mathcal{Q}^{\mathbb{R}^{n}}(\sigma)} \geqslant\left(\frac{\tau}{\sqrt{t}}\right)^{\mathcal{Q}^{M \backslash \mathscr{S}}}$ because $\frac{\tau}{\sqrt{t}} \geqslant 1$ in the integral (38), and the result follows, using that $1=\mathrm{O}\left(e_{\tau_{1}, \sqrt{t} / \tau_{1}}^{q_{1}, \sigma}(1,0,0)\right)$. This implies that the dominating
term in the small-time asymptotics of $I(t)$ is of the order of that of $K(t)$ (but $J(t)$ may contribute to the main term when $\left.\mathcal{Q}^{M \backslash \mathscr{S}}<\mathcal{Q}^{\mathscr{S}}\right)$.

Remark 6.5. When $\mathscr{S}$ is stratified by equisingular smooth submanifolds, $\mathcal{Q}^{\mathbb{R}^{n}}(\sigma)$ may take various values, depending on whether $\sigma$ belongs to $M \backslash \mathscr{S}$ or to some stratum of $\mathscr{S}$. Then, the integral $K(t)$ has to be split according to this stratification and this will lead us, in Section 8, in order to establish the local Weyl law in the equisingular stratified case, to apply iteratively the $(J+K)$-procedure.

### 6.4 Nilpotentizability and double nilpotentization

Given any $q \in M$ and any $\tau \in \mathbb{R} \backslash\{0\}$, the horizontal distribution $D_{\tau}^{q}=\left(\delta_{\tau}^{q}\right)^{*} D=\operatorname{Span}\left(X_{\tau}^{q}\right)$ (where $X_{\tau}^{q}=\tau\left(\delta_{\tau}^{q}\right)^{*} X$ and $X=\left(X_{1}, \ldots, X_{m}\right)$ ) is diffeomorphic to $D$ but this diffeomorphism may fail to be uniform when $\tau \rightarrow 0$. In other words, all $D_{\tau}^{q}, \tau>0$, are diffeomorphic, but may fail to be diffeomorphic to $\widehat{D}^{q}$.

Example 6.1. For instance, consider a two-dimensional manifold $M$, locally identified to $\mathbb{R}^{2}$ near $q=(0,0)$, endowed with the horizontal distribution $D=\operatorname{Span}(X)$ with $X=\left(X_{1}, X_{2}\right)$ given by $X_{1}=\partial_{1}$ and $X_{2}=\left(x_{1}^{2}+x_{2}^{2}\right) \partial_{2}$. This is an almost-Riemannian case, of singular set $\mathscr{S}=\{q\}$. In $M \backslash \mathscr{S}$, it is Riemannian and the sR weights are $w_{1}^{M \backslash \mathscr{S}}(D)=w_{2}^{M \backslash \mathscr{S}}(D)=1$, while $w_{1}^{q}(D)=1$ and $w_{2}^{q}(D)=3$. We have $\left(X_{1}\right)_{\tau}^{q}=\partial_{1}$ and $\left(X_{2}\right)_{\tau}^{q}=\left(x_{1}^{2}+\tau^{4} x_{2}^{2}\right) \partial_{2}$ and thus the singular set of $D_{\tau}^{q}=\operatorname{Span}\left(X_{\tau}^{q}\right)$ is $\mathscr{S}_{\tau}^{q}=\{(0,0)\}$ for every $\tau>0$. However, the nilpotentized distribution is $\widehat{D}^{q}=\operatorname{Span}\left(\widehat{X}^{q}\right)$ with $\widehat{X}^{q}=\left(\widehat{X}_{1}^{q}, \widehat{X}_{2}^{q}\right)$ given by $\widehat{X}_{1}^{q}=\partial_{1}$ and $\widehat{X}_{2}^{q}=x_{1}^{2} \partial_{2}$, with singular set $\widehat{\mathscr{S}^{q}}=\left\{x_{1}=0\right\}$. Hence, on this example, $D=\operatorname{Span}(X)$ and $\widehat{D}^{q}=\operatorname{Span}\left(\widehat{X}^{q}\right)$ are not diffeomorphic.

### 6.4.1 Nilpotentizability

The above-mentioned loss of uniformity motivates the following definition.
Definition 6.1. Let $N$ be a smooth submanifold of $M$.
The horizontal distribution $D=\operatorname{Span}\left(X_{1}, \ldots, X_{m}\right)$ is said to be $N$-nilpotentizable if $D$ is locally diffeomorphic to $\widehat{D}^{q}$ at every point $q \in N$, smoothly with respect to $q \in N$, in the following sense: for every $q \in N$, there exist a neighborhood $U$ of $q$ in $M$, a neighborhood $V$ of 0 in $\mathbb{R}^{n}$, and a diffeomorphism $\phi^{q}: U \rightarrow V$, with $\phi^{q}(q)=0$, such that $\phi_{*}^{q} D=\widehat{D}^{q}$, i.e., $d \phi^{q}\left(\left(\phi^{q}\right)^{-1}(x)\right) \cdot D\left(\left(\phi^{q}\right)^{-1}(x)\right)=\widehat{D}^{q}(x)$ for every $x \in V$, and such that $\phi^{q}$ depends smoothly on $q \in N$ in $C^{\infty}$ topology.

This also means that there exist smooth functions $a_{i j}^{q}$ on $V$, smoothly depending on $q \in N$, such that $d \phi^{q}\left(\left(\phi^{q}\right)^{-1}(x)\right) \cdot X_{j}\left(\left(\phi^{q}\right)^{-1}(x)\right)=\sum_{i=1}^{m} a_{i j}^{q}(x) \widehat{X}_{i}^{q}(x)$ for every $x \in V$ and for every $j \in$ $\{1, \ldots, m\}$, and the $m$-by-m matrix $A^{q}(x)=\left(a_{i j}^{q}(x)\right)_{1 \leqslant i, j \leqslant m}$ is invertible at $x=0$. In terms of the $m$-tuples $X=\left(X_{1}, \ldots, X_{m}\right)$ and $\widehat{X}^{q}=\left(\widehat{X}_{1}^{q}, \ldots, \widehat{X}_{m}^{q}\right)$ viewed as $n$-by-m matrices, the latter equality is written as $\phi_{*}^{q} X=\widehat{X}^{q} A^{q}$.

When $N=\cup_{k=1}^{s} N_{k}$ is a Whitney stratified submanifold of $M$, where the strata $N_{k}$ are smooth submanifolds of $M$, we say that $D$ is $N$-nilpotentizable if $D$ is $N_{k}$-nilpotentizable for every $k \in$ $\{1, \ldots, s\}$.

We have written the above definition for a general submanifold $N$, but in this article the nilpotentizability concept is always used with $N=\mathscr{S}$ (singular set of $D$ ), except in the following remark.

Remark 6.6. Assume that $\mathscr{S}=\cup_{k=1}^{s} \mathscr{S}_{k}$ is a Whitney stratified submanifold of $M$, where the strata $\mathscr{S}_{k}$ are equisingular smooth submanifolds of $M$. We thus have $M=\cup_{k=1}^{s} \mathscr{S}_{k} \bigcup(M \backslash \mathscr{S})$,
i.e., $M$ is Whitney stratified by equisingular smooth submanifolds (the stratum $M \backslash \mathscr{S}$ is the open regular region).

Let us make the following important observation: in Definition 6.1, $\mathscr{S}$-nilpotentizability means that $D$ is $\mathscr{S}_{k}$-nilpotentizable for every $k \in\{1, \ldots, s\}$. We do not assume that $D$ is $(M \backslash \mathscr{S})$ nilpotentizable, i.e., we do not assume that $D$ is locally diffeomorphic to its nilpotentization in the regular region. Despite the fact that $D$ may fail to be locally diffeomorphic to $\widehat{D}^{q}$ at every $q \in M \backslash \mathscr{S}$, it is however true that the sR weights of $D$ at $q$ (defined in Appendix A.3) coincide with the sR weights of $\widehat{D}^{q}$ at 0 (on this concern, see also Remark 6.8) further.

It is anyway interesting to note that, if $D$ is not only $\mathscr{S}$-nilpotentizable but also ( $M \backslash \mathscr{S}$ )nilpotentizable, then automatically $\mathscr{S}$ must be Whitney stratifiable by equisingular smooth strata (because $\widehat{D}^{q}$ is so).

The uniformity property mentioned at the beginning of Section 6.4 is recovered under the nilpotentizability assumption (it fails in Example 6.1 because $D$ is not $\mathscr{S}$-nilpotentizable). Indeed, when $D$ is $\mathscr{S}$-nilpotentizable, we have $D=\left(\phi^{q}\right)^{*} \widehat{D}^{q}$. Following Appendix A.5.7, we set $\phi_{\tau}^{q}=$ $\delta_{1 / \tau} \circ \phi^{q} \circ \delta_{\tau}^{q}$ for every $\tau \in \mathbb{R} \backslash\{0\}$ and $\phi_{0}^{q}={\widehat{\phi^{q}}}^{q}=\lim _{\tau \rightarrow 0} \phi_{\tau}^{q}$, for every $q \in N_{k}$. Here, $\phi_{0}^{q}={\widehat{\phi^{q}}}^{q}$ is the nilpotentization of the diffeomorphism $\phi^{q}$ at the point $q$. Then the family of diffeomorphisms $\phi_{\tau}^{q}$ depends smoothly on $q \in \mathscr{S}_{k}$ and continuously on $\tau \in \mathbb{R}$. Moreover, using the homogeneity property $\widehat{D}^{q}=\delta_{1 / \tau}^{*} \widehat{D}^{q}$, we have $D_{\tau}^{q}=\left(\phi_{\tau}^{q}\right)^{*} \widehat{D}^{q}$ for all $q \in \mathscr{S}_{k}$ and $\tau \in \mathbb{R}$. In other words, if $D$ is $\mathscr{S}$-nilpotentizable then all $D_{\tau}^{q}$ are diffeomorphic to $\widehat{D}^{q}$, and these diffeomorphisms depend smoothly on $q \in \mathscr{S}_{k}$ and continuously on $\tau$ in $C^{\infty}$ topology.

Comments on the concept of nilpotentizability. The nilpotentizability assumption has been much used with $N=M$ in the context of motion planning (see [52, Sections 3.1 and 3.2]), although nilpotentizability usually means being diffeomorphic to a nilpotent distribution only. Here, our definition is stronger since we require that $D \sim \widehat{D}^{q}$ at any $q \in M$ (hence, a nilpotent distribution may fail to be nilpotentizable!): it coincides with the notion of being "strongly nilpotent" considered in [69, 70]. Its validity is related to the theory of normal forms of distributions (see [90]). When $n \leqslant 4$, since there are no moduli in their normal forms, all equiregular horizontal distributions are nilpotentizable (see [2, 45]). By the Darboux theorem, every horizontal distribution of rank $m=$ $n-1$, which is regular at $q \in M$, is nilpotentizable near $q$ (see [45, 46]). In the Baouendi-Grushin case without tangency point and in the nonsingular Martinet case, the horizontal distribution is $\mathscr{S}$ nilpotentizable. The nilpotentizability assumption allows however to have moduli in the horizontal distributions. Given any two integers $2 \leqslant m<n$ and any $q \in M$, there exists a horizontal distribution of $m$ vector fields (singular at $q$ ) that is not nilpotentizable near $q$ (see [45]). The nilpotentizability assumption is not generic when $n$ is large enough (see [52, 69, 70]).

### 6.4.2 Double nilpotentization

Throughout this section, we assume that the singular set $\mathscr{S}$ (and thus $M$ ) is Whitney stratified by equisingular smooth submanifolds and that $D$ is $\mathscr{S}$-nilpotentizable.

Let $\mathscr{S}_{1}$ and $\mathscr{S}_{2}$ be two equisingular strata of $M$ such that $\operatorname{dim} \mathscr{S}_{1}<\operatorname{dim} \mathscr{S}_{2}$ and $\mathscr{S}_{1} \subset \overline{\mathscr{S}_{2}}$. In the case where $\mathscr{S}$ is an equisingular smooth submanifold of $M$ (as in Section 7), we have $\mathscr{S}_{1}=\mathscr{S}$ and $\mathscr{S}_{2}=M \backslash \mathscr{S}$.

In this section, we explain how to perform a double nilpotentization: the first at some point $q_{1} \in \mathscr{S}_{1}$ and the second (in a sense to made precise) at some point of $\mathscr{S}_{2}$ nearby $q_{1}$.

Let $\psi^{q_{1}}$ be a chart of privileged coordinates at $q_{1} \in M$ (see Appendix A.5.2) defined as the composition of a chart of privileged coordinates at $0 \in \widehat{M}^{q_{1}} \simeq \mathbb{R}^{n}$ with the local diffeomorphism $\phi^{q_{1}}$ given by Definition 6.1 that maps $D$ to $\widehat{D}^{q_{1}}$.

Recalling that $X=\left(X_{1}, \ldots, X_{m}\right)$ and that $\delta_{\tau_{1}}^{q_{1}}=\left(\psi^{q_{1}}\right)^{-1} \circ \delta_{\tau_{1}}$, in the chart $\psi^{q_{1}}$ we identify $X_{\tau_{1}}^{q_{1}}=\tau_{1}\left(\delta_{\tau_{1}}^{q_{1}}\right)^{*} X$ with $X$ and with its nilpotentization $\widehat{X}^{q_{1}}$ at $q_{1}$, for any $\tau_{1} \in[-1,1]$ (actually, if we do not perform this identification, we have a diffeomorphism depending smoothly on $\tau_{1} \in[-1,1]$ and on $q_{1} \in \mathscr{S}_{1}$ ), with the agreement that $X_{0}^{q_{1}}=\widehat{X}^{q_{1}}$ for $\tau_{1}=0$.

Hence, the horizontal distribution $D_{\tau_{1}}^{q_{1}}=\left(\delta_{\tau_{1}}^{q_{1}}\right)^{*} D=\operatorname{Span}\left(X_{\tau_{1}}^{q_{1}}\right)$ is identified with $D=\operatorname{Span}(X)$ and with $\widehat{D}^{q_{1}}=\operatorname{Span}\left(\widehat{X}^{q_{1}}\right)$. The singular set $\mathscr{S}_{\tau_{1}}^{q_{1}}=\left(\delta_{\tau_{1}}^{q_{1}}\right)^{-1}(\mathscr{S})$ of $D_{\tau_{1}}^{q_{1}}$ is identified with the singular set $\mathscr{S}$ of $D$ and with the singular set $\widehat{\mathscr{S}}^{q_{1}}$ of $\widehat{D}^{q_{1}}$, and similarly for the strata: $\left(\mathscr{S}_{j}\right)_{\tau_{1}}^{q_{1}} \simeq$ $\mathscr{S}_{i} \simeq \widehat{\mathscr{S}}_{j}^{q_{1}}$, for $j=1,2$.

Now, let $q_{2} \in \mathscr{S}_{2}$ belong to the chart $\psi^{q_{1}}$, and let us nilpotentize $X_{\tau_{1}}^{q_{1}} \simeq X$ at $q_{2}$, for any $\tau_{1} \in[-1,1]$. To perform this second nilpotentization, we use another chart $\psi^{q_{2}}$ of privileged coordinates $y=\psi^{q_{2}}(x)$ at $q_{2}$. We set

$$
X_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}=\left(X_{\tau_{1}}^{q_{1}}\right)_{\tau_{2}}^{q_{2}}=\tau_{2}\left(\delta_{\tau_{2}}^{q_{2}}\right)^{*} X_{\tau_{1}}^{q_{1}} \quad \text { and } \quad D_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}=\left(\delta_{\tau_{2}}^{q_{2}}\right)^{*} D_{\tau_{1}}^{q_{1}}=\operatorname{Span}\left(X_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}\right)
$$

(where $\delta_{\tau_{2}}^{q_{2}}=\left(\psi^{q_{2}}\right)^{-1} \circ \delta_{\tau_{2}}$ ). Note that the dilation $\delta_{\tau_{1}}$ in $\delta_{\tau_{1}}^{q_{1}}=\left(\psi^{q_{1}}\right)^{-1} \circ \delta_{\tau_{1}}$ is defined with the sR weights $w_{i}^{\mathscr{S}_{1}}(D)$ of $D$ along the stratum $\mathscr{S}_{1}$ (see Appendix A.3), while the dilation $\delta_{\tau_{2}}$ in $\delta_{\tau_{2}}^{q_{2}}=\left(\psi^{q_{2}}\right)^{-1} \circ \delta_{\tau_{2}}$ is defined with the sR weights $w_{i}^{\mathscr{S}_{2}}(D)$ of $D$ along $\mathscr{S}_{2}$. Since $D$ is $\mathscr{S}_{-}$ nilpotentizable, we have $w_{i}^{\mathscr{S}_{j}}(D)=w_{i}^{\widehat{\mathscr{S}}_{j}^{q_{1}}}\left(\widehat{D}^{q_{1}}\right)$.

Therefore, $X_{\tau_{1}, \tau_{2}}^{q_{1}} q_{2}$ has an extension at $\tau_{1} \tau_{2}=0$ that depends smoothly on $\left(\tau_{1}, \tau_{2}\right) \in[-1,1]^{2}$, $q_{1} \in \mathscr{S}_{1}, q_{2} \in \mathscr{S}_{2}$ and that $X_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}=\widehat{X}^{q_{1}, q_{2}}+\mathrm{O}\left(\tau_{1}, \tau_{2}\right)$ as $\left(\tau_{1}, \tau_{2}\right) \rightarrow(0,0)$, where we have set

$$
\widehat{X}^{q_{1}, q_{2}}=\widehat{\widehat{X}}^{q_{1}} q_{2}
$$

which is the nilpotentization of $\widehat{X}^{q_{1}}$ at $q_{2}$ : this double nilpotentization is the nilpotentization at $q_{2}$ of the nilpotentization of $X$ at $q_{1}$.

Accordingly, we denote by $e_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}$ the heat kernel generated by the sR Laplacian corresponding to $X_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}$. When $\tau_{1}=\tau_{2}=0, \widehat{e}^{q_{1}, q_{2}}={\widehat{e^{q}}}^{q_{2}}$ is the heat kernel generated by the sR Laplacian $\widehat{\triangle}^{q_{1}, q_{2}}=\widehat{\widehat{\Delta}}^{q_{1}}$ corresponding to the $m$-tuple $\widehat{X}^{q_{1}, q_{2}}={\widehat{\widehat{X}^{q_{1}}}}^{q_{2}}$ (double nilpotentization).

Lemma 6.1. The heat kernel $e_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}\left(t, y, y^{\prime}\right)$ is a smooth function of $\left(\tau_{1}, \tau_{2}\right) \in[-1,1]^{2}, q_{1} \in \mathscr{S}_{1}$, $q_{2} \in \mathscr{S}_{2}, t \in(0,+\infty),\left(y, y^{\prime}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{n}$. This function is even with respect to $\tau_{2}$ when $y=y^{\prime}=0$, and $e_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}\left(t, y, y^{\prime}\right)=\widehat{e}^{q_{1}, q_{2}}\left(t, y, y^{\prime}\right)+\mathrm{O}\left(\tau_{1}, \tau_{2}\right)$ as $\left(\tau_{1}, \tau_{2}\right) \rightarrow(0,0)$ in $C^{\infty}\left((0,+\infty) \times \mathbb{R}^{n} \times \mathbb{R}^{n}\right)$.
Proof. The smoothness of the heat kernel with respect to its arguments comes from Theorem C. 1 in Appendix C.

The fact that $e_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(t, 0,0)$ is an even function of $\tau_{2}$ follows from (93) and (94) in Theorem C.1, applied to the kernel $e_{\tau_{1}}^{q_{1}}$ (depending smoothly on $\tau_{1}$ and $q_{1}$ ), which give $e_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(t, 0,0)=$ ${\widehat{e_{\tau_{1}}^{q_{1}}}}^{q_{2}}(t, 0,0)+\sum_{i} \tau_{2}^{2 i} f_{2 i}^{q_{1}, q_{2}, \tau}(t, 0,0)+\mathrm{O}\left(\left|\tau_{2}\right|^{\infty}\right)$ as $\tau_{2} \rightarrow 0$.
Remark 6.7. [Multiple nilpotentization] We have defined the double nilpotentization. By induction, it is straightforward to define the multiple nilpotentization, which will be used in Section 8 in order to investigate the equisingular stratified nilpotentizable case. Taking $j \geqslant 2$ strata of increasing dimensions such that $\mathscr{S}_{1} \subset \cdots \subset \mathscr{S}_{j}$ and taking points $q_{i} \in \mathscr{S}_{j}$, for $i \in\{1, \ldots, j\}$, all of them in a sufficiently small neighborhood, the $m$-tuple of vector fields

$$
\begin{equation*}
X_{\tau_{1}, \ldots, \tau_{j}}^{q_{1}, \ldots, q_{j}}=\tau_{j}\left(\delta_{\tau_{j}}^{q_{j}}\right)^{*} X_{\tau_{1}, \ldots, \tau_{j-1}}^{q_{1}, \ldots, q_{j-1}}=\tau_{1} \cdots \tau_{j}\left(\delta_{\tau_{1}}^{q_{1}} \circ \cdots \circ \delta_{\tau_{j}}^{q_{j}}\right)^{*} X \tag{39}
\end{equation*}
$$

has an extension at $\tau_{1} \cdots \tau_{j}$ that depends smoothly on $\left(\tau_{1}, \ldots, \tau_{j}\right) \in[-1,1]^{j}$ and on $\left(q_{1}, \ldots, q_{j}\right) \in$ $\mathscr{S}_{1} \times \cdots \times \mathscr{S}_{j}$, and is equal to $\widehat{X}^{q_{1}, \ldots, q_{j}}$ at $\left(\tau_{1}, \ldots, \tau_{j}\right)=(0, \ldots, 0)$. Here, the multiple nilpotentization $\widehat{X}^{q_{1}, \ldots, q_{j}}$ is the $m$-tuple $X$ that is first nilpotentized at $q_{1}$, then at $q_{2}$, etc, and finally at $q_{j}$; i.e., it is defined by the induction

$$
\widehat{X}^{q_{1}, \ldots, q_{i+1}}=\widehat{X}^{q_{1}, \ldots, q_{i}} q_{i+1} \quad \forall i \in\{1, \ldots, j\}
$$

Accordingly, the singular set $(\mathscr{S})_{\tau_{1}, \ldots, \tau_{j}}^{q_{1}, \ldots, q_{j}}$ of $D_{\tau_{1}, \ldots, \tau_{j}}^{q_{1}, \ldots, q_{j}}=\operatorname{Span}\left(X_{\tau_{1}, \ldots, \tau_{j}}^{q_{1}, \ldots, q_{j}}\right)$ is diffeomorphic to $\mathscr{S}$.
Lemma 6.1 is straightforwardly generalized as follows: denoting by $e_{\tau_{1}, \ldots, \tau_{j}}^{q_{1}, \ldots, q_{j}}$ the heat kernel generated by the sR Laplacian corresponding to $X_{\tau_{1}, \ldots, \tau_{j}}^{q_{1}, \ldots, q_{j}}$, the function $e_{\tau_{1}, \ldots, \tau_{j}}^{q_{1}, \ldots, q_{j}}\left(t, y, y^{\prime}\right)$ depends smoothly on $\left(\tau_{1}, \ldots, \tau_{j}\right) \in[-1,1]^{2}, q_{i} \in \mathscr{S}_{i}$ for $i \in\{1, \ldots, j\}, t \in(0,+\infty)$ and $\left(y, y^{\prime}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{n}$.

Remark 6.8. In Lemma 6.1, the $\mathscr{S}$-nilpotentizability assumption can be slightly weakened to the following assumption: $\widehat{\mathscr{S}}_{j}^{q_{1}}$ is a nonempty equisingular submanifold whose sR weights coincide with the sR weights along $\mathscr{S}_{j}$, for $j=1,2$.

More generally, if the nilpotentizability or the above more general assumption fails, although $\mathscr{S}_{\tau_{1}}^{q_{1}}$ is diffeomorphic to $\mathscr{S}$ for every $\tau_{1} \neq 0$, for $\tau_{1}=0$ the singular set $\widehat{\mathscr{S}}^{q_{1}}$ of $\widehat{D}^{q_{1}}$ may fail to be diffeomorphic to $\mathscr{S}$ in general (it may even be empty). This situation, studied in Section 9, is much more challenging because $e_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}\left(t, y, y^{\prime}\right)$ has no limit as $\left(\tau_{1}, \tau_{2}\right) \rightarrow 0$ and its blowing-up asymptotics must be studied.

## 7 Local Weyl law in the equisingular nilpotentizable case

Throughout this section, we assume that the singular set $\mathscr{S}$ is an equisingular smooth submanifold of $M$, of topological dimension $k \in\{0, \ldots, n-1\}$ and of Hausdorff dimension $\mathcal{Q}^{\mathscr{S}}$, and that the horizontal distribution $D$ is $\mathscr{S}$-nilpotentizable.

We establish the local Weyl law in Theorem 7.1 and we identify the main terms in an intrinsic way. This case is already representative of a number of examples (see Section 7.3). The result that we obtain covers, in particular, the Baouendi-Grushin case without tangency point and the nonsingular Martinet case, which we treat in more generality in Sections 7.5 and 7.6. In Section 7.7, we also derive Quantum Ergodicity properties.

### 7.1 Hadamard finite part

In order to identify terms in the local Weyl law in an intrinsic way in particular in the case where $\mathcal{Q}^{\mathscr{S}}=\mathcal{Q}^{M \backslash \mathscr{S}}$, we use the concept of Hadamard finite part.

The Hadamard finite part can be defined in several ways, depending on the class of singular integrals under consideration. Here, we use the following definition. Let $g$ be a function of class $C^{1}$ on $\mathbb{R}$. Let $\beta$ be the Borel measure on $\mathbb{R} \backslash\{0\}$ defined by $\frac{d \beta}{d s}=\frac{g(s)}{|s|}$. Given any $C^{1}$ function $f$ of compact support on $\mathbb{R}$, the integral $\int_{\mathbb{R}} f d \beta$ is singular at 0 . Its Hadamard finite part (in french, "partie finie", which explains the usual short notation p.f.) is defined by

$$
\text { p.f. } \int_{\mathbb{R} \backslash\{0\}} f d \beta=\lim _{\varepsilon \rightarrow 0^{+}}\left(\int_{|s| \geqslant \varepsilon} f(s) \frac{g(s)}{|s|} d s-C \ln \frac{1}{\varepsilon}\right)
$$

where $C$ is the unique real number for which this limit exists, namely, $C=2 f(0) g(0)$. Note that, since the function $s \mapsto \frac{f(s) g(s)-f(0) g(0)}{|s|}$ has a continuous extension at 0 , we have

$$
\text { p.f. } \int_{\mathbb{R} \backslash\{0\}} f d \beta=2 f(0) g(0) \ln (a)+\int_{-a}^{a} \frac{f(s) g(s)-f(0) g(0)}{|s|} d s
$$

for every $a>0$ such that $\operatorname{supp}(f) \subset[-a, a]$. The quantity at the right-hand side does not depend on $a$.

In view of generalizing the definition to manifolds, it is useful to make the following remark. The set $\mathbb{R}$ is endowed with the family of dilations $\delta_{\varepsilon}(s)=\varepsilon s$, for $\varepsilon>0$. Defining $\beta^{0}=\lim _{\varepsilon \rightarrow 0^{+}} \delta_{\varepsilon}^{*} \beta$, we have $\frac{d \beta^{0}}{d s}=g(0) \frac{d s}{|s|}$ and $\beta^{0}$ is homogeneous of degree 0 . Denoting by $S(\mathbb{R})$ the quotient of $\mathbb{R}$ under positive dilations and by $W=s \partial_{s}$ the infinitesimal dilation vector, we have $2 g(0)=\left(\iota_{W} \beta^{0}\right)_{\mid S(\mathbb{R})}$ and the above unique constant $C$ such that the limit exists is $C=\int_{S(\mathbb{R})} f(0)\left(\iota_{W} \beta^{0}\right)_{\mid S(\mathbb{R})}(d x)$.

Let us now define the Hadamard finite part in an intrinsic way on the sR manifold ( $M, D, g$ ). Let $\beta$ be a smooth measure on $M \backslash \mathscr{S}$, blowing up near $\mathscr{S}$, assumed to have a transverse nilpotentization $\widehat{\beta}^{\mathscr{S}}=\lim _{\tau \rightarrow 0}\left(\delta_{\tau}^{\mathscr{S}}\right)^{*} \beta$ that is homogeneous of degree 0 . An example is the Popp measure in the nilpotentizable case where $\mathcal{Q}^{\mathscr{S}}=\mathcal{Q}^{M \backslash \mathscr{S}}$ : it has a smooth density with respect to $\mu$ in $M \backslash \mathscr{S}$, which blows up near $\mathscr{S}$. Like in Section $6.2, \mathscr{S} \times \mathcal{S}^{n-k-1}$ is then endowed with the smooth measure $\left(\iota_{W} \widehat{\beta}^{\mathscr{L}}\right)_{\mid \mathscr{S}} \times \mathcal{S}^{n-k-1}$. Note that $\widehat{\beta}^{\mathscr{S}}=\frac{d \tau}{\tau} \otimes\left(\iota_{W} \widehat{\beta}^{\mathscr{S}}\right)_{\mid \mathscr{S} \times \mathcal{S}^{n-k-1}}$ : indeed, both sides of the equality are homogeneous of degree 0 and coincide on $\tau=1$.

Given any $C^{1}$ function $f$ of compact support on $M$, the integral $\int_{M} f d \beta$ is singular along $\mathscr{S}$. We define its Hadamard finite part by

$$
\text { p.f. } \int_{M \backslash \mathscr{S}} f d \beta=\lim _{\varepsilon \rightarrow 0^{+}}\left(\int_{M \backslash \mathcal{B}(\mathscr{S}, \varepsilon)} f d \beta-C \ln \frac{1}{\varepsilon}\right)
$$

where $C=\int_{\mathscr{S} \times \mathcal{S}^{n-k-1}} f \circ \pi_{\mathscr{S}}(y) d\left(\iota_{W} \widehat{\beta}^{\mathscr{S}}\right)(y)$ is the unique real number for which the limit exists. The Hadamard finite part is intrinsic: it depends only on the sR structure and on $\beta$.

Given any $q \in \mathscr{S}$, recalling that, near $q, \mu=\mu_{\mathscr{S}} \otimes d x$ where $\mu_{\mathscr{S}}$ is a smooth measure on $\mathscr{S}$ and $d x$ is the Lebesgue measure on $N_{q} \mathscr{S} \simeq \mathbb{R}^{n-k}$, we define the "transverse trace"
of the nilpotentized heat semi-group. The mesure on $\mathscr{S}$ of density $\operatorname{Tr}_{N_{q} \mathscr{S}}\left(e^{\widehat{\Delta}^{q}}\right)$ which respect to $\mu_{\mathscr{S}}$ does not depend on the smooth measure $\mu$. We will see that $\operatorname{Tr}_{N_{q} \mathscr{S}}\left(e^{\widehat{\triangle}^{q}}\right)<+\infty$ if and only if $\mathcal{Q}^{M}(q)>\mathcal{Q}^{M \backslash \mathscr{S}}$. When $\mathcal{Q}^{M}(q)=\mathcal{Q}^{M \backslash \mathscr{S}}$, the integral diverges in a logarithmic way at infinity and we define its Hadamard finite part by

$$
\text { p.f. } \operatorname{Tr}_{N_{q} \mathscr{S}}\left(e^{\widehat{\Delta}^{q}}\right)=\lim _{\varepsilon \rightarrow 0^{+}}\left(\int_{\mathcal{B}^{n-k}(0,1 / \varepsilon)} \widehat{e}^{q}(1,(0, x),(0, x)) d x-C \ln \frac{1}{\varepsilon}\right)
$$

where $C$ is the unique real number for which the limit exists.
Finally, as a prelude to Theorem 7.1 hereafter, we start by noting that, by Theorem 4.1 in the equiregular case, given any $f \in C_{c}^{\infty}(M \backslash \mathscr{S})$ (the set of smooth functions compactly supported on $M \backslash \mathscr{S})$, we have the expansion

$$
\begin{equation*}
\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \Delta}\right)=\int_{M} f(q) e(t, q, q) d \mu(q)=\frac{1}{t^{\mathcal{Q}^{M \backslash \mathscr{S}} / 2}} \sum_{j=0}^{+\infty} T_{j}(f) t^{j}+\mathrm{O}\left(t^{\infty}\right) \tag{40}
\end{equation*}
$$

as $t \rightarrow 0^{+}$, where $T_{j}$ is the Schwartz distribution defined by $T_{j}(f)=\int_{M} a_{j}(q) f(q) d \mu(q)$, for some function $a_{j} \in C^{\infty}(M \backslash \mathscr{S})$, for every $j \in \mathbb{N}$.

Let $C_{0}^{\infty}(M \backslash \mathscr{S})$ be the closure of $C_{c}^{\infty}(M \backslash \mathscr{S})$ in the Fréchet space $C^{\infty}(M)$ : any function $f \in C_{0}^{\infty}(M \backslash \mathscr{S})$ can be extended to a function on $M$ that is flat on $\mathscr{S}$, i.e., $f$ and all its derivatives vanish on $\mathscr{S}$. Under the assumptions of Theorem 7.1 below (in particular, $\mathscr{S}$-nilpotentizability), for every $j \in \mathbb{N}$, by the Hahn-Banach theorem applied in the Fréchet space $C^{\infty}(M)$ to the continuous linear form $T_{j}$ on the closed subspace $C_{0}^{\infty}(M \backslash \mathscr{S})$, the distribution $T_{j}$ can be extended in a non-unique and non-canonical way to a distribution on $M$. Such an extension is done modulo a distribution supported on $\mathscr{S}$ and can be seen as a generalized Hadamard finite part (which we do not make explicit).

### 7.2 Local Weyl law

Theorem 7.1. Given any $f \in C^{\infty}(M)$, the function $t \mapsto \operatorname{Tr}\left(\mathcal{M}_{f} e^{t \Delta}\right)=\int_{M} f(q) e(t, q, q) d \mu(q)$ can be written in a unique way, modulo functions which are $\mathrm{O}\left(t^{\infty}\right)$ as well as their derivatives as $t \rightarrow 0^{+}$, as the sum of three terms:

$$
\begin{equation*}
\frac{1}{t^{\mathcal{Q}^{M \backslash \mathscr{S}} / 2}} \sum_{j=0}^{+\infty} \tilde{T}_{j}(f) t^{j}+\frac{1}{t^{\mathcal{Q}^{\mathscr{S}} / 2}} \sum_{j=0}^{+\infty} R_{j}(f) t^{j / 2}+\frac{|\ln t|}{t^{\min \left(\mathcal{Q}^{M \backslash \mathcal{S}}, \mathcal{Q}^{\mathscr{S}}\right) / 2}} \sum_{j=0}^{+\infty} S_{j}(f) t^{j / 2} \tag{41}
\end{equation*}
$$

where, for every $j \in \mathbb{N}, R_{j}$ and $S_{j}$ are distributions supported on $\mathscr{S}$, with $R_{j}=0$ whenever $t^{j / 2}$ is already represented in the first sum (so that each power of $t$ appears at most one time), and $\tilde{T}_{j}$ is a uniquely defined extension to $M$ of the distribution $T_{j}$ defined in (40).

In addition, we have the following more precise statements, depending on the respective values of the Hausdorff dimensions $\mathcal{Q}^{\mathscr{S}}$ and $\mathcal{Q}^{M \backslash \mathscr{S}}$. We have three cases.

Case $\mathcal{Q}^{\mathscr{S}}>\mathcal{Q}^{M \backslash \mathscr{S}}$. In this case, we have $S_{j}=0$ for $j$ odd, and

$$
\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \Delta}\right)=\frac{1}{t^{\mathcal{Q}} / 2} R_{0}(f)+\mathrm{o}\left(\frac{1}{t^{\mathcal{Q}} / 2}\right)
$$

as $t \rightarrow 0^{+}$(this one-term small-time expansion only requires $f$ to be continuous), with

$$
R_{0}(f)=\int_{N \mathscr{S}} f \circ \pi_{\mathscr{S}}(y) \widehat{e}^{\mathscr{S}}(1, y, y) d \widehat{\mu}^{\mathscr{S}}(y)=\int_{\mathscr{S}} f(q) \int_{N_{q} \mathscr{S}} \widehat{e}^{q}(1,(0, x),(0, x)) d x d \mu_{\mathscr{S}}(q)=\int_{\mathscr{S}} f d \nu
$$

where $\nu$ is a smooth measure on $\mathscr{S}$, of density $\frac{d \nu}{d \mu_{\mathscr{S}}}(q)=\operatorname{Tr}_{N_{q} \mathscr{S}}\left(e^{\widehat{\Delta}^{q}}\right)$ at any $q \in \mathscr{S}$ with respect to the smooth measure $\mu_{\mathscr{S}}$ on $\mathscr{S}$ (defined by (31)). Therefore, the local Weyl measure exists, and we have $\operatorname{supp}\left(w_{\triangle}\right)=\mathscr{S}$ and $w_{\triangle}=\nu / \nu(\mathscr{S})$. Moreover,

$$
N(\lambda) \underset{\lambda \rightarrow+\infty}{\sim} \frac{\int_{N \mathscr{S}} \widehat{e}^{\mathscr{S}}(1, y, y) d \widehat{\mu}^{\mathscr{S}}(y)}{\Gamma\left(\mathcal{Q}^{\mathscr{S}} / 2+1\right)} \lambda^{\mathcal{Q}^{\mathscr{S}} / 2}
$$

In addition, if $f=1$ near $\mathscr{S}$ then $R_{j}(f)=0$ for every odd integer $j<\mathcal{Q}^{\mathscr{S}}-\mathcal{Q}^{M \backslash \mathscr{S}}$. If $e=\widehat{e}^{q}$ and $\mu=\widehat{\mu}^{q}$ for some $q \in M$, and if $f=1$ near $\mathscr{S}$, then $R_{j}(f)=0$ for $0<j<\mathcal{Q}^{\mathscr{S}}-\mathcal{Q}^{M \backslash \mathscr{S}}$ and $S_{j}(f)=0$ for every $j \in \mathbb{N}$, i.e., the expansion (41) has no term in $|\ln t|$.

Case $\mathcal{Q}^{\mathscr{S}}=\mathcal{Q}^{M \backslash \mathscr{S}}$. In this case, we have $S_{j}=0$ for $j$ odd, and

$$
\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \triangle}\right)=\frac{|\ln t|}{t^{\mathcal{Q}^{M \backslash \mathscr{S}} / 2}} S_{0}(f)+\frac{1}{t^{\mathcal{Q}^{M \backslash \mathscr{S}} / 2}} \tilde{T}_{0}(f)+\mathrm{o}\left(\frac{1}{t^{\mathcal{Q}^{M \backslash \mathscr{S}} / 2}}\right)
$$

as $t \rightarrow 0^{+}$(this two-terms small-time expansion only requires $f$ to be $C^{1}$; when $f$ is only continuous then we get only the first term), where, defining the mapping $\widehat{e}^{\mathscr{S}}, \mathcal{S}^{n-k-1}$ which to any $q \in \mathscr{S}$ and any $\sigma \in \mathcal{S}^{n-k-1}$ assigns the heat kernel $\widehat{e}^{q, \sigma}=\widehat{\widehat{e}}^{q}$ (double nilpotentization, see Section 6.4.2),

$$
\begin{aligned}
& \left.S_{0}(f)=\frac{1}{2} \int_{\mathscr{S} \times \mathcal{S}^{n-k-1}} f \circ \pi_{\mathscr{S}} \widehat{e}^{\mathscr{S}, \mathcal{S}^{n-k}(1,1}, 0,0\right) d\left(\iota W \widehat{\mu}^{\mathscr{S}}\right)=\frac{1}{2} \int_{\mathscr{S}} f(q) \int_{\mathcal{S}^{n-k-1}} \widehat{e}^{q, \sigma}(1,0,0) d \sigma d \mu \mathscr{S}(q)=\frac{1}{2} \int_{\mathscr{S}} f d \nu \\
& \tilde{T}_{0}(f)=\text { p.f. } \int_{M \backslash \mathscr{S}} f(q) \widehat{e}^{q}(1,0,0) d \mu(q)+\text { p.f. } \int_{\mathscr{S}} f(q) \operatorname{Tr}_{N_{q} \mathscr{S}}\left(e^{\widehat{\Delta}^{q}}\right) d \mu_{\mathscr{S}}(q)
\end{aligned}
$$

where $\nu$ is a smooth measure on $\mathscr{S}$, of density $\frac{d \nu}{d \mu_{\mathscr{S}}}(q)=\int_{\mathcal{S}^{n-k-1}} \widehat{e}^{q, \sigma}(1,0,0) d\left(\iota_{W} \widehat{\mu}_{q}^{\mathscr{S}}\right)(\sigma)$ at any $q \in \mathscr{S}$ (moreover, this integral does not depend on the radius of the sphere on which the integration is performed). Therefore, the local Weyl measure exists, and we have $\operatorname{supp}\left(w_{\triangle}\right)=\mathscr{S}$ and $w_{\triangle}=\nu / \nu(M)$. Moreover,

$$
N(\lambda) \underset{\lambda \rightarrow+\infty}{\sim} \frac{\int_{\mathscr{S} \times \mathcal{S}^{n-k-1}} \widehat{e}^{\mathscr{S}}, \mathcal{S}^{n-k-1}(1,0,0) d\left(\iota_{W} \widehat{\mu}^{\mathscr{S}}\right)}{2 \Gamma\left(\mathcal{Q}^{\mathscr{S}} / 2+1\right)} \lambda^{\mathscr{S}} / 2 \ln \lambda .
$$

If $e=\widehat{e}^{q}$ and $\mu=\widehat{\mu}^{q}$ for some $q \in M$, and if $f=1$ near $\mathscr{S}$, then $R_{j}(f)=0$ for every $j \in \mathbb{N}$, and $S_{j}(f)=0$ for every $j \geqslant 1$, i.e., the expansion (41) as a unique term in $|\ln t|$ (which is also the dominating one).

Case $\mathcal{Q}^{\mathscr{S}}<\mathcal{Q}^{M \backslash \mathscr{S}}$. In this case, we have $S_{j}=0$ for $j$ having the parity of $\mathcal{Q}^{M \backslash \mathscr{S}}-\mathcal{Q}^{\mathscr{S}}+1$, and

$$
\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \triangle}\right)=\frac{1}{t^{\mathcal{Q}^{M \backslash \mathscr{S}} / 2}} \tilde{T}_{0}(f)+\mathrm{o}\left(\frac{1}{t^{\mathcal{Q}^{M \backslash \mathscr{S}} / 2}}\right)
$$

as $t \rightarrow 0^{+}$(this one-term small-time expansion only requires $f$ to be continuous), with $\tilde{T}_{0}(f)(0)=$ $\int_{M} f d \nu$ where $\nu$ is a smooth measure on $M$, of density $\frac{d \nu}{d \mu}(q)=\widehat{e}^{q}(1,0,0)$ at any $q \in M$. Therefore, the local Weyl measure exists, is absolutely continuous with respect to any smooth measure on $M$ (in particular, $\operatorname{supp}\left(w_{\triangle}\right)=M$ ) and is given by $w_{\triangle}=\nu / \nu(M)$ as in the equiregular case. Moreover, we have as well the Weyl law (20). This means that the equiregular part dominates in this case.

If $e=\widehat{e}^{q}$ and $\mu=\widehat{\mu}^{q}$ for some $q \in M$, and if $f=1$ near $\mathscr{S}$, then $S_{j}(f)=0$ for every $j \geqslant 1$, and thus, the expansion (41) as a unique term in $|\ln t|$ if $\mathcal{Q}^{M \backslash \mathscr{S}}-\mathcal{Q}^{\mathscr{S}}$ is even, and no term in $|\ln t|$ if $\mathcal{Q}^{M \backslash \mathscr{S}}-\mathcal{Q}^{\mathscr{S}}$ is odd.
Remark 7.1. The local Weyl measure is such that $\operatorname{supp}\left(w_{\triangle}\right)=\mathscr{S}$ if and only if $\mathcal{Q}^{\mathscr{S}} \geqslant \mathcal{Q}^{M \backslash \mathscr{S}}$, in contrast to the case $\mathcal{Q}^{\mathscr{S}}<\mathcal{Q}^{M \backslash \mathscr{S}}$ in which the local Weyl law does not differ from the one in the regular region and does not detect the singular set.

In all cases, we have identified the main term of the local Weyl law in an intrinsic way. When $\mathcal{Q}^{\mathscr{S}}=\mathcal{Q}^{M \backslash \mathscr{S}}$, we have identified intrinsically the coefficients of the two-terms small-time asymptotics; this case covers the Baouendi-Grushin case without tangency point and the nonsingular Martinet case, studied with more generality in Sections 7.5 and 7.6.
Remark 7.2. If $k=\operatorname{dim} \mathscr{S}=n-1$ and if $\operatorname{rank} D=n-1$ then $w_{n}=1$ necessarily and thus $\mathcal{Q}^{\mathscr{S}}=\mathcal{Q}^{M}(\mathscr{S})-1$. Hence we always have $\mathcal{Q}^{\mathscr{S}} \geqslant \mathcal{Q}^{M \backslash \mathscr{S}}$ in this case.
Remark 7.3. When $f=1$ near $\mathscr{S}$, we have seen in Remark 6.2 that the expansion of $J(t)$ does not involve any odd power of $\sqrt{t}$. This fact is however not true for $K(t)$ in general, in other words, the function $F_{0}$ may fail to be even (see Section 7.5 .4 for an explicit example).

Remark 7.4. In Theorem 7.1 it is assumed that $D$ is $\mathscr{S}$-nilpotentizable, i.e., that $D$ is locally diffeomorphic to $\widehat{D}^{q}$ at every point $q \in \mathscr{S}$, but nothing is assumed at $q \in M \backslash \mathscr{S}$, as underlined in Remark 6.6.

### 7.3 Examples

Let us give some examples of application of Theorem 7.1. In all these examples, the singular set $\mathscr{S}$ is an equisingular smooth submanifold and the horizontal distribution $D$ is $\mathscr{S}$-nilpotentizable.

- Consider the $p$-Baouendi-Grushin case, that is the almost-Riemannian case around $(0,0)$ in $\mathbb{R}^{2}$ generated by $X_{1}=\partial_{1}, X_{2}=x_{1}^{p} a\left(x_{1}, x_{2}\right) \partial_{2}$, where $p \in \mathbb{N}^{*}$ and $a$ is a smooth function such that $a(0,0)=1$. The singular set is $\mathscr{S}=\left\{x_{1}=0\right\}$. We have $\mathcal{Q}^{M \backslash \mathscr{S}}=2$ and $\mathcal{Q}^{\mathscr{S}}=p+1$. The main term in the small-time asymptotics of the local Weyl law is then of the order of $\frac{\lfloor\ln t \mid}{t}$ if $p=1$ and $t^{-(p+1) / 2}$ if $p \geqslant 2$. The local Weyl measure is supported on $\mathscr{S}$.

The case $p=1$ is studied in more detail in Section 7.5.

- Consider the sR case around $(0,0,0)$ in $\mathbb{R}^{3}$ generated by $X_{1}=\partial_{1}, X_{2}=\partial_{2}+x_{1}^{p} a\left(x_{1}, x_{2}, x_{3}\right) \partial_{3}$, where $p \in \mathbb{N}^{*}$ and $a$ is a smooth function such that $a(0,0,0)=1$. When $p=1$, we recover the 3D contact case, which is equiregular. When $p=2$, we recover the Martinet case. The singular set is $\mathscr{S}=\left\{x_{1}=0\right\}$, and we have $\mathcal{Q}^{M \backslash \mathscr{S}}=4$ and $\mathcal{Q}^{\mathscr{S}}=p+2$. The main term in the small-time asymptotics of the local Weyl law is then of the order of $t^{-2}$ if $p=1, \frac{|\ln t|}{t^{2}}$ if $p=2$ and $t^{-p / 2-1}$ if $p \geqslant 2$. The local Weyl measure is supported on $\mathscr{S}$ if $p \geqslant 2$.

The Martinet case, for $p=2$, is studied in more detail in Section 7.6.

- Consider the nilpotent tangential elliptic case (see [16]), that is the sR case in $\mathbb{R}^{3}$ generated by $X_{1}=\partial_{1}, X_{2}=\partial_{2}+\left(\frac{x_{1}^{3}}{3}+x_{1} x_{2}^{2}\right) \partial_{3}$. The singular set is $\mathscr{S}=\left\{x_{1}=x_{2}=0\right\}$. We have $\mathcal{Q}^{M \backslash \mathscr{S}}=4$ and $\mathcal{Q}^{\mathscr{S}}=4$. The main term in the small-time asymptotics of the local Weyl law is then of the order of $\frac{|\ln t|}{t^{2}}$. The local Weyl measure is supported on $\mathscr{S}$.

It is interesting to note that, in this example, there is a nontrivial singular curve (equivalently, there is a nontrivial abnormal), which is not minimizing (see [16]), and however, there is a logarithm in the local Weyl law. This observation invalidates the (folklore) conjecture according to which a log in the Weyl law would be due to the presence of abnormal minimizers.

- Consider the (nilpotent) aR case in $\mathbb{R}^{3}$ generated by $X_{1}=\partial_{1}, X_{2}=\partial_{2}, X_{3}=\left(x_{1}^{2}+x_{2}^{2}\right) \partial_{3}$. We have $\mathscr{S}=\left\{x_{1}=x_{2}=0\right\}$ and $\mathcal{Q}^{\mathscr{S}}=\mathcal{Q}^{M \backslash \mathscr{S}}=3$. The main term in the small-time asymptotics of the local Weyl law is of the order of $\frac{|\ln t|}{t^{3 / 2}}$. The local Weyl measure is supported on $\mathscr{S}_{1}$.
- Consider the (nilpotent) sR cases in $\mathbb{R}^{4}$ generated either by $X_{1}=\partial_{1}, X_{2}=\partial_{2}+x_{1}^{2} \partial_{3}+x_{1} x_{2} \partial_{4}$, or by $X_{1}=\partial_{1}, X_{2}=\partial_{2}+x_{1} \partial_{3}+\left(\frac{x_{1}^{3}}{3}+x_{1} x_{2}^{2}\right) \partial_{4}$, or by $X_{1}=\partial_{1}, X_{2}=\partial_{2}+x_{1} \partial_{3}+x_{1}^{2} x_{2} \partial_{4}$ (these are non-isometric normal forms for horizontal distributions of rank 2 in $\mathbb{R}^{4}$ ). In all cases, the singular set is $\mathscr{S}=\left\{x_{1}=x_{2}=0\right\}, \mathcal{Q}^{M \backslash \mathscr{S}}=7$ and $\mathcal{Q}^{\mathscr{S}}=6$. The main term in the small-time asymptotics of the local Weyl law at any point of $\mathscr{S}$ is then of the order of $1 / t^{7 / 2}$. The local Weyl measure is not concentrated (the equiregular part dominates).
- Consider the (nilpotent) almost-Riemannian case in $\mathbb{R}^{n}$ generated by $X_{1}=\partial_{1}, \ldots, X_{n-1}=\partial_{n-1}$, $X_{n}=\left(x_{1}^{2 \ell}+\cdots+x_{n-1}^{2 \ell}\right) \partial_{n}$ for some $\ell \in \mathbb{N}^{*}$. For $n=2$, we recover the $2 \ell$-Baouendi-Grushin case. The singular set is $\mathscr{S}=\left\{x_{1}=\cdots=x_{n-1}=0\right\}$ and $\mathcal{Q}^{M \backslash \mathscr{S}}=n$ and $\mathcal{Q}^{\mathscr{S}}=2 \ell+1$. The main term in the small-time asymptotics of the local Weyl law is then of the order of $t^{-\ell-\frac{1}{2}}$ if $n<2 \ell+1$, $t^{-n / 2}|\ln t|$ if $n=2 \ell+1$ and $t^{-n / 2}$ if $n>2 \ell+1$. The local Weyl measure is supported on $\mathscr{S}$ when $n \leqslant 2 \ell+1$ and is not concentrated if $n>2 \ell+1$.

Note that, in this example, there is no nontrivial singular curve (equivalently, there is no nontrivial abnormal), and however, when $n=2 \ell+1$, there is a logarithm in the Weyl law.

- As a generalization of the previous case, consider the nilpotent aR case in $\mathbb{R}^{n}$ generated by $X_{i}=\partial_{i}$ for $i=1, \ldots, n_{1}, X_{n_{1}+1}=\left(x_{1}^{2 \ell_{1}}+\cdots+x_{k_{1}}^{2 \ell_{1}}\right) \partial_{n_{1}+1}, \ldots, X_{n_{1}+p}=\left(x_{k_{p-1}+1}^{2 \ell_{p}}+\cdots+x_{k_{p}}^{2 \ell_{p}}\right) \partial_{n_{1}+p}$, for some integers $\ell_{1} \leqslant \ell_{2} \leqslant \cdots \leqslant \ell_{p}, k_{p}=n_{1}, n_{1}+p=n$. The singular set is $\mathscr{S}=\left\{x_{1}=\cdots, x_{n_{1}}=0\right\}$
and $\mathcal{Q}^{M \backslash \mathscr{S}}=n$ and $\mathcal{Q}^{\mathscr{S}}=2 \ell+p$ where $\ell=\sum_{i=1}^{p} \ell_{i}$. The main term in the small-time asymptotics of the local Weyl law is then of the order of $t^{-\frac{p}{2}-\ell}$ if $n_{1}<2 \ell, t^{-n / 2}|\ln t|$ if $n_{1}=2 \ell$ and $t^{-n / 2}$ if $n_{1}>2 \ell$. The local Weyl measure is supported on $\mathscr{S}$ if $n_{1} \leqslant 2 \ell$ and is not concentrated if $n_{1}>2 \ell$.

Other examples by taking products. We can generate plenty of other examples by taking products of cases covered by Theorem 7.1. Indeed, when taking the product of two sR structures $\left(M_{1}, D_{1}, g_{1}\right)$ and $\left(M_{2}, D_{2}, g_{2}\right)$, by the formula (86) of Appendix A.8, the resulting heat kernel on the product manifold is the tensor product of the heat kernels on $M_{1}$ and $M_{2}$. This simple remark thus yields interesting classes of examples that are not covered by Theorem 7.1.

For instance, taking the product of $N$ Baouendi-Grushin cases without tangency point (for some $N \in \mathbb{N}^{*}$ ) gives a $2 N$-dimensional manifold on which the main term of the small-time asymptotics of the local Weyl law is of the order of $\frac{|\ln t|^{N}}{t^{N}}$. Taking the product of a Baouendi-Grushin case without tangency point with a nonsingular Martinet case gives a 6-dimensional manifold on which the main term of the small-time asymptotics of the local Weyl law is of the order of $\frac{|\ln t|^{2}}{t^{3}}$.

In particular, we can always find cases where the local Weyl law involves an arbitrarily large integer power of $|\ln t|$.

### 7.4 Proof of Theorem 7.1 and of the subsequent remarks

As explained in Section 6.3, our main task is to derive the small-time asymptotic expansion for the integral $K(t)$ given by (38) in Section 6.3.2. Assuming that $f$ is supported near $\mathscr{S}$, we have

$$
\begin{equation*}
K(t)=\frac{1}{t^{\mathcal{Q}^{M \backslash \mathscr{S}} / 2}} \int_{\sqrt{t}}^{1} \tau^{\mathcal{Q}^{M \backslash \mathscr{S}}-\mathcal{Q}^{\mathscr{S}}-1} G\left(\tau, \frac{\sqrt{t}}{\tau}\right) d \tau \tag{42}
\end{equation*}
$$

where the function $G: \mathbb{R}^{2} \rightarrow \mathbb{R}$ is defined by

$$
\begin{equation*}
G(\tau, \varepsilon)=\int_{\mathscr{S}} \int_{\mathcal{S}^{n-k-1}} f\left(\delta_{\tau}^{q}(\sigma)\right) e_{\tau, \varepsilon}^{q, \sigma}(1,0,0) d \sigma d \mu_{\mathscr{S}}(q) \tag{43}
\end{equation*}
$$

Since $D$ is $\mathscr{S}$-nilpotentizable, Lemma 6.1 in Section 6.4.2 implies that $G$ is smooth, even with respect to $\varepsilon$, and

$$
G(0,0)=\int_{\mathscr{S}} f(q) \int_{\mathcal{S}^{n-k-1}} \widehat{e}^{q, \sigma}(1,0,0) d \sigma d \mu_{\mathscr{S}}(q)
$$

We are going to apply Proposition D. 1 (in Appendix D) to $K(t)$, with $x=\sqrt{t}, k=\mathcal{Q}^{M \backslash \mathscr{S}}-\mathcal{Q}^{\mathscr{S}}-1$ and $j=0$. Remark D. 1 can be applied because $G$ is even with respect to $\varepsilon$. If $f=1$ near $\mathscr{S}$ and if $e=\widehat{e}^{q}$ and $\mu=\widehat{\mu}^{q}$ for some $q \in M$, then $e_{\tau}^{q}=e$ and $G$ does not depend on $\tau$, and then Remark D. 2 can be applied.

As a preliminary remark, we have, by definition (see (91) in Appendix C),

$$
\begin{equation*}
e_{\tau, \varepsilon}^{q, \sigma}(1,0,0)=\varepsilon^{\mathcal{Q}^{M \backslash \mathscr{S}}} e_{\tau}^{q}\left(\varepsilon^{2}, \sigma, \sigma\right)=\varepsilon^{\mathcal{Q}^{M \backslash \mathscr{S}}} \tau^{\mathcal{Q}^{M}(\mathscr{S})} e\left(\tau^{2} \varepsilon^{2}, \delta_{\tau}^{q}(\sigma), \delta_{\tau}^{q}(\sigma)\right) \tag{44}
\end{equation*}
$$

and we note that $\mathcal{Q}^{M \backslash \mathscr{S}}=\mathcal{Q}^{\mathbb{R}^{n}}\left(\delta_{\tau}(\sigma)\right)=\mathcal{Q}^{\mathbb{R}^{n}}(\sigma)$ and $\mathcal{Q}^{M}(\mathscr{S})=\mathcal{Q}^{M}(q)$.
First, taking the limit $\varepsilon \rightarrow 0$ in (44) and using the homogeneity property (87) of the nilpotentized heat kernel, we obtain

$$
\begin{equation*}
{\widehat{e_{\tau}^{q}}}^{\sigma}(1,0,0)=\tau^{\mathcal{Q}^{M}(\mathscr{S})} \widehat{e}^{\delta_{\tau}^{q}(\sigma)}\left(\tau^{2}, 0,0\right)=\tau^{\mathcal{Q}^{M}(\mathscr{S})-\mathcal{Q}^{M \backslash \mathscr{S}}} \widehat{e}^{\delta_{\tau}^{q}(\sigma)}(1,0,0) \tag{45}
\end{equation*}
$$

Second, taking the limit $\tau \rightarrow 0$ in (44) and using the homogeneity property (87), we obtain

$$
\begin{equation*}
\left(\widehat{e}^{q}\right)_{\varepsilon}^{\sigma}(1,0,0)=\varepsilon^{\mathcal{Q}^{M \backslash \mathscr{S}}} \hat{e}^{q}\left(\varepsilon^{2}, \sigma, \sigma\right)=\varepsilon^{\mathcal{Q}^{M \backslash \mathscr{S}}-\mathcal{Q}^{M}(\mathscr{S})} \widehat{e}^{q}\left(1, \delta_{1 / \varepsilon}(\sigma)\right) \tag{46}
\end{equation*}
$$

Third, we also have $\left(\widehat{e}^{q}\right)_{\varepsilon}^{\sigma}(1,0,0)=\varepsilon^{\mathcal{Q}^{M \backslash \mathscr{S}}} \widehat{e}^{q}\left(\varepsilon^{2}, \sigma, \sigma\right)=\varepsilon^{\mathcal{Q}^{M \backslash \mathscr{S}}} \tau^{\mathcal{Q}^{M}(\mathscr{S})} \widehat{e}^{q}\left(\tau^{2} \varepsilon^{2}, \delta_{\tau}(\sigma), \delta_{\tau}(\sigma)\right)$ and, taking the limit $\varepsilon \rightarrow 0$, we obtain

$$
\begin{equation*}
\widehat{e}^{q, \sigma}(1,0,0)=\tau^{\mathcal{Q}^{M}(\mathscr{S})} \widehat{e}^{q, \delta_{\tau}(\sigma)}\left(\tau^{2}, 0,0\right)=\tau^{\mathcal{Q}^{M}(\mathscr{S})-\mathcal{Q}^{M \backslash \mathscr{S}}} \widehat{e}^{q, \delta_{\tau}(\sigma)}(1,0,0) \tag{47}
\end{equation*}
$$

Case $\mathcal{Q}^{\mathscr{S}}>\mathcal{Q}^{M \backslash \mathscr{S}}$. Let us prove that

$$
\begin{equation*}
\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \Delta}\right)=\frac{1}{t^{\mathcal{Q}^{\mathscr{S}} / 2}} F_{0}(\sqrt{t})+\frac{1}{t^{\mathcal{Q}^{M \backslash \mathscr{S}} / 2}}\left(F(\sqrt{t})+F_{1}(t)|\ln t|\right) \quad \forall t \in(0,1) \tag{48}
\end{equation*}
$$

for some $F_{0}, F, F_{1} \in C^{\infty}(\mathbb{R})$, with $F_{0}(0)=R_{0}(f)$.
Proposition D. 1 (in Appendix D) implies that

$$
K(t)=\frac{\tilde{F}_{0}(t)}{(\sqrt{t})^{\mathcal{Q}^{\mathscr{S}}}}+\frac{1}{(\sqrt{t})^{\mathcal{Q}^{M \backslash \mathscr{S}}}}\left(F(\sqrt{t})+F_{1}(t)|\ln t|\right) \quad \forall t \in(0,1)
$$

for some $\tilde{F}_{0}, F, F_{1} \in C^{\infty}(\mathbb{R})\left(F_{1}\right.$ is a smooth function of $t$ by Remark D.1), with

$$
\tilde{F}_{0}(0)=\int_{\mathscr{S}} f(q) \int_{0}^{1} \int_{\mathcal{S}^{n-k-1}} \varepsilon^{\mathcal{Q}^{\mathscr{S}}-\mathcal{Q}^{M \backslash \mathscr{S}}-1}\left(\widehat{e}^{q}\right)_{\varepsilon}^{\sigma}(1,0,0) d \sigma d \varepsilon d \mu_{\mathscr{S}}(q)
$$

Using (46), the change of variable $\varepsilon=1 / s$, and then (32) again, we obtain

$$
\tilde{F}_{0}(0)=\int_{\mathscr{S}} f(q) \int_{\mathbb{R}^{n-k} \backslash \mathcal{B}^{n-k}(0,1)} \widehat{e}^{q}(1,(0, x),(0, x)) d x d \mu_{\mathscr{S}}(q)
$$

Using the asymptotic expansion (34) of $J(t)$ obtained in Section 6.3.1, we obtain (48) with $F_{0}(\sqrt{t})=$ $F_{J}(\sqrt{t})+\tilde{F}_{0}(t)$ and $F_{0}(0)=\int_{N \mathscr{S}} f \circ \pi_{\mathscr{S}}(y) \widehat{e}^{\mathscr{S}}(1, y, y) d \widehat{\mu}^{\mathscr{S}}(y)$.

If $f=1$ near $\mathscr{S}$, then by Remark 6.2, $F_{J}$ is even and thus $F_{0}$ too. If $e=\widehat{e}^{q}$ and $\mu=\widehat{\mu}^{q}$ for some $q \in M$, and if $f=1$ near $\mathscr{S}$, then $F_{1}(t)=\mathrm{O}\left(t^{\infty}\right)$ (by Remark D.2) and $\tilde{F}_{0}(t)=\tilde{F}_{0}(0)$ is constant. By Remark 6.2, we have $F_{J}(\sqrt{t})=F_{J}(0)+\mathrm{O}\left(t^{\infty}\right)$. Hence $F_{0}(t)=F_{0}(0)+\mathrm{O}\left(t^{\infty}\right)$.

Case $\mathcal{Q}^{\mathscr{S}}=\mathcal{Q}^{M \backslash \mathscr{S}}$. Let us prove that

$$
\begin{equation*}
\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \Delta}\right)=\frac{|\ln t|}{t^{\mathcal{Q}^{M \backslash \mathscr{S}} / 2}} F_{1}(t)+\frac{1}{t^{\mathcal{Q}^{M \backslash \mathscr{S}} / 2}} F_{0}(\sqrt{t}) \quad \forall t \in(0,1) \tag{49}
\end{equation*}
$$

for some $F_{0}, F_{1} \in C^{\infty}(\mathbb{R})$, with $F_{1}(0)=S_{0}(f)$ and $F_{0}(0)=\tilde{T}_{0}(f)$.
Proposition D. 1 (in Appendix D) implies that

$$
K(t)=\frac{|\ln t|}{t^{\mathcal{Q}^{M \backslash \mathscr{S}} / 2}} F_{1}(t)+\frac{1}{t^{\mathcal{Q}^{M \backslash \mathscr{S}} / 2}} \tilde{F}_{0}(\sqrt{t}) \quad \forall t \in(0,1)
$$

for some $\tilde{F}_{0}, F_{1} \in C^{\infty}\left(\mathbb{R}^{n}\right)\left(F_{1}\right.$ is a smooth function of $t$ by Remark D.1), with

$$
\begin{aligned}
F_{1}(0) & =\frac{1}{2} \int_{\mathscr{S}} f(q) \int_{\mathcal{S}^{n-k-1}} \widehat{e}^{q, \sigma}(1,0,0) d \sigma d \mu_{\mathscr{S}}(q) \\
\tilde{F}_{0}(0) & =\int_{\mathscr{S}} \int_{\mathcal{S}^{n-k-1}}\left(f(q) \int_{0}^{1} \frac{\left(\widehat{e}^{q}\right)_{\varepsilon}^{\sigma}(1,0,0)-\widehat{e}^{q, \sigma}(1,0,0)}{\varepsilon} d \varepsilon\right. \\
& \left.\quad+\int_{0}^{1} \frac{f\left(\delta_{\tau}^{q}(\sigma)\right){\widehat{e_{\tau}^{q}}}^{\sigma}(1,0,0)-f(q) \widehat{e}^{q, \sigma}(1,0,0)}{\tau} d \tau\right) d \sigma d \mu_{\mathscr{S}}(q) .
\end{aligned}
$$

Adding to $K(t)$ the expansion (34) of $J(t)$ obtained in Section 6.3.1, we obtain (49) with $F_{0}=$ $F_{J}+\widehat{F}_{0}$. If $e=\widehat{e}^{q}$ and $\mu=\widehat{\mu}^{q}$ for some $q \in M$, and if $f=1$ near $\mathscr{S}$ then, by Remark D.2, $F_{1}(t)=F_{1}(0)+\mathrm{O}\left(t^{\infty}\right), \tilde{F}_{0}$ is even, and $F_{J}(\sqrt{t})=F_{J}(0)+\mathrm{O}\left(t^{\infty}\right)$ by Remark 6.2.

Let us identify $F_{0}(0)$ and $F_{1}(0)$ in an intrinsic way. For the term $F_{1}(0)$, let us prove that, given any $q \in \mathscr{S}$, the term $\int_{\mathcal{S}^{n-k-1}} \widehat{e}^{q, \sigma}(1,0,0) d \sigma$ does not depend on the radius of the sphere on which the integration is performed. The image of $\left(\iota_{W} \widehat{\mu}^{\mathscr{S}}\right)_{\mid \mathscr{S}} \times \mathcal{S}^{n-k-1}=\mu_{\mathscr{S}} \otimes d \sigma$ under the dilation $\delta_{\tau}^{\mathscr{S}}$ is the measure $\tau^{-\mathcal{Q}^{M}(\mathscr{S})+\mathcal{Q}^{\mathscr{S}}\left(\iota_{W} \widehat{\mu}^{\mathscr{L}}\right) \mid \delta_{\tau}^{\mathscr{S}}\left(\mathscr{S} \times \mathcal{S}^{n-k-1}\right)}$ and the result follows by using (47) and the fact that $\mathcal{Q}^{\mathscr{S}}=\mathcal{Q}^{M \backslash \mathscr{S}}$.

The intrinsic identification of $F_{0}(0)$ is inferred from the following lemma.
Lemma 7.1. We have

$$
\begin{align*}
& \text { p.f. } \int_{M \backslash \mathscr{S}} f(q) \widehat{e}^{q}(1,0,0) d \mu(q)=\int_{\mathscr{S} \times \mathcal{S}^{n-k-1 \times[0,1]}} \frac{f\left(\delta_{\tau}^{q}(\sigma)\right){\widehat{e_{\tau}^{q}}}^{\sigma}(1,0,0)-f(q) \widehat{e}^{q, \sigma}(1,0,0)}{\tau} d \tau d \sigma d \mu_{\mathscr{S}}(q)  \tag{50}\\
& \int_{\mathscr{S}} f(q) \text { p.f. } \operatorname{Tr}_{N_{q} \mathscr{S}}\left(e^{\widehat{\triangle}^{q}}\right) d \nu(q)=\int_{\mathscr{S}} f(q) \int_{\mathcal{B}^{n-k}(0,1)} \widehat{e}^{q}(1,(0, x),(0, x)) d x d \mu \mathscr{S}(q) \\
& \quad+\int_{\mathscr{S}} \int_{\mathcal{S}^{n-k-1}} f(q) \int_{0}^{1} \frac{\left(\widehat{e}^{q}\right)_{\varepsilon}^{\sigma}(1,0,0)-\widehat{e}^{q, \sigma}(1,0,0)}{\varepsilon} d \varepsilon d \sigma d \mu_{\mathscr{S}}(q) \tag{51}
\end{align*}
$$

Proof. We establish (50) by using (45), the Fubini theorem and (32), with $\mathcal{Q}^{\mathscr{S}}=\mathcal{Q}^{M \backslash \mathscr{S}}$. To establish (51), using successively (46), the change of variable $\tau=1 / \varepsilon$, and (32) again, we obtain

$$
\int_{\mathcal{S}^{n-k-1}} f(q) \int_{0}^{1} \frac{\left(\widehat{e}^{q}\right)_{\varepsilon}^{\sigma}(1,0,0)-\widehat{e}^{q, \sigma}(1,0,0)}{\varepsilon} d \varepsilon d \sigma d \mu_{\mathscr{S}}(q)=\text { p.f. } \int_{\mathbb{R}^{n-k} \backslash \mathcal{B}^{n-k}(0,1)} f(q) \widehat{e}^{q}(1,(0, x),(0, x)) d x
$$

where the latter Hadamard finite part is considered at infinity, because the integral diverges logarithmically at infinity. Adding the contribution $F(0)$ due to $J(t)$ (see Section 6.3.1) gives the integral over the whole $\mathbb{R}^{n-k}$, which is exactly $\operatorname{Tr}_{N_{q} \mathscr{S}}\left(e^{\widehat{\Delta}^{q}}\right)$.

Case $\mathcal{Q}^{\mathscr{S}}<\mathcal{Q}^{M \backslash \mathscr{S}}$. Let us prove that

$$
\begin{equation*}
\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \Delta}\right)=\frac{1}{t^{\mathcal{Q}^{M \backslash \mathscr{S}} / 2}} F(t)+\frac{1}{t^{\mathcal{Q}^{\mathscr{S}} / 2}}\left(F_{0}(\sqrt{t})+F_{1}(\sqrt{t})|\ln t|\right) \quad \forall t \in(0,1) \tag{52}
\end{equation*}
$$

for some $F, F_{0}, F_{1} \in C^{\infty}(\mathbb{R})$, with $F(0)=\tilde{T}_{0}(f)$.
Proposition D. 1 (in Appendix D) implies that

$$
K(t)=\frac{F(t)}{(\sqrt{t})^{\mathcal{Q}^{M \backslash \mathscr{S}}}}+\frac{1}{(\sqrt{t})^{\mathcal{Q}^{\mathscr{S}}}}\left(\tilde{F}_{0}(\sqrt{t})+F_{1}(\sqrt{t})|\ln t|\right) \quad \forall t \in(0,1)
$$

for some $F, \tilde{F}_{0}, F_{1} \in C^{\infty}\left(\mathbb{R}^{n}\right)$ such that $F_{1}$ has the parity of $\mathcal{Q}^{M \backslash \mathscr{S}}-\mathcal{Q}^{\mathscr{S}}$ (by Remark D.1) and

$$
F(0)=\int_{0}^{1} \tau^{\mathcal{Q}^{M \backslash \mathscr{S}}-\mathcal{Q}^{\mathscr{S}}-1} \int_{\mathscr{S}} \int_{\mathcal{S}^{n-k-1}} f\left(\delta_{\tau}^{\mathscr{S}}(\sigma)\right){\widehat{e_{\tau}^{q}}}^{\sigma}(1,0,0) d \sigma d \nu(q) d \tau
$$

We infer from (45) and from (32) that $F(0)=\int_{M} f(q) \widehat{e}^{q}(1,0,0) d \mu(q)$. Adding the expansion (34) of $J(t)$ obtained in Section 6.3 .1 gives (52) with $F_{0}=F_{J}+\tilde{F}_{0}$. If $e=\widehat{e}^{q}$ and $\mu=\widehat{\mu}^{q}$ for some $q \in M$, and if $f=1$ near $\mathscr{S}$, then by Remark D. $2, F_{1}(\sqrt{t})=F_{1}(0)+\mathrm{O}\left(t^{\infty}\right)$.

Proof of (41). Having in mind the prelude to the theorem and in particular (40), now, to arrive at the decomposition (41), we organize all terms in a different way, as follows. Splitting $f$ into two parts, one supported near $\mathscr{S}$ and the other supported in $M \backslash \mathscr{S}$ to which (40) is applied, to this expansion coming from the regular region, we add all other possible terms in $t^{i-\mathcal{Q}^{M \backslash S}} / 2$ (for the three cases), for $i \in \mathbb{N}$, and this gives the first term in (41). The resulting decomposition is canonical.

### 7.5 Baouendi-Grushin case

The Baouendi-Grushin case is often named "Grushin case". It has been mentioned to us by N. Garofalo that, actually, S. Baouendi designed this famous model in 1967, while V. Grushin studied its hypoellipticity later, in 1970. This interesting story is reported in [38, Section 11].

### 7.5.1 Definition of the model and local Weyl law

We assume that $n=2$ and that $\operatorname{rank}(D)=2$ except along the singular set $\mathscr{S}$. This means that the $2 D$ closed surface $M$ is Riemannian outside of $\mathscr{S}$. Under generic assumptions (see $[6,18]$ ), the set $\mathscr{S}$ (along which $\operatorname{rank}(D)=1$ ) is a smooth closed curve, i.e., a finite union of embedded circles. Assume that $D=\operatorname{Span}\left(X_{1}, X_{2}\right)$ locally. Outside isolated points of $\mathscr{S}$ (called tangency points), $T M$ is spanned by $X_{1}, X_{2}$ and the Lie bracket $\left[X_{1}, X_{2}\right]$ : such points are called Baouendi-Grushin points.

Near Baouendi-Grushin points, we have the normal form for the metric

$$
X_{1}=\partial_{1}, \quad X_{2}=x_{1} a\left(x_{1}, x_{2}\right) \partial_{2}
$$

( $g$-orthonormal basis) where $a$ is a smooth function such that $a\left(0, x_{2}\right)=1$ for every $x_{2}$. Locally, the singular set is $\mathscr{S}=\left\{x_{1}=0\right\}$ : it is equisingular and we have $\mathcal{Q}^{\mathscr{S}}=\mathcal{Q}^{M \backslash \mathscr{S}}=2$ and $\mathcal{Q}^{M}(\mathscr{S})=3$. Moreover, $D$ is $\mathscr{S}$-nilpotentizable. We are thus in the framework of Theorem 7.1 there.

Near tangency points, we need one more bracket, and we have the normal form for the distribution

$$
X_{1}=\partial_{1}, \quad X_{2}=\left(x_{1}^{2}-x_{2}\right) \partial_{2}
$$

(there exists a normal form for the metric but we will not need it). Locally, the singular set is $\mathscr{S}=\left\{x_{1}^{2}-x_{2}=0\right\}$ : it is not equisingular but is however stratified by two equisingular manifolds: $\mathscr{S}_{1}=\{(0,0)\}$ and $\mathscr{S}_{2}=\mathscr{S} \backslash \mathscr{S}_{1}$. The stratum $\mathscr{S}_{2}$ consists of Baouendi-Grushin points and thus Theorem 7.1 can be applied there. For the stratum $\mathscr{S}_{1}$, we have $\mathcal{Q}^{\mathscr{S}_{1}}=0$ and $\mathcal{Q}\left(\mathscr{S}_{1}\right)=4$. Theorem 7.1 does not cover this case. Moreover, $D$ is not $\mathscr{S}$-nilpotentizable near tangency points: indeed the nilpotentization at a tangency point $q$ is $\widehat{X}_{1}^{q}=\partial_{1}, \widehat{X}_{2}^{q}=x_{1}^{2} \partial_{2}$, whose singular set is $\widehat{\mathscr{S}}^{q}=\left\{x_{1}=0\right\}$ which is not diffeomorphic to $\mathscr{S}$.

Let $P$ be the Popp measure on $M \backslash \mathscr{S}$, that is, here, the Riemannian measure associated with the metric $g$ (which is Riemannian outside of $\mathscr{S}$ ). Near $\mathscr{S}$, we have $d P=d \nu \otimes\left|\frac{d \phi}{\phi}\right|$ where $\nu$ is a smooth measure on $\mathscr{S}$ and $\phi=0$ is a local equation of $\mathscr{S}$, with $\phi$ a local submersion. The measure $\nu$ does not depend on the choice of $\phi .^{2}$

Theorem 7.2. Given any $f \in C^{\infty}(M)$ vanishing near the tangency points, we have

$$
\begin{equation*}
\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \Delta}\right)=\int_{M} f(q) e(t, q, q) d \mu(q)=\frac{|\ln t|}{t} F_{1}(t)+\frac{1}{t} F_{0}(\sqrt{t}) \quad \forall t \in(0,1) \tag{53}
\end{equation*}
$$

[^2]for some $F_{0}, F_{1} \in C^{\infty}(\mathbb{R})$, with $F_{1}(0)=\frac{1}{4 \pi} \int_{\mathscr{S}} f d \nu$. When $f$ is only of class $C^{1}$ and vanishes near the tangency points, we have a two-terms small-time asymptotics, with
$$
F_{0}(0)=\frac{1}{4 \pi}\left(\text { p.f. } \int_{M \backslash \mathscr{S}} f d P+(\gamma+4 \ln 2) \int_{\mathscr{S}} f d \nu\right)
$$
where $\gamma$ is the Euler constant. Moreover, if $(M, D, g)$ is a nilpotent Lie group (and $\mu$ is the Haar measure) and if $f=1$ near $\mathscr{S}$ then $F_{1}(t)=F_{1}(0)+\mathrm{O}\left(t^{\infty}\right)$ and $F_{0}$ is even.

Given any $f \in C^{0}(M)$ (which may be nonzero near the tangency points), we have

$$
\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \Delta}\right)=\frac{|\ln t|}{t} F_{1}(0)+\mathrm{o}\left(\frac{|\ln t|}{t}\right)
$$

as $t \rightarrow 0^{+}$. The local Weyl measure is supported on $\mathscr{S}$ and is given by $w_{\triangle}=\nu / \nu(\mathscr{S})$. Moreover,

$$
N(\lambda) \underset{\lambda \rightarrow+\infty}{\sim} \frac{\nu(\mathscr{S})}{4 \pi} \lambda \ln \lambda .
$$

When there are no tangency points, the result follows from Theorem 7.1. In this case, the consequence on the asymptotics of the spectral counting function is already known: it follows from results of [65]. But it is new when there are tangency points. What is also new here is the expression of the local Weyl measure and the intrinsic two-terms small time-asymptotics of the local Weyl law (far from the tangency points).

Moreover, we establish in Section 7.7 a Quantum Ergodicity (QE) result in the BaouendiGrushin case when $\mathscr{S}$ is connected with at most one tangency point: there exists a density-one subsequence of probability measures $\left|\phi_{j_{k}}\right|^{2} \mu$ converging weakly to $w_{\Delta}$. This is the first QE result in sR geometry where the limit measure is singular.

The more general $k$-Baouendi-Grushin case $X_{1}=\partial_{1}, X_{2}=\left(x_{1}^{k}-x_{2}\right)$, for $k \geqslant 2$ (for which $\left.\operatorname{supp}\left(w_{\triangle}\right)=\mathscr{S}\right)$, as well as other variants like $X_{2}=\left(x_{1}^{2}-x_{2}^{3}\right)\left(\right.$ for which $\left.\operatorname{supp}\left(w_{\triangle}\right)=\{(0,0)\}\right)$, much more difficult to treat, are considered in Section 9 in an analytic framework.

### 7.5.2 Proof of Theorem 7.2

When there is no tangency point (or, when $f$ vanishes near the tangency points), Theorem 7.1 can be applied. Outside of $\mathscr{S}$, the Popp measure is given by $d P=\frac{1}{\left|x_{1}\right| a\left(x_{1}, x_{2}\right)} d x_{1} d x_{2}$.

Since the Baouendi-Grushin case is Riemannian outside of $\mathscr{S}$, noting that $a(0,0)=1$, we have

$$
\widehat{e}^{q, \sigma}(1,0,0)=e_{\text {Euclid }}(1,0,0)=\frac{1}{4 \pi}
$$

for all $q \in \mathscr{S}$ and $\sigma \in \mathcal{S}^{0}=\{ \pm 1\}$, where $e_{\text {Euclid }}(t, x, y)=\frac{1}{4 \pi t} \exp \left(-\|x-y\|^{2} / 4 t\right)$ is the Euclidean heat kernel in $\mathbb{R}^{2}$. We obtain $F_{1}(0)=\frac{1}{4 \pi} \int_{\mathscr{S}} f d \nu$.

The term $F_{2}(0)$ given by Theorem 7.1 is the sum of two terms. The first is

$$
\text { p.f. } \int_{M \backslash \mathscr{S}} f(q) \widehat{e}^{q}(1,0,0) d \mu(q)=\text { p.f. } \int_{M \backslash \mathscr{S}} f(q) e_{\widehat{\triangle}^{q}, \widehat{P}^{q}(1,0,0)} d P(q)
$$

where we have used (15). But since $e_{\widehat{\triangle}^{q}, \widehat{P}^{q}}(1,0,0)=e_{\text {Euclid }}(1,0,0)=\frac{1}{4 \pi}$, this first term is $\frac{1}{4 \pi}$ p.f. $\int_{M \backslash \mathscr{S}} f(q) d P(q)$. The second is $\int_{\mathscr{S}} f(q)$ p.f. $\operatorname{Tr}_{N_{q} \mathscr{S}}\left(e^{\widehat{\triangle}^{q}}\right) d \nu(q)$, and we claim that, for every $q \in \mathscr{S}$, p.f. $\operatorname{Tr}_{N_{q} \mathscr{S}}\left(e^{\widehat{\Delta}^{q}}\right)=\frac{\gamma+4 \ln 2}{4 \pi}$. To prove this fact, we consider an explicit example in the
equivalence class, and then to identify the unknown coefficient from this example: this is done in Section 7.5.3. ${ }^{3}$

It remains to prove that, when there are tangency points, we still have an asymptotic expansion (53) (but in which we cannot identify $F_{0}(0)$. Since we are in the generic case, the metric normal form near a tangency point $q$ is $X_{1}=a\left(x_{1}, x_{2}\right) \partial_{1}, X_{2}=\left(x_{1}^{2}-x_{2}\right) b\left(x_{1}, x_{2}\right) \partial_{2}$ (g-orthonormal basis), with $a$ and $b$ germs of smooth positive functions such that $a(0,0)=b(0,0)=1$. By the uniform ball-box theorem (see (83) in Appendix (A.6)), we have $\mu\left(\mathrm{B}_{\mathrm{sR}}(q, r)\right) \geqslant C r^{2} \max \left(\left|x_{1}^{2}-x_{2}\right|, r\left|x_{1}\right|, r^{2}\right)$ for some constant $C>0$. Now, it suffices to split the integral $I(t)$ as an integral over $\mathrm{B}_{\mathrm{sR}}(q, r)$ (we do that, actually, around each tangency point) and an integral over the rest. The latter is estimated by Theorem 7.1. For the integral over $\mathrm{B}_{\mathrm{sR}}(q, r)$, we use the heat kernel estimate (90) (see Appendix A.8.3), which yields the upper bound $\frac{|\ln t|}{t} \mathrm{O}(r)$ with a uniform $\mathrm{O}(r)$. The result follows.

### 7.5.3 The Baouendi-Grushin case on the sphere $\mathcal{S}^{2}$

In this section, we present an explicit example of the Baouendi-Grushin case without tangency point on the 2-sphere where we can compute explicitly the eigenelements of the sR Laplacian and the two-terms expansion of the heat asymptotics.

We set $M=\mathcal{S}^{2}$, the Euclidean 2 -sphere of $\mathbb{R}^{3}$ endowed with the canonical Riemannian metric $g_{R}$. We denote by $\mu_{R}$ the associated (smooth) Riemannian measure on $M$. The vector fields on $M$ defined by

$$
X_{1}=-z \partial_{x}+x \partial_{z}, \quad X_{2}=z \partial_{y}-y \partial_{z}, \quad X_{3}=y \partial_{x}-x \partial_{y}
$$

span the tangent space to $M$ at every point. The Laplace-Beltrami Laplacian on $M$ (Riemannian Laplacian, associated with the canonical Riemannian metric and with the canonical Riemannian measure) is $\triangle_{R}=\triangle_{g_{R}, \mu_{R}}=X_{1}^{2}+X_{2}^{2}+X_{3}^{2}$.

Note that $\left[X_{1}, X_{2}\right]=-X_{3},\left[X_{1}, X_{3}\right]=X_{2}$ and $\left[X_{2}, X_{3}\right]=-X_{1}$. Note also that, in spherical coordinates $x=\cos \varphi \cos \theta, y=\sin \varphi \cos \theta, z=\sin \theta$, with $0 \leqslant \varphi \leqslant 2 \pi$ and $-\pi / 2 \leqslant \theta \leqslant \pi / 2$, we have $X_{3}=-\partial_{\varphi}$. For $|\theta| \neq \pi / 2$, we have $X_{1}=\sin \varphi \tan \theta \partial_{\varphi}+\cos \varphi \partial_{\theta}$ and $X_{2}=\cos \varphi \tan \theta \partial_{\varphi}-$ $\sin \varphi \partial_{\theta}$, and the canonical Riemannian measure is $d \mu_{R}=\cos \theta d \theta d \varphi$.

We consider on $M$ the almost Riemannian structure $(M, D, g)$ with $D=\operatorname{Span}\left(X_{1}, X_{2}\right)$ and $g$ the metric on $D$ for which $\left(X_{1}, X_{2}\right)$ is an orthonormal frame. We denote by $\triangle=\triangle_{g, \mu_{R}}=X_{1}^{2}+X_{2}^{2}$ the sR Laplacian associated with the sR metric $g$ and with the (smooth) Riemannian measure $\mu_{R}$ on $M$. The singular set $\mathscr{S}$ is the equator $\left\{(x, y, z) \in \mathcal{S}^{2} \mid z=0\right\}: \triangle$ is elliptic outside of $\mathscr{S}$ but is only subelliptic on $\mathscr{S}$ (it is almost-Riemannian). This operator (which is selfadjoint with respect to the smooth measure $\mu_{R}$ ) has been considered in [22]. Note that the almost-Riemannian Laplacian studied in [20] is different: they consider the sR Laplacian $\triangle_{g, P}$ associated with the sR metric $g$ and with the Popp measure $P$, which is singular along $\mathscr{S}$. Here, we have $d P=\frac{1}{\tan \theta} d \theta d \varphi$ outside of $\mathscr{S}$, and thus, with the notations of Theorem 7.2 , we have $d \nu=d \varphi$ along $\mathscr{S}$.

Since $\left[\triangle, X_{3}\right]=0$, considering the standard basis $\left(Y_{l, m}\right)_{|m| \leqslant l}$ of spherical harmonics, satisfying $-\triangle_{R} Y_{l, m}=l(l+1) Y_{l, m}, X_{3} Y_{l, m}=-i m Y_{l, m}$ for $l \in \mathbb{N}$ and $|m| \leqslant l$, we find $-\triangle Y_{l, m}=$ $\left(l(l+1)-m^{2}\right) Y_{l, m}$. The eigenvalues are $\lambda_{l, m}=l(l+1)-m^{2}$ with multiplicity given by the number of such decompositions of $\lambda_{l, m}$. The eigenfunctions are $Y_{l, m}$ but the eigenvalues are ordered in different ways for $\triangle_{R}$ and for $\triangle$.

[^3]The zeta function of $\triangle+1 / 4$ (whose eigenvalues are $(l+1 / 2)^{2}-m^{2}$ with $|m| \leqslant l$ ), as defined in Section 4.4, is then

$$
\zeta(s)=\sum_{|m| \leqslant l} \frac{1}{\left(l+m+\frac{1}{2}\right)^{s}} \frac{1}{\left(l-m+\frac{1}{2}\right)^{s}}
$$

Given any $p, q \geqslant 0$, we can find integers $l$ and $m$ such that $p=l+m$ and $q=l-m$ if and only $p$ and $q$ have the same parity. Therefore

$$
\zeta(s)=4^{-s}(\zeta(s, 1 / 4))^{2}+4^{-s}(\zeta(s, 3 / 4))^{2}
$$

where the functions $\zeta(\cdot, \cdot)$ are the corresponding Hurwitz zeta functions ${ }^{4}$ (see [82, Section 1.3]). The function $\zeta \Gamma$ is holomorphic for $\operatorname{Re}(s)>1$. Its meromorphic extension has a pole of order 2 at $s=1$. When $s \rightarrow 1$, we have the expansions

$$
4^{-s}=\frac{1}{4}-\frac{\ln 2}{2}(s-1)+\mathrm{o}(s-1), \quad(\zeta(s, 1 / 4))^{2}=\left(\frac{1}{s-1}+\pi / 2+3 \ln 2+\gamma+\mathrm{o}(1)\right)^{2}
$$

and a similar one for $(\zeta(s, 3 / 4))^{2}$ by replacing $+\pi / 2$ by $-\pi / 2$. Hence

$$
\zeta(s)=\frac{1}{2(s-1)^{2}}+\frac{\gamma+2 \ln 2}{s-1}+\mathrm{O}(1), \quad \zeta(s) \Gamma(s)=\frac{1}{2(s-1)^{2}}+\frac{\gamma+4 \ln 2}{2(s-1)}+\mathrm{O}(1)
$$

as $s \rightarrow 1$. Setting $Z(t)=\operatorname{Tr}\left(e^{t(\Delta+1 / 4)}\right)$, we have $\zeta(s) \Gamma(s)=\int_{0}^{+\infty} Z(t) t^{s-1} d t$. Splitting this integral in $\int_{0}^{1}$ and $\int_{1}^{+\infty}$, the latter gives a holomorphic function, while the first is meromorphic with a pole at $s=1$. Since we already know that $Z(t)=A \frac{|\ln t|}{t}+\frac{B}{t}+\mathrm{O}(1)$ as $t \rightarrow 0^{+}$, we find, by identification, $A=\frac{1}{2}$ and $B=\frac{\gamma+4 \ln 2}{2}$. Noting that $\nu(\mathscr{S})=2 \pi$ and that p.f. $\int_{M \backslash \mathscr{S}} d P=0$, we can thus identify the unknown coefficient in Section 7.5.2.

### 7.5.4 An additional remark

In Remark 7.3, we have claimed that, when $f=1$ near $\mathscr{S}$, the function $F_{0}$ may fail to be even. In this section, we give an explicit example. Take the local Baouendi-Grushin model near $(0,0)$ given by the $g$-orthonormal frame $X_{1}=\left(1+x_{1}\right) \partial_{1}, X_{2}=x_{1} \partial_{2}$. Let us compute the small-time expansion of $I(t)$ near $(0,0)$. According to the procedure described in Sections 6 and 7, we perform a first nilpotentization at $q=(0,0)$ and then at $\sigma=(1,0)$. Here, we obtain

$$
\left(X_{1}\right)_{\tau, \varepsilon}^{q, \sigma}\left(y_{1}, y_{2}\right)=\left(1+\tau+\tau \varepsilon y_{1}\right) \partial_{1}, \quad\left(X_{2}\right)_{\tau, \varepsilon}^{q, \sigma}\left(y_{1}, y_{2}\right)=\left(1+\varepsilon y_{1}\right) \partial_{2}
$$

and thus $\triangle_{\tau, \varepsilon}^{q, \sigma}=\triangle_{\tau}+R$ with

$$
\begin{aligned}
& \triangle_{\tau}=(1+\tau)^{2} \partial_{1}^{2}+\partial_{2}^{2}, \quad R=R_{1}+R_{2} \\
& \quad R_{1}=\left((1+\tau) \tau \varepsilon+\tau^{2} \varepsilon^{2} y_{1}\right) \partial_{1}+\tau \varepsilon y_{1}\left(2(1+\tau)+\tau \varepsilon y_{1}\right) \partial_{1}^{2}, \quad R_{2}=\varepsilon y_{1}\left(1+\varepsilon y_{1}\right) \partial_{2}^{2}
\end{aligned}
$$

Using (85) in Appendix A.8, the heat kernel $e_{\tau}$ generated by $\triangle_{\tau}$ satisfies $e_{\tau}(1,0,0)=\frac{1}{4 \pi(1+\tau)^{2}}$ (because $\left.e_{\text {Euclid }}(1,0,0)=\frac{1}{4 \pi}\right)$. In order to estimate the heat kernel $e_{\tau, \varepsilon}^{q, \sigma}$ generated by $\triangle_{\tau, \varepsilon}^{q, \sigma}$, we

[^4]follow [32], noting that, by the Duhamel formula, $e^{t \triangle_{\tau, \varepsilon}^{q, \sigma}}=e^{t \Delta_{\tau}}+e^{t \triangle_{T, \varepsilon}^{q, \sigma}} \star R^{t \triangle_{\tau}}$, where the convolution is defined by $A(t) \star B(t)=\int_{0}^{t} A(t-s) B(s) d s$. Hence we have the expansion
$$
e^{t \triangle_{\tau, \varepsilon}^{q, \sigma}}=e^{t \Delta_{\tau}}+e^{t \Delta_{\tau}} \star R e^{t \Delta_{\tau}}+e^{t \Delta_{\tau}} \star R e^{t \Delta_{\tau}} \star R e^{t \Delta_{\tau}}+\cdots
$$
at any order in $(\tau, \varepsilon)$, as a sum of locally smoothing operators, as proved in [32, Section 6 ] (this is highly nontrivial). Since $R=R_{1}+R_{2}$, it follows that
$$
e_{\tau, \varepsilon}^{q, \sigma}(1,0,0)=e_{\tau}(1,0,0)+h_{1}(\tau, \varepsilon)+h_{2}(\tau, \varepsilon)
$$
where $h_{i}(\tau, \varepsilon)$ is the Schwartz kernel of $e^{t \Delta_{\tau}} \star R_{i} e^{t \Delta_{\tau}}+e^{t \Delta_{\tau}} \star R_{i} e^{t \Delta_{\tau}} \star R_{i} e^{t \Delta_{\tau}}+\cdots$, for $i=1,2$. Since $R_{1}=\mathrm{O}(\tau \varepsilon)$ and $R_{2}=\mathrm{O}(\varepsilon)$ and since we already know that $\left(e_{\tau}^{q}\right)_{\varepsilon}^{\sigma}(1,0,0)$ is even with respect to $\varepsilon$, we obtain that
$$
e_{\tau, \varepsilon}^{q, \sigma}(1,0,0)=\frac{1}{4 \pi(1+\tau)^{2}}+\tau^{2} \varepsilon^{2} h_{1}(\tau, \varepsilon)+\varepsilon^{2} h_{2}(\tau, \varepsilon)
$$
for some $h_{1}, h_{2} \in C^{\infty}\left(\mathbb{R}^{2}\right)$. Therefore we have (42) with $\mathcal{Q}^{M \backslash \mathscr{S}}=2, \mathcal{Q}^{\mathscr{S}}=2, f=1$ near $\mathscr{S}$ and
$$
G(\tau, \varepsilon)=\int_{\mathscr{S}} \int_{\mathcal{S}^{0}} e_{\tau, \varepsilon}^{q, \sigma}(1,0,0) d \sigma d \nu(q)=\frac{\nu(\mathscr{S})}{2 \pi} \frac{1}{(1+\tau)^{2}}+\tau^{2} \varepsilon^{2} H_{1}(\tau, \varepsilon)+\varepsilon^{2} H_{2}(\tau, \varepsilon)
$$
for some $H_{1}, H_{2} \in C^{\infty}\left(\mathbb{R}^{2}\right)$. In particular, $G(0,0)=\frac{\nu(\mathscr{S})}{2 \pi}, \partial_{2} G(\tau, 0)=\partial_{1} \partial_{2} G(0,0)=0$ and $\partial_{1} G(0, \varepsilon)=-\frac{\nu(\mathscr{S})}{\pi}$. According to Remark D. 3 in Appendix D, the term in $\sqrt{t}$ in the expansion of $I(t)$ is equal to $-\partial_{1} G(0,0)=\frac{\nu(\mathscr{S})}{\pi}$. We finally obtain
$$
I(t)=\frac{\nu(\mathscr{S})}{4 \pi} \frac{|\ln t|}{t}+F_{0}(0) \frac{1}{t}+\frac{\nu(\mathscr{S})}{\pi} \frac{1}{\sqrt{t}}+\mathrm{O}(|\ln t|)
$$
as $t \rightarrow 0^{+}$(where $F_{0}(0)$ is given by Theorem 7.2). There is a nontrivial term in $1 / \sqrt{t}$.

### 7.6 Martinet case

We assume that $n=3$ and that $D$ is locally defined by $D=\operatorname{ker} \alpha$ where $\alpha$ is a real-valued 1 -form on $M$ such that $\alpha \wedge d \alpha$ vanishes transversally on a $2 D$ smooth surface $\mathscr{S}$ (called Martinet surface). Let $L=\left(L_{z}\right)_{z \in \mathscr{S}}$ be defined by $L=D \cap T \mathscr{S}$. We assume that $L$ is line bundle over $\mathscr{S}$. Generically, $L$ admits singularities (see [63, 90]). We speak of the nonsingular Martinet case when $L$ has no singularities, and in this case, according to [63], the distribution $D$ can be defined locally near $\mathscr{S}$ by $D=\operatorname{ker} \alpha$ with $\alpha=d x-x^{2} d y$. The distribution $D$ is of contact type outside of $\mathscr{S}$.

Let $P$ be the Popp measure on $M \backslash \mathscr{S}$ (canonical contact measure outside of $\mathscr{S}$ ). Near $\mathscr{S}$, we have $d P=d \nu \otimes\left|\frac{d \phi}{\phi}\right|$ where $\nu$ is a smooth measure on $\mathscr{S}$ and $\phi=0$ is a local equation of $\mathscr{S}$, with $\phi$ a local submersion. The measure $\nu$ does not depend on the choice of $\phi$.

Theorem 7.3. Given any $f \in C^{\infty}(M)$ vanishing near the singularities of $\mathscr{S}$, we have

$$
\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \Delta}\right)=\int_{M} f(q) e(t, q, q) d \mu(q)=\frac{|\ln t|}{t^{2}} F_{1}(t)+\frac{1}{t^{2}} F_{0}(\sqrt{t}) \quad \forall t \in(0,1)
$$

for some $F_{0}, F_{1} \in C^{\infty}(\mathbb{R})$, with $F_{1}(0)=\frac{1}{16} \int_{\mathscr{S}} f d \nu$. When $f$ is only of class $C^{1}$ and vanishes near the singularities of $\mathscr{S}$, we have a two-terms small-time asymptotics, with

$$
F_{0}(0)=\text { p.f. } \int_{M \backslash \mathscr{S}} f h d \mu+A \int_{\mathscr{S}} f d \nu
$$

for some universal constant $A \in \mathbb{R}$ and for some smooth function $h$ on $M$, where p.f. $\int_{M} f h d \mu$ is the Hadamard finite part of the integral with respect to the surface $\mathscr{S}$. Moreover, if $(M, D, g)$ is a nilpotent Lie group (and $\mu$ is the Haar measure) and if $f=1$ near $\mathscr{S}$ then $F_{1}(t)=F_{1}(0)+\mathrm{O}\left(t^{\infty}\right)$ as $t \rightarrow 0^{+}$and $F_{0}$ is even.

Given any $f \in C^{0}(M)$ (which may be nonzero at the singularities of $\mathscr{S}$ ), we have

$$
\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \triangle}\right)=\frac{|\ln t|}{t^{2}} F_{1}(0)+\mathrm{o}\left(\frac{|\ln t|}{t^{2}}\right)
$$

as $t \rightarrow 0^{+}$. The local Weyl measure is the probability measure supported on $\mathscr{S}$ defined by $w_{\triangle}=$ $\nu / \nu(\mathscr{S})$. Moreover,

$$
N(\lambda) \underset{\lambda \rightarrow+\infty}{\sim} \frac{\nu(\mathscr{S})}{32} \lambda^{2} \ln \lambda .
$$

The proof is similar to the one done in the Baouendi-Grushin case and is thus skipped. The coefficient $\frac{1}{16}$ in $F_{1}(0)$ is computed thanks to Remark 4.5 (because, outside of the singular set $\mathscr{S}$, the Martinet case is a 3 D contact case). The fact that the constant $A$ is universal is due to the knowledge of normal forms (see [4]). In contrast to the Baouendi-Grushin case, we do not know any sufficiently tractable model for the Martinet case that would allow us to identify the constant $A$ and the function $h$ in $F_{0}(0)$.

### 7.7 Quantum Ergodicity properties

In this section, we derive QE (Quantum Ergodicity) properties, as a consequence of the local Weyl law. We denote by $\left(\phi_{j}\right)_{j \in \mathbb{N}}$ an orthonormal eigenbasis, as considered in Section 2.3.

### 7.7.1 Concentration of Quantum Limits on the singular set

Under the assumptions done in Theorem 7.1, if $\mathcal{Q}^{\mathscr{S}} \geqslant \mathcal{Q}^{M \backslash \mathscr{S}}$ then the Weyl measure is supported on the singular set $\mathscr{S}$. It follows from Theorem 7.1 and from Theorem 2.1 that

$$
\lim _{\lambda \rightarrow+\infty} \frac{1}{N(\lambda)} \sum_{\lambda_{k} \leqslant \lambda} \int_{M} f\left|\phi_{k}\right|^{2} d \mu=\int_{\mathscr{S}} f d w_{\triangle} \quad \forall f \in C^{0}(M)
$$

By using a well known lemma ${ }^{5}$ due to Koopman and Von Neumann (see, e.g., [75, Chapter 2.6, Lemma 6.2]), we infer the following corollary.

Corollary 7.1. In the framework of Theorem 7.1, if $\mathcal{Q}^{\mathscr{S}} \geqslant \mathcal{Q}^{M \backslash \mathscr{S}}$ then there exists a density-one sequence $\left(k_{j}\right)_{j \in \mathbb{N}}$ of positive integers such that, for every real-valued continuous function $f$ on $M$ whose support does not intersect the singular set $\mathscr{S}$,

$$
\lim _{j \rightarrow+\infty} \int_{M} f\left|\phi_{k_{j}}\right|^{2} d \mu=0
$$

This means that all Quantum Limits (weak limits) on the base of $\left(\phi_{k_{j}}\right)_{j \in \mathbb{N}}$ are supported on $\mathscr{S}$.
Remark 7.5. For the Baouendi-Grushin case on the sphere $\mathcal{S}^{2}$, this result may seem surprising because the eigenfunctions of the aR Laplacian on $\mathcal{S}^{2}$ coincide with those of the usual LaplaceBeltrami Laplacian, which are the spherical harmonics $Y_{l, m}$. As mentioned in the previous section,

[^5]the explanation is that the eigenvalues are ordered in different ways for the two Laplacians. Being a sequence of density one depends on the order of the sequence: any infinite sequence of density zero can be reordered as a sequence of density one! More precisely, any weak limit of a sequence $\left|Y_{l, m}\right|^{2} \mu$ is supported on the equator if and only if $|m / l|$ converges to 1.

### 7.7.2 Quantum Limits (QLs) and Quantum Ergodicity (QE)

Let us first briefly recall the definition of what is a QL and of what is QE. Let $E$ be a smooth compact manifold, endowed with a probability measure $\Theta$, and let $T$ be a self-adjoint operator on $L^{2}(E, \Theta)$, bounded below and having a compact resolvent (and hence a discrete spectrum). Let $\left(\Phi_{k}\right)_{k \in \mathbb{N}}$ be a (complex-valued) Hilbert basis of $L^{2}(E, \Theta)$, consisting of eigenfunctions of $T$, associated with the ordered sequence of eigenvalues $\lambda_{0} \leqslant \cdots \leqslant \lambda_{j} \leqslant \cdots$.

A local Quantum Limit (local QL, or QL on the base) is a probability measure on $E$ that is the weak limit of a subsequence of probability measures $\left|\Phi_{k_{j}}\right|^{2} \Theta$. A microlocal $Q L$ (or QL in the phase space) is a probability measure on the co-sphere bundle $S^{*} E$ that is the weak limit of a subsequence of Radon measures $\mu_{k_{j}}(a)=\left\langle\operatorname{Op}(a) \Phi_{k_{j}}, \Phi_{k_{j}}\right\rangle_{L^{2}(E, \Theta)}$ (the measures $\mu_{j}$ are asymptotically positive), where Op is an arbitrary quantization and $a$ is a classical symbol of order 0 . Microlocal QLs do not depend on the choice of the quantization. Any local QL is the image of a (not necessarily unique) microlocal QL under the canonical projection $S^{*} E \rightarrow E$.

We say that Quantum Ergodicity (QE) on the base (resp., in the phase space) is satisfied for the eigenbasis $\left(\Phi_{j}\right)_{j \in \mathbb{N}}$ of $T$ if there exist a local QL $\beta$ on $E$ (resp., a microlocal QL $\beta$ on $S^{*} E$ ) and a density-one sequence $\left(k_{j}\right)_{j \in \mathbb{N}}$ of positive integers such that the sequence of probability measures $\left|\Phi_{k_{j}}\right|^{2} \Theta$ (resp., $\mu_{k_{j}}$ ) converges weakly to $\beta$.

QE theorems have a glorious history, starting with the well known Shnirelman theorem (see [81] and see $[29,89]$ for a proof), establishing QE in the Riemannian case provided that the geodesic flow be ergodic for the canonical Riemannian measure. This theorem has been extended in a number of ways in elliptic cases and it is not our objective here to report on such extensions. In [31], we have established the first QE result in a sR case, namely, in the 3D contact case: QE is satisfied under the assumption that the Reeb flow be ergodic for the Popp measure, with the Popp measure (canonical contact measure) as a limit measure.

In all above-mentioned results, the limit $\mathrm{QL} \beta$ is absolutely continuous. Hereafter, we provide the first example in sR geometry of a QE property with a limit measure that is singular.

### 7.7.3 QE in the Baouendi-Grushin case

Theorem 7.4. QE is satisfied in the Baouendi-Grushin case when $\mathscr{S}$ is connected with at most one tangency point, with $w_{\triangle}=\nu / \nu(\mathscr{S})$ (Weyl measure) as a limit measure on the base, and $W_{\triangle}$ in the phase space, which is half of the pullback of $w_{\triangle}$ by the double covering $S \Sigma \rightarrow M$ which is the restriction to $S \Sigma$ (with $\Sigma=D^{\perp}$ ) of the canonical projection of $T^{\star} M$ onto $M$.

Proof. By Corollary 7.1, there exists a local QL $\beta$, supported on $\mathscr{S}$, which is the weak limit of a density-one subsequence of probability measures $\left|\phi_{k_{j}}\right|^{2} \mu$ on $M$.

We first treat the Baouendi-Grushin case without tangency point. In order to apply results on QLs established in [31] in the 3D contact case, let us lift this 2D case in dimension three. A local normal form is given by the $g$-orthonormal frame $X_{1}=\partial_{1}, X_{2}=x_{1} a\left(x_{1}, x_{2}\right) \partial_{2}$ with $a\left(0, x_{2}\right)=1$. As a particular case of the general desingularization procedure (see [52, 77]), the (2D) BaouendiGrushin case without tangency point is the projection onto $M$ of the 3D contact structure given on $M \times \mathcal{S}^{1}$ by the contact form $\alpha=d x_{2}-x_{1} a\left(x_{1}, x_{2}\right) d x_{3}$, associated with the orthonormal frame $\tilde{X}_{1}=\partial_{1}, \tilde{X}_{2}=X_{2}+\partial_{3}$. We denote by $p: M \times \mathcal{S}^{1} \rightarrow M$ the canonical projection. Endowing $M \times \mathcal{S}^{1}$ with the measure $\tilde{\mu}=\mu \otimes d x_{3}$, we have $p_{*} \tilde{\mu}=\mu$. Let $\tilde{\triangle}=\tilde{X}_{1}^{2}+\tilde{X}_{2}^{2}$ be the sR Laplacian on $M \times \mathcal{S}^{1}$. The Reeb vector field is $\left(a+x_{1} \partial_{1} a\right) \partial_{2}$.

Noting that $p^{*} \phi_{k_{j}}$ is an eigenfunction of $\tilde{\triangle}$, the sequence of probability measures $\left|p^{*} \phi_{k_{j}}\right|^{2} \tilde{\mu}$ on $M \times \mathcal{S}^{1}$ converges weakly to a $\mathrm{QL} \tilde{\beta}$ of the 3 D contact case, such that $p_{*} \tilde{\beta}=\beta$, which is, in the local coordinates, supported in $\left\{x_{1}=0\right\}$ (by the choice of $\beta$ ) and in $\left\{\xi_{3}=0\right\}$ (because $p^{*} \phi_{k_{j}}$ does not depend on $x_{3}$ ). By [31, Theorem B], we have the Radon-Nikodym decomposition $\tilde{\beta}=\tilde{\beta}_{0}+\tilde{\beta}_{\infty}$ with $\tilde{\beta}_{0}$ that is invariant under the 3 D contact geodesic flow and $\tilde{\beta}_{\infty}$ that is invariant under the Reeb flow. We claim that there is no 3 D contact geodesic contained in $\left\{x_{1}=\xi_{3}=0\right\}$. Indeed, if such a geodesic were to exist, since the Hamiltonian of the lifted case is $\tilde{H}=\frac{1}{2} \xi_{1}^{2}+\frac{1}{2}\left(x_{1} \xi_{2}+\xi_{3}\right)^{2}$, this geodesic should be contained in $\left|\xi_{1}\right|=1$ and satisfy $\dot{x}_{1}=\xi_{1} \neq 0$ on $\mathscr{S}$, thus its projection should be transverse to $\mathscr{S}$, which is a contradiction. Therefore $\tilde{\beta}_{0}=0$ and $\tilde{\beta}=\tilde{\beta}_{\infty}$. Moreover, the projection of the Reeb vector field is tangent to $\mathscr{S}$ and lets $w_{\triangle}$ invariant, as expected. The quantum ergodicity property on the base follows. In the phase space, since $\operatorname{supp}\left(W_{\Delta}\right) \subset\left\{x_{1}=\xi_{1}=0\right\}$, the only possibility is that $W_{\triangle}$ is supported on the $\mathcal{S}^{1}$-fiber bundle (in $\xi_{2}$ ) over $\mathscr{S}$, whence the result.

Let us now treat the Baouendi-Grushin case when $\mathscr{S}$ is a circle with exactly one tangency point $q_{0}$. Since $\mathscr{S} \backslash\left\{q_{0}\right\}$ is connected and since the Weyl measure $w_{\triangle}$ is the unique measure that is invariant under the projection of the Reeb flow, it follows from the above result obtained for the Baouendi-Grushin case without tangency point that the restriction of $\beta$ to $\mathscr{S} \backslash\left\{q_{0}\right\}$ coincides with $\nu$ up to scaling. Hence, there exists $\alpha \in[0,1]$ such that $\beta=(1-\alpha) \nu / \nu(\mathscr{S})+\alpha \delta_{q_{0}}$, where $\delta_{q_{0}}$ is the Dirac mass at $q_{0}$. Let $\alpha_{0} \in(0,1)$ be fixed. Since the Weyl measure is $\nu / \nu(\mathscr{S})$, any subsequence of the sequence of probability measures $\left|\phi_{k_{j}}\right|^{2} d \mu$, for which $\alpha>0$, must have density zero. The result follows by a classical diagonal argument.

### 7.7.4 QE in the Martinet case

In the Martinet case, QE properties are open. The classical dynamics to consider might be a suitable normalization of the abnormal geodesics (more precisely, the dynamics of a characteristic vector field $Y$ on $\mathscr{S}$ leaving invariant the measure $\nu$ ). There does not seem to exist such a vector field in the general case. Assuming the existence of such a characteristic vector field and the ergodicity of the corresponding dynamics, we conjecture that the QE property is satisfied for any eigenbasis of the sR Laplacian $\triangle$.

### 7.8 The Baouendi-Grushin and Martinet Laplacians associated with the Popp measure

We have previously considered the Baouendi-Grushin and Martinet Laplacians $\triangle_{\mu}$ associated with the smooth measure $\mu$ on $M$. To complete our study, in this section we consider the BaouendiGrushin and Martinet Laplacians $\triangle_{P}$ associated with the Popp measure $P$, which is singular on $\mathscr{S}$. It is proved in [19] that both Baouendi-Grushin and Martinet Laplacians $\triangle_{P}$ are essentially selfadjoint on $M \backslash \mathscr{S}$.

Theorem 7.5. Given any $f \in C^{0}(M)$, we have

$$
\int_{M} f(q) e_{\triangle, P}(t, q, q) d P(q) \sim \begin{cases}\frac{1}{4 \pi} \int_{\mathscr{S}} f d \nu \frac{|\ln t|}{t} \quad \text { in the Baouendi-Grushin case } \\ \frac{1}{16} \int_{\mathscr{S}} f d \nu \frac{|\ln t|}{t^{2}} \quad \text { in the Martinet case }\end{cases}
$$

as $t \rightarrow 0^{+}$, and thus, as in Theorems 7.2 and 7.3, $w_{\triangle}=\nu / \nu(\mathscr{S})$ and

$$
N(\lambda) \underset{\lambda \rightarrow+\infty}{\sim} \begin{cases}\frac{\nu(\mathscr{S})}{4 \pi} \lambda \ln \lambda \quad \text { in the Baouendi-Grushin case }, \\ \frac{\nu(\mathscr{S})}{32} \lambda^{2} \ln \lambda & \text { in the Martinet case. }\end{cases}
$$

Moreover, as in Corollary 7.1, there exists density-one sequence $\left(k_{j}\right)_{j \in \mathbb{N}}$ of positive integers such that, if $\operatorname{supp}(f) \cap \mathscr{S}=\emptyset$ then

$$
\lim _{j \rightarrow+\infty} \int_{M} f\left|\phi_{k_{j}}\right|^{2} d P=0
$$

In the Baouendi-Grushin case we can even obtain as in Theorem 7.2 an intrinsic two-terms expansion. But, although the first term is the same with a smooth measure and with the Popp measure, the second terms differ: the intrinsic constants are different. We refer to [20] for the computation of these constants.

To obtain Theorem 7.5 in the Baouendi-Grushin case, we proceed as follows. In a local model where $X_{1}=\partial_{1}, X_{2}=x_{1} \partial_{2}$, we have $d P=\frac{1}{\left|x_{1}\right|} d x_{1} d x_{2}$ and, following [19] the aR Laplacian $\triangle_{P}=\partial_{1}^{2}+x_{1}^{2} \partial_{2}-\frac{1}{x_{1}} \partial_{1}$ is unitarily equivalent to the second-order operator $\partial_{1}^{2}+x_{1}^{2} \partial_{2}-\frac{3}{4 x_{1}^{2}}$ considered on $L^{2}\left(\mathbb{R}^{2}\right)$ with the Euclidean measure, which is proved to be essentially selfadjoint on $M \backslash \mathscr{S}$. Then, we use the same general method as before, i.e., a $(J+K)$-decomposition and the use of Theorem C. 1 in Appendix C. The only difference is that the nilpotentized Laplacian is not the same as the one obtained with a smooth measure: it has a potential that is singular along $\mathscr{S}$. It remains anyway Riemannian far from $\mathscr{S}$, which explains why the first term is the same as with a smooth measure.

The method is the same in the Martinet case: the local model $\triangle_{P}=\partial_{1}^{2}+\left(\partial_{2}+\frac{x_{1}^{2}}{2} \partial_{3}\right)^{2}-\frac{1}{x_{1}} \partial_{1}$ is unitarily equivalent to the second-order operator $\partial_{1}^{2}+\left(\partial_{2}+\frac{x_{1}^{2}}{2} \partial_{3}\right)^{2}-\frac{3}{4 x_{1}^{2}}$ considered on $L^{2}\left(\mathbb{R}^{2}\right)$ with the Euclidean measure.

In both cases however, with respect to Theorem C.1, which is established for more general operators in [32], we need an additional ingredient that is not written in that article: in [32], we have taken smooth bounded potentials, in particular in order to ensure dissipativity of the operator and thus existence of the semigroup. But actually the main result of [32] can be extended to potentials $V$ blowing up only mildly, in the following sense: we assume that $\varepsilon^{2}\left(\delta_{\varepsilon}^{q}\right)^{*} V \rightarrow \widehat{V}^{q}$ as $\varepsilon \rightarrow 0$ in $C^{\infty}$ topology (indeed, in the framework of [32], the operator $\triangle^{\varepsilon}$ involves the term $\varepsilon^{2}\left(\delta_{\varepsilon}^{q}\right)^{*} V$ and this assumption is exactly devised to give a sense to its limit). For the above Baouendi-Grushin and Martinet cases with the Popp measure where the potential $V(x)=1 / x_{1}^{2}$ is added to a smooth sR Laplacian, we obtain exactly $\widehat{V}^{q}=1 / x_{1}^{2}$.

## 8 Local Weyl law in the equisingular stratified nilpotentizable case

Throughout this section, we assume that the singular set $\mathscr{S}$ is stratified by equisingular smooth submanifolds, i.e., $\mathscr{S}$ is a Whitney stratified submanifold of $M$, disjoint union of strata, and each stratum is an equisingular smooth connected submanifold of $M$ (see Appendix A.3). Hence $M$ is stratified as well by equisingular smooth submanifolds: its strata are the open set $M \backslash \mathscr{S}$ (regular region), of Hausdorff dimension $\mathcal{Q}^{M \backslash \mathscr{S}}$, and the strata of $\mathscr{S}$. We consider the set $\left\{\mathcal{Q}^{1}, \ldots, \mathcal{Q}^{s}\right\}$ (where $s \in \mathbb{N} \backslash\{0,1\}$ ) of all possible Hausdorff dimensions of strata of $M$, ordered in the increasing way, i.e., $\mathcal{Q}^{1}<\cdots<\mathcal{Q}^{s}$. This means that, for each stratum of $M$, there exists $i \in\{1, \ldots, s\}$ such that $\mathcal{Q}^{i}$ is the Hausdorff dimension of this stratum. In particular, $\mathcal{Q}^{M \backslash \mathscr{S}}$ is equal to one of the $\mathcal{Q}^{i}$ 's. The integer $\mathcal{Q}^{s}$ is the maximal possible Hausdorff dimension of a stratum.

The equisingular stratification assumption, which is a refinement of the stratification by topological dimension, has been introduced in [44] and considered as well in [40, 41]. It is satisfied for generic smooth sR structures and for analytic sR structures (see [44, Section 1.3.A]), in particular for nilpotent Lie groups and their quotients (because they have an analytic structure), and thus for nilpotentizable sR structures.

As alluded in Remark 6.6, if $D$ is locally diffeomorphic to $\widehat{D}^{q}$ for every $q \in M$ (this is stronger than $\mathscr{S}$-nilpotentizability where this property is required for every $q \in \mathscr{S}$ only) then the equisingular stratification property is automatically satisfied.

### 8.1 Main result

Let $q \in \mathscr{S}$ be arbitrary. By definition of the Whitney stratification, $q$ belongs to a stratum $\mathscr{S}_{1}$ and to the closure of $p$ other nested strata of increasing topological dimensions:

$$
q \in \mathscr{S}_{1} \subset \overline{\mathscr{S}}_{2} \subset \cdots \subset \overline{\mathscr{S}}_{p} \subset \overline{\mathscr{S}}_{p+1}=\overline{M \backslash \mathscr{S}}=M
$$

(where $p \in \mathbb{N}^{*}$ and the sequence of strata depend on $q$ ), with $\operatorname{dim} \mathscr{S}_{i}<\operatorname{dim} \mathscr{S}_{i+1} \leqslant n$ for $i=$ $1, \ldots, p+1$ (hence, $p \leqslant n)$. We call the sequence $\mathscr{C}=\left(\mathscr{S}_{1}, \ldots, \mathscr{S}_{p}, \mathscr{S}_{p+1}\right)$ a chain of strata at $q$, of length $p+1$. By convention, we always have $\mathscr{S}_{p+1}=M \backslash \mathscr{S}$. Of course, there may exist several chains of strata at $q$, of possibly different lengths. The chains are however invariant along $\mathscr{S}_{1}$, meaning that if $\mathscr{C}$ is a chain at $q \in \mathscr{S}_{1}$ then $\mathscr{C}$ is a chain at any other $q^{\prime} \in \mathscr{S}_{1}$.

Let $q \in \mathscr{S}$ and let $\mathscr{C}=\left(\mathscr{S}_{1}, \ldots, \mathscr{S}_{p}, \mathscr{S}_{p+1}\right)$ be a chain of strata at $q$, of length $p+1$. For every $j \in\{1, \ldots, p+1\}$, the Hausdorff dimension $\mathcal{Q}^{\mathscr{S}_{j}}$ is equal to $\mathcal{Q}^{i}$ for some $i \in\{1, \ldots, s\}$. We denote by $m_{i}(q, \mathscr{C}) \in\{0, \ldots, n+1\}$ the "multiplicity" of $\mathcal{Q}^{i}$ in the chain $\mathscr{C}$ at $q$, that is, the number of integers $j \in\{1, \ldots, p+1\}$ such that $\mathcal{Q}^{\mathscr{S}_{j}}=\mathcal{Q}^{i}$. The multiplicity $m_{i}(q, \mathscr{C})$ does not depend on $q \in \mathscr{S}_{1}$.

Finally, we define the "maximal multiplicity" of $\mathcal{Q}^{i}$ by

$$
m_{i}=\max \left\{m_{i}(q, \mathscr{C}) \mid q \in \mathscr{S}, \mathscr{C} \text { chain of strata at } q\right\} \quad \forall i \in\{1, \ldots, s\}
$$

Note that $1 \leqslant m_{i} \leqslant n+1$. The $2 s$ integers $\mathcal{Q}^{i}, m_{i}$, standing for all possible Hausdorff dimensions of strata of $M$ together with their maximal multiplicity, are the characteristic integers appearing in the local Weyl law.

We say that a chain $\mathscr{C}=\left(\mathscr{S}_{1}, \ldots, \mathscr{S}_{p}, \mathscr{S}_{p+1}\right)$ of strata at $q$, of length $p+1$, is maximal if it contains $m_{s}$ strata of maximal Hausdorff dimension $\mathcal{Q}^{s}$. Let $M_{s}$ be the equisingular stratified submanifold of $\mathscr{S}$ defined as the set of all $q \in M$ at which there exists a maximal chain.

Theorem 8.1. Assume that the horizontal distribution $D$ is $\mathscr{S}$-nilpotentizable. Given any $f \in$ $C^{\infty}(M)$, the function $t \mapsto \operatorname{Tr}\left(\mathcal{M}_{f} e^{t \Delta}\right)=\int_{M} f(q) e(t, q, q) d \mu(q)$ has an asymptotic expansion as $t \rightarrow 0^{+}$with respect to the scale of functions $t^{\left(k-\mathcal{Q}^{i}\right) / 2}|\ln t|^{j}$, with $i \in\{1, \ldots, s\}, j \in\left\{0, \ldots, m_{i}-1\right\}$ and $k \in \mathbb{N}$. Moreover, there exists a nontrivial Borel measure $\nu$ on $M$ such that, for every $f \in$ $C^{0}(M)$,

$$
\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \Delta}\right)=\left(\int_{\mathcal{N}_{s}} f d \nu\right) \frac{|\ln t|^{m_{s}-1}}{t^{\mathcal{Q}^{s} / 2}}+\mathrm{o}\left(\frac{|\ln t|^{m_{s}-1}}{t^{\mathcal{Q}^{s} / 2}}\right)
$$

as $t \rightarrow 0^{+}$. The support of $\nu$ is the equisingular stratified submanifold $\mathcal{N}_{s}$ of $M_{s}$ defined as follows: take any $q \in M_{s}$ and any maximal chain $\mathscr{C}$ of strata at $q$; among the strata of $\mathscr{C}$ of maximal Hausdorff dimension $\mathcal{Q}^{s}$, consider the stratum that is of minimal topological dimension; then $\mathcal{N}_{s}$ is the closure of the union of all such strata, over all $q \in M_{s}$ and all maximal chains at $q$.

As a consequence, the local Weyl measure exists, is smooth on $\mathcal{N}_{s}$ and is given by $w_{\triangle}=$ $\nu / \nu\left(\mathcal{N}_{s}\right)$, and we have

$$
N(\lambda) \underset{\lambda \rightarrow+\infty}{\sim} \frac{\nu\left(\mathcal{N}_{s}\right)}{\Gamma\left(\mathcal{Q}^{s} / 2+1\right)} \lambda^{\mathcal{Q}^{s} / 2}(\ln \lambda)^{m_{s}-1}
$$

Remark 8.1. Let us describe the density of $\nu$ on $\mathcal{N}_{s}$. For every $q \in \mathcal{N}_{s}$, there exists a chain $\mathscr{C}=\left(\mathscr{S}_{1}, \ldots, \mathscr{S}_{p}, \mathscr{S}_{p+1}\right)$ of strata at $q$, of length $p+1$, containing $m_{s}$ strata $\mathscr{S}_{i_{j}}\left(j=1, \ldots, m_{s}\right.$, with $i_{1}<\cdots<i_{s}$ ) of maximal Hausdorff dimension $\mathcal{Q}^{\mathscr{L}_{i_{j}}}=\mathcal{Q}^{s}$ and of maximal multiplicity $m_{s}$.

Among these $m_{s}$ strata $\mathscr{S}_{i_{j}}$, the stratum $\mathscr{S}_{i_{1}}$ is the one that is of minimal topological dimension. Then the density of $\nu$ with respect to $\mu_{\mathscr{S}_{i_{1}}}$ (the smooth measure on $\mathscr{S}_{i_{1}}$ inferred from $\mu$ as in (31) in Section 6.2) is smooth and is given at any point $q_{1} \in \mathscr{S}_{i_{1}}$ by

$$
\begin{gather*}
\frac{d \nu}{d \mu_{\mathscr{S}_{i_{1}}}}\left(q_{1}\right)=\frac{1}{2^{m_{s}-1}\left(m_{s}-1\right)!} \int_{M_{2}\left(q_{1}\right)} \cdots \int_{M_{j+1}\left(q_{1}, \ldots, q_{j}\right)} \cdots \int_{M_{i_{m_{s}}}\left(q_{1}, \ldots, q_{m_{s}-1}\right)} \\
\int_{\mathbb{R}^{n-\operatorname{dim} \mathscr{S}_{i_{m_{s}}}}} \widehat{e}^{q_{1}, q_{2}, \ldots, q_{m_{s}}}(1,(0, x),(0, x)) d x d \mu_{m_{s}}\left(q_{m_{s}}\right) \cdots d \mu_{2}\left(q_{2}\right) \tag{54}
\end{gather*}
$$

where $M_{j+1}\left(q_{1}, \ldots, q_{j}\right)=\mathcal{S}^{n-\operatorname{dim} \mathscr{S}_{i_{j}}-1} \cap \widehat{\mathscr{S}_{i_{j+1}}}{ }^{q_{1}, \ldots, q_{j}}$.
Here, for a stratum or for the heat kernel, the notation $\widehat{\star}^{q_{1}, q_{2}, \ldots, q_{j}}$ stands for the $j$-th nilpotentization of $\star$, successively at $q_{1} \in \mathscr{S}_{i_{1}}$, then at $q_{2} \in M_{1}\left(q_{1}\right)$, etc, and finally at $q_{j} \in M_{j}\left(q_{1}, \ldots, q_{j-1}\right)$ (it is defined by induction, see Remark 6.7 in Section 6.4.2). The measure $\mu_{i}$ is the smooth measure on $M_{j}\left(q_{1}, \ldots, q_{j-1}\right)$ inferred from $\mu$ as in (31). In (54), by convention, we remove the nested integrals $\int_{M_{j+1}\left(q_{1}, \ldots, q_{j}\right)}\left(j=1, \ldots, i_{m_{s}}-1\right)$ whenever $m_{s}=1$.

Note that, if $\mathcal{Q}^{M \backslash \mathscr{S}}=\mathcal{Q}^{s}$ then $\mathscr{S}_{i_{m_{s}}}=M \backslash \mathscr{S}$ and thus $\operatorname{dim} \mathscr{S}_{i_{m_{s}}}=n$ and, in (54), we have $\int_{\mathbb{R}^{n-\operatorname{dim} \mathscr{S}_{i_{m_{s}}}}} \widehat{e}^{q_{1}, q_{2}, \ldots, q_{m_{s}}}(1,(0, x),(0, x)) d x=\widehat{e}^{q_{1}, q_{2}, \ldots, q_{m_{s}}}(1,0,0)$.

Remark 8.2. Theorem 8.1 generalizes Theorem 7.1:

- if $m_{s}=1$ and $\mathcal{Q}^{s}>\mathcal{Q}^{M \backslash \mathscr{S}}$ then (54) gives $\frac{d \nu}{d \mathscr{S}_{i_{1}}}\left(q_{1}\right)=\operatorname{Tr}_{N_{q_{1}} \mathscr{S}_{i_{1}}}\left(e^{\widehat{\triangle}^{q_{1}}}\right)$, as in the first case of Theorem 7.1: the dominating term and the density are given by the stratum $\mathscr{S}_{i_{1}}$;
- if $m_{s}=2$ and $\mathcal{Q}^{s}=\mathcal{Q}^{M \backslash \mathscr{S}}$ then $M_{2}\left(q_{1}\right)=\mathcal{S}^{n-\operatorname{dim} \mathscr{S}_{i_{1}}-1}, \mathscr{S}_{i_{2}}=M \backslash \mathscr{S}$ and (54) gives $\frac{d \nu}{d \mu_{\mathscr{I}_{1}}}\left(q_{1}\right)=\frac{1}{2} \int_{M_{2}\left(q_{1}\right)} \widehat{e}^{q_{1}, \sigma}(1,0,0) d \sigma$, as in the second case of Theorem 7.1;
- if $m_{s}=1$ and $\mathcal{Q}^{s}=\mathcal{Q}^{M \backslash \mathscr{S}}$ then $\mathcal{N}_{s}=M, \operatorname{dim} \mathscr{S}_{i_{m_{s}}}=n$ and $(54)$ gives $\frac{d \nu}{d \mu}(q)=\widehat{e}^{q}(1,0,0)$ at any $q \in M$, as in the third case of Theorem 7.1: the equiregular part dominates.

Remark 8.3. In Theorem 8.1, the only situation where one has $\mathcal{N}_{s}=M$ is when all strata of the singular set $\mathscr{S}$ have a Hausdorff dimension (stricly) less than $\mathcal{Q}^{M \backslash \mathscr{S}}$ (third case $m_{s}=1$ and $\mathcal{Q}^{s}=\mathcal{Q}^{M \backslash \mathscr{S}}$ of the latter remark). As soon as the Hausdorff dimension of one of the strata of $\mathscr{S}$ is greater than or equal to $\mathcal{Q}^{M \backslash \mathscr{S}}$, the support of the Weyl measure is contained in $\mathscr{S}$.

Remark 8.4. As in Remark 7.4, note that, in Theorem 8.1, it is assumed that $D$ is locally diffeomorphic to $\widehat{D}^{q}$ at every point $q$ of every stratum of $\mathscr{S}$, but nothing is assumed at $q \in M \backslash \mathscr{S}$.

### 8.2 Examples

In the examples hereafter, the singular set $\mathscr{S}$ is stratified by equisingular smooth submanifolds and the horizontal distribution $D$ is $\mathscr{S}$-nilpotentizable.

- Consider the sR case in $\mathbb{R}^{3}$ generated by $X_{1}=\partial_{1}, X_{2}=\partial_{2}+x_{1}^{k} x_{2} \partial_{3}$, for $k \in \mathbb{N}^{*}$. When $k=2$, this is the so-called nilpotent tangential hyperbolic case (see [16]). The singular set $\mathscr{S}=\left\{x_{1}=\right.$ $0\} \cup\left\{x_{2}=0\right\}$ consists of the three strata $\mathscr{S}_{1}=\left\{x_{1}=x_{2}=0\right\}, \mathscr{S}_{2}=\left\{x_{1}=0, x_{2} \neq 0\right\}$ and $\mathscr{S}_{2}^{\prime}=\left\{x_{1} \neq 0, x_{2}=0\right\}$. We have $\mathcal{Q}^{\mathscr{S}_{1}}=\mathcal{Q}^{\mathscr{S}_{2}}=k+2$ and $\mathcal{Q}^{\mathscr{S}_{2}^{\prime}}=\mathcal{Q}^{M \backslash \mathscr{S}}=4$. Note that the possible chains of strata at points of $\mathscr{S}_{1}$ are either $\left(\mathscr{S}_{1}, \mathscr{S}_{2}, M \backslash \mathscr{S}\right)$ or $\left(\mathscr{S}_{1}, \mathscr{S}_{2}^{\prime}, M \backslash \mathscr{S}\right)$. If $k=1$ then $m_{s}=2$ and thus the main term in the small-time asymptotics of the local Weyl law is of the order of $\frac{|\ln t|}{t^{2}}$, and the local Weyl measure is supported on $\overline{\mathscr{S}_{2}^{\prime}}=\left\{x_{2}=0\right\}$. For $k \geqslant 2$, we have $m_{s}=3$ if $k=2$ and $m_{s}=2$ if $k \geqslant 3$, and thus the main term in the small-time asymptotics of the local Weyl law is of the order of $\frac{|\ln t|^{2}}{t^{2}}$ if $k=2$ and $\frac{|\ln t|}{t^{1+\frac{k}{2}}}$ if $k \geqslant 3$, and the local Weyl measure is supported on $\mathscr{S}_{1}$.
- Consider the (nilpotent) aR case in $\mathbb{R}^{5}$ generated by $X_{i}=\partial_{i}$ for $i=1,2,3,4$, and $X_{5}=$ $\left(x_{1}^{2}+x_{2}^{2}\right)\left(x_{3}^{2}+x_{4}^{2}\right) \partial_{5}$. The singular set $\mathscr{S}=\left\{x_{1}=x_{2}=0\right\} \cup\left\{x_{3}=x_{4}=0\right\}$ consists of the three strata $\mathscr{S}_{1}=\left\{x_{1}=x_{2}=x_{3}=x_{4}=0\right\}, \mathscr{S}_{2}=\left\{x_{1}=x_{2}=0, x_{3}^{2}+x_{4}^{2} \neq 0\right\}$ and $\mathscr{S}_{2}^{\prime}=\left\{x_{1}^{2}+x_{2}^{2} \neq 0, x_{3}=x_{4}=0\right\}$. We have $\mathcal{Q}^{\mathscr{L}_{1}}=\mathcal{Q}^{\mathscr{S}_{2}}=\mathcal{Q}^{\mathscr{S}_{2}^{\prime}}=\mathcal{Q}^{M \backslash \mathscr{S}}=5$. The main term in the small-time asymptotics of the local Weyl law is of the order of $\frac{|\ln t|^{2}}{t^{5 / 2}}$. The local Weyl measure is supported on $\mathscr{S}_{1}$.
- As noted as the end of in Section 7.3, we can generate other examples by taking products.


### 8.3 Proof of Theorem 8.1

Let $q \in \mathscr{S}$ and let $\mathscr{C}=\left(\mathscr{S}_{1}, \ldots, \mathscr{S}_{p}, \mathscr{S}_{p+1}\right)$ be a chain of strata at $q\left(\right.$ with $\left.\mathscr{S}_{p+1}=M \backslash \mathscr{S}\right)$. We are going to estimate the local Weyl law around $q$ by iterating the $(J+K)$-decomposition procedure along the sequence of strata $\mathscr{S}_{i}, i=1, \ldots, p$. We assume that $p \geqslant 2$. Without loss of generality, we assume that $\mathscr{C}$ is exhaustive in the following sense: for every $i \in\{1, \ldots, p\}$, if $P$ is a stratum such that $\mathscr{S}_{i} \subset \bar{P} \subset \overline{\mathscr{S}}_{i+1}$ then $P=\mathscr{S}_{i}$ or $P=\mathscr{S}_{i+1}$. Setting $k_{i}=\operatorname{dim}\left(\mathscr{S}_{i}\right)$ (topological dimension), we have $k_{1}<\cdots<k_{p}<n$.

Following Section 6.2, we take privileged coordinates at $q$ straightening the stratum $\mathscr{S}_{1}$. Following Section 6.3, we write $I(t)=J(t)+K(t)$ with $J(t)$ and $K(t)$ defined by (33) (with $\mathscr{S}=\mathscr{S}_{1}$ in that formula). The analysis done in Section 6.3.1, which yields the expansion (34) for $J(t)$ remains valid here (with $\mathscr{S}=\mathscr{S}_{1}$ ). Concerning $K(t)$, the formula (36) in Section 6.3.2 remains valid (with $\mathscr{S}=\mathscr{S}_{1}$ ), but, as explained in Remark 6.5 , (38) raises problems because $\mathcal{Q}^{\mathbb{R}^{n}}(\sigma)$ is not constant on $\mathcal{S}^{n-k_{1}-1}$ : the set $\mathscr{S}_{1} \times \mathcal{S}^{n-k_{1}-1}$, viewed as a cylinder around the stratum $\mathscr{S}_{1}$, intersects the other strata $\mathscr{S}_{i}$ of the singular set $\mathscr{S}$. We are thus led to consider the stratification of $\left(\mathscr{S}_{1} \times \mathcal{S}^{n-k_{1}-1}\right) \cap \mathscr{S}$ and to iterate the $(J+K)$-decomposition along this stratified submanifold.

By (36), we have

$$
\begin{equation*}
K(t)=\int_{\sqrt{t}}^{1} \tau_{1}^{-\mathcal{Q}^{\mathscr{S}_{1}}-1} I_{\tau_{1}}\left(\frac{t}{\tau_{1}^{2}}\right) d \tau_{1} \tag{55}
\end{equation*}
$$

where

$$
I_{\tau_{1}}\left(t_{1}\right)=\int_{\mathscr{S}_{1}} I_{\tau_{1}}^{q_{1}}\left(t_{1}\right) d \mu_{\mathscr{S}_{1}}\left(q_{1}\right), \quad I_{\tau_{1}}^{q_{1}}\left(t_{1}\right)=\int_{\mathcal{S}^{n-k_{1}-1}} f\left(\delta_{\tau_{1}}^{q_{1}}(0, \sigma)\right) e_{\tau_{1}}^{q_{1}}\left(t_{1},(0, \sigma),(0, \sigma)\right) d \sigma
$$

for every $\tau_{1} \in \mathbb{R}$ and every $t_{1}>0$ (we will take $t_{1}=\frac{t}{\tau_{1}^{2}}$ ). Given any $\tau_{1} \in \mathbb{R}$ and any $q_{1} \in \mathscr{S}_{1}$, the integral $I_{\tau_{1}}^{q_{1}}\left(t_{1}\right)$ is of the same kind as the integral $I(t)$ defined by (29), and we are thus going to apply to $I_{\tau_{1}}^{q_{1}}\left(t_{1}\right)$ the $(J+K)$-decomposition procedure developed in Section 7; except that now the integration is performed over the submanifold $\mathcal{S}^{n-k_{1}-1}$ (instead of $M$ ), which is viewed as a sphere centered at $q_{1}$, and we have to consider the heat kernel $e_{\tau_{1}}^{q_{1}}$ (instead of $e$ ) associated with the sR Laplacian $\triangle q_{\tau_{1}}^{q_{1}}$, depending on the parameters $\tau_{1} \in \mathbb{R}$ and $q_{1} \in \mathscr{S}_{1}$.

For any $\tau_{1} \neq 0$, the singular set $\mathscr{S}_{\tau_{1}}^{q_{1}}=\left(\delta_{\tau_{1}}^{q_{1}}\right)^{-1}(\mathscr{S})$ of $D_{\tau_{1}}^{q_{1}}=\left(\delta_{\tau_{1}}^{q_{1}}\right)^{*} D$ is stratified by the equisingular smooth submanifolds $\left(\mathscr{S}_{i}\right)_{\tau_{1}}^{q_{1}}=\left(\delta_{\tau_{1}}^{q_{1}}\right)^{-1}\left(\mathscr{S}_{i}\right)$, for $i=2, \ldots, p$. Hence $\mathcal{S}^{n-k_{1}-1}$ is Whitney stratified by the smooth (but not necessarily equisingular) submanifolds $\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{i}\right)_{\tau_{1}}^{q_{1}}$, for $i=2, \ldots, p$. This Whitney stratification of $\mathcal{S}^{n-k_{1}-1}$ leads to write $I_{\tau_{1}}^{q_{1}}\left(t_{1}\right)$, and thus $K(t)$, as a sum of integrals over various regions. Note that $\mathcal{Q}^{\mathbb{R}^{n}}\left(\mathcal{S}^{n-k_{1}-1} \backslash \mathscr{S}_{\tau_{1}}^{q_{1}}\right)=\mathcal{Q}^{M \backslash \mathscr{S}}$, and the results of Section 7 can be applied in the region $\mathcal{S}^{n-k_{1}-1} \backslash \mathscr{S}_{\tau_{1}}^{q_{1}}:$ far from all strata $\mathscr{S}_{i}, i \geqslant 2$, we only see the influence of the single stratum $\mathscr{S}_{1}$.

Let us now investigate the influence of the second stratum $\mathscr{S}_{2}$. Note that $\mathcal{S}^{n-k_{1}-1}$ and $\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}$ intersect transversally, and $\operatorname{dim}\left(\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}\right)=k_{2}-k_{1}-1$. This is due to the Whitney stratification property and to the fact that $n-k_{1}-1+k_{2} \geqslant n$.

Thanks to the nilpotentizability assumption, $\left(\mathscr{S}_{i}\right)_{\tau_{1}}^{q_{1}}$ depends smoothly on $\tau_{1} \in \mathbb{R}$, including $\tau_{1}=0$, and for $\tau_{1}=0$ we have $\left(\mathscr{S}_{i}\right)_{0}^{q_{1}}=\widehat{\mathscr{S}}_{i}^{q_{1}}$, which is the $i^{\text {th }}$ stratum of the singular stratification of the nilpotentized $s R$ structure at $q_{1}$. The manifold $\mathcal{S}^{n-k_{1}-1} \cap \widehat{\mathscr{S}}_{2}^{q_{1}}$ is stratified by equisingular smooth submanifolds, hence, by nilpotentizability, the manifold $\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}$ is stratified by equisingular smooth submanifolds depending smoothly on $q_{1} \in \mathscr{S}_{1}$ and on $\tau_{1} \in[-1,1]$. Since the reasoning hereafter can be applied to each equisingular stratum of $\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}$, without loss of generality we assume that $\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}$ is equisingular.

Let us choose an arbitrary point $q_{2} \in \mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}$ (depending on $q_{1}$ and $\left.\tau_{1}\right)$. Following Section 6.2, we take privileged coordinates around $q_{2}$ straightening $\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}$, depending smoothly on $q_{1} \in \mathscr{S}_{1}$ and, thanks to the nilpotentizability assumption, on $\tau_{1} \in[-1,1]$ (including $\tau_{1}=0$ ). We are led to consider the following characteristic integers, which do not depend on $\tau_{1} \in \mathbb{R}$ for $\left|\tau_{1}\right|>0$ small enough nor on $q_{1} \in \mathscr{S}_{1}$ :

- $\mathcal{Q}^{M}\left(\mathscr{S}_{2}\right)=\mathcal{Q}^{\mathbb{R}^{n}}\left(\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}\right)$ (defined by (74) in Appendix A.3);
- $\mathcal{Q}^{\mathscr{S}_{2}}=\mathcal{Q}^{\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}}$ (Hausdorff dimension of $\mathscr{S}_{2}$, defined by (76) in Appendix A.3);
- $\mathcal{Q}^{\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}}=\mathcal{Q}^{\delta_{1}^{q_{1}}}\left(\mathcal{S}^{n-k_{1}-1}\right) \cap \mathscr{S}_{2}$ (Hausdorff dimension of $\left.\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}\right)$;
- $\mathcal{Q}^{\mathcal{S}^{n-k_{1}-1}}\left(\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}\right)$.

Actually, since $D$ is $\mathscr{S}$-nilpotentizable, the above four integers are respectively equal to $\mathcal{Q}^{\mathbb{R}^{n}}\left(\widehat{\mathscr{S}}_{2}^{q}\right)$, $\mathcal{Q}^{\widehat{\mathscr{S}}_{2}^{q_{1}}}, \mathcal{Q}^{\mathcal{S}^{n-k_{1}-1} \cap \widehat{\mathscr{S}}_{2}^{q_{1}}}$ and $\mathcal{Q}^{\mathcal{S}^{n-k_{1}-1}}\left(\mathcal{S}^{n-k_{1}-1} \cap \widehat{\mathscr{S}}_{2}^{q_{1}}\right)$, but this fact is not useful.

By Lemma A. 1 and Remark A. 3 (in Appendix A.5.2) applied to $P_{1}\left(q_{1}, \tau_{1}\right)=\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}$ and $N_{2}\left(q_{1}, \tau_{1}\right)=\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}$, for every $q_{1} \in \mathscr{S}_{1}$ and for every $\tau_{1}$ with $\left|\tau_{1}\right|>0$ small enough, including $\tau_{1}=0$ by using the nilpotentizability assumption, there exists a smooth submanifold $P\left(q_{1}, \tau_{1}\right)$ of $M$ of topological dimension $n-k_{1}-1$, depending smoothly on $q_{1} \in \mathscr{S}_{1}$ and on $\tau_{1}$, containing $P_{1}\left(q_{1}, \tau_{1}\right)$ and intersecting $\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}$ transversally, such that

$$
\mathcal{Q}^{P\left(q_{1}, \tau_{1}\right)}\left(P\left(q_{1}, \tau_{1}\right) \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}\right)-\mathcal{Q}^{P\left(q_{1}, \tau_{1}\right) \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}}=\mathcal{Q}^{M}\left(\mathscr{S}_{2}\right)-\mathcal{Q}^{\mathscr{S}_{2}}
$$

Note that the $\mathscr{S}$-nilpotentizability assumption ensures that $P\left(q_{1}, \tau_{1}\right)$ depends smoothly on $\tau_{1}$ at $\tau_{1}=0$.

Now, we replace $\mathcal{S}^{n-k_{1}-1}$ by $P\left(q_{1}, \tau_{1}\right)$. Although it now depends on $\tau_{1}$, we choose to keep the same notation $\mathcal{S}^{n-k_{1}-1}$ in what follows. The important formula (32) is still valid although $\mathcal{S}^{n-k_{1}-1}$ is not exactly the unit Euclidean sphere (see Remark 6.1). Hence, we have

$$
\begin{equation*}
\mathcal{Q}^{\mathcal{S}^{n-k_{1}-1}}\left(\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}\right)-\mathcal{Q}^{\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}}=\mathcal{Q}^{M}\left(\mathscr{S}_{2}\right)-\mathcal{Q}^{\mathscr{S}_{2}} \tag{56}
\end{equation*}
$$

for every $q_{1} \in \mathscr{S}_{1}$ and every $\tau_{1}$ with $\left|\tau_{1}\right|$ small enough. Note that (56) may fail if $\mathcal{S}^{n-k_{1}-1}$ differs from $P\left(q_{1}, \tau_{1}\right)$ (see Remark A. 2 in Appendix A.5.2). Hence, adapting the definition of $\mathcal{S}^{n-k_{1}-1}$ is important. Note also that, when $\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}$ is stratified by equisingular smooth submanifolds, it is understood that (56) holds for any equisingular stratum of $\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}$.

Applying the $(J+K)$-decomposition to the integral $I_{\tau_{1}}^{q_{1}}\left(t_{1}\right)$, we have

$$
\begin{equation*}
I_{\tau_{1}}^{q_{1}}\left(t_{1}\right)=J_{\tau_{1}}^{q_{1}}\left(t_{1}\right)+K_{\tau_{1}}^{q_{1}}\left(t_{1}\right) \tag{57}
\end{equation*}
$$

for every $t_{1}>0$ with $J_{\tau_{1}}^{q_{1}}\left(t_{1}\right)$ and $K_{\tau_{1}}^{q_{1}}\left(t_{1}\right)$ defined as in (33), with $M$ replaced by $\mathcal{S}^{n-k_{1}-1}$ and $\mathscr{S}$ by $\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}$. In what follows, we denote

$$
f_{\tau_{1}}^{q_{1}}(\sigma)=f\left(\delta_{\tau_{1}}^{q_{1}}(0, \sigma)\right), \quad f_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(\sigma)=f_{\tau_{1}}^{q_{1}}\left(\delta_{\tau_{2}}^{q_{2}}(0, \sigma)\right), \quad e_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}=\left(e_{\tau_{1}}^{q_{1}}\right)_{\tau_{2}}^{q_{2}}
$$

Following Section 6.3.1, since $\left(\sqrt{t_{1}}\right)^{\mathcal{Q}^{M}\left(\mathscr{S}_{2}\right)} e_{\tau_{1}}^{q_{1}}\left(t_{1}, \delta_{\sqrt{t_{1}}}^{q_{2}}(x), \delta_{\sqrt{t_{1}}}^{q_{2}}(x)\right)=e_{\tau_{1}, \sqrt{t_{1}}}^{q_{1}, q_{2}}(1, x, x)$, we obtain

$$
J_{\tau_{1}}^{q_{1}}\left(t_{1}\right)=\frac{1}{t_{1}^{\mathcal{Q}_{2} / 2}} \int_{\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}} \int_{\mathcal{B}^{n-k_{2}}} f_{\tau_{1}, \sqrt{t_{1}}}^{q_{1}, q_{2}}(x) e_{\tau_{1}, \sqrt{t_{1}}}^{q_{1}, q_{2}}(1, x, x) d x d \mu_{2}\left(q_{2}\right)
$$

In order to express $K_{\tau_{1}}^{q_{1}}\left(t_{1}\right)$, we first need to adapt the change of variable (32) to the new context: in Section 6.2, we considered transverse polar coordinates along $\mathscr{S}$ on the manifold $M \simeq[0,+\infty) \times \mathscr{S} \times \mathcal{S}^{n-k-1}$ endowed with the measure $\tau^{\mathcal{Q}^{M}(\mathscr{S})-\mathcal{Q}^{\mathscr{S}}-1} d \sigma \otimes \mu_{\mathscr{S}} \otimes d \tau$. Now, we consider transverse polar coordinates along $\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}$ on the manifold $\mathcal{S}^{n-k_{1}-1} \simeq$ $[0,+\infty) \times\left(\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}\right) \times \mathcal{S}^{n-k_{2}-1}$ endowed, thanks to (56), with the measure

$$
\tau_{2}^{\mathcal{Q}^{M}\left(\mathscr{S}_{2}\right)-\mathcal{Q}^{\mathscr{S}_{2}}-1} d \tau \otimes \mu_{2} \otimes d \sigma
$$

where $\mu_{2}$ is the smooth measure defined as in Section 6.2 on the ( $k_{2}-k_{1}-1$ )-dimensional submanifold $\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}$ (in the local chart, $\mathcal{S}^{n-k_{2}-1}$ is considered as a submanifold of $\mathcal{S}^{n-k_{1}-1}$ ). Recall that, since $D$ is $\mathscr{S}$-nilpotentizable, $\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}$ is diffeomorphic to $\widehat{\mathscr{S}}_{2}^{q_{1}}$ with a diffeomorphism depending smoothly on $\tau_{1}$. Actually, this construction is performed on every equisingular stratum of $\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}$. Then, following Section 6.3.2 and in particular (36), we obtain

$$
K_{\tau_{1}}^{q_{1}}\left(t_{1}\right)=\int_{\sqrt{t_{1}}}^{1} \tau_{2}^{-\mathcal{Q}^{\mathscr{S}_{2}}-1} \int_{\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}} I_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}\left(\frac{t_{1}}{\tau_{2}^{2}}\right) d \mu_{2}\left(q_{2}\right) d \tau_{2}
$$

where

$$
\begin{equation*}
I_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}\left(t_{2}\right)=\int_{\mathcal{S}^{n-k_{2}-1}} f_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(\sigma) e_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}\left(t_{2}, \sigma, \sigma\right) d \sigma \quad \forall t_{2}>0 \tag{58}
\end{equation*}
$$

In (58), $\mathcal{S}^{n-k_{2}-1}$ is identified with a submanifold of codimension one of $\mathcal{S}^{n-k_{1}-1}$, that is an hypersphere of $\mathcal{S}^{n-k_{2}-1}$ centered around $\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}$. Taking $t_{1}=\frac{t}{\tau_{1}^{2}}$, it follows from (55) and (57) that $K(t)$ is the sum of two terms:

$$
\begin{align*}
K(t)=\frac{1}{t^{\mathcal{Q}^{\mathscr{S}} / 2}} \int_{\sqrt{t}}^{1} \tau_{1}^{\mathcal{Q}^{\mathscr{S}_{2}}-\mathcal{Q}^{\mathscr{S}_{1}}-1} G_{1}\left(\tau_{1}\right. & \left., \frac{\sqrt{t}}{\tau_{1}}\right) d \tau_{1} \\
& +\int_{\sqrt{t}}^{1} \tau_{1}^{-\mathcal{Q}^{\mathscr{S}_{1}}-1} \int_{\frac{\sqrt{t}}{\tau_{1}}}^{1} \tau_{2}^{-\mathcal{Q}^{\mathscr{Q}_{2}}-1} I_{\tau_{1}, \tau_{2}}\left(\frac{t}{\tau_{1}^{2} \tau_{2}^{2}}\right) d \tau_{2} d \tau_{1} \tag{59}
\end{align*}
$$

with

$$
\begin{equation*}
G_{1}\left(\tau_{1}, \tau_{2}\right)=\int_{\mathscr{S}_{1}} \int_{\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}} \int_{\mathcal{B}^{n-k_{2}}} f_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(x) e_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(1, x, x) d x d \mu_{2}\left(q_{2}\right) d \mu_{\mathscr{S}_{1}}\left(q_{1}\right) \tag{60}
\end{equation*}
$$

for all $\left(\tau_{1}, \tau_{2}\right) \in \mathbb{R}^{2}$, and

$$
I_{\tau_{1}, \tau_{2}}\left(t_{2}\right)=\int_{\mathscr{S}_{1}} \int_{\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}} I_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}\left(t_{2}\right) d \mu_{2}\left(q_{2}\right) d \mu_{\mathscr{S}_{1}}\left(q_{1}\right)
$$

for all $\left(\tau_{1}, \tau_{2}\right) \in \mathbb{R}^{2}$ and for every $t_{2}>0$ (we will take $t_{2}=\frac{t_{1}}{\tau_{2}^{2}}=\frac{t}{\tau_{1}^{2} \tau_{2}^{2}}$ ). Note that the two terms at the right-hand side of (59) are coming from a $(J+K)$-decomposition. By Remark 6.4 , we know in advance that the dominating term in the small-time asymptotics of $K(t)$ will be of the order of that of the second term at the right-hand side of (59), although the first term may contribute to the main term.

Case $p=2$. When $p=2$, in the integral (58), the variable $\sigma$, which ranges over the sphere $\mathcal{S}^{n-k_{2}-1}$, belongs to the regular region $\mathscr{S}_{3}=M \backslash \mathscr{S}$, hence $\mathcal{Q}^{\mathbb{R}^{n}}(\sigma)=\mathcal{Q}^{M \backslash \mathscr{S}}=\mathcal{Q}^{\mathscr{S}_{3}}$ and thus, using (91) (and neglecting the remainder terms),

$$
e_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}\left(\frac{t}{\tau_{1}^{2} \tau_{2}^{2}}, \sigma, \sigma\right)=\frac{\tau_{1}^{\mathcal{Q}^{\mathscr{S}}} \tau_{2}^{\mathcal{Q}^{\mathscr{S}_{3}}}}{t^{\mathcal{Q}^{\mathscr{S}_{3}} / 2}} e_{\tau_{1}, \tau_{2}, \frac{\sqrt{t} \tau_{1}}{\tau_{1} \tau_{2}}}^{q_{1}, q_{2}, \sigma}(1,0,0)
$$

and therefore, in this case, the second term at the right-hand side of (59) is

$$
\frac{1}{t^{\mathcal{Q}^{M \backslash \mathscr{S}} / 2}} \int_{\sqrt{t}}^{1} \tau_{1}^{\mathcal{Q}^{\mathscr{S}_{3}}-\mathcal{Q}^{\mathscr{S}_{1}}-1} \int_{\frac{\sqrt{t}}{\tau_{1}}}^{1} \tau_{2}^{\mathcal{Q}^{\mathscr{S}_{3}}-\mathcal{Q}^{\mathscr{S}_{2}}-1} G_{2}\left(\tau_{1}, \tau_{2}, \frac{\sqrt{t}}{\tau_{1} \tau_{2}}\right) d \tau_{2} d \tau_{1}
$$

with

$$
\begin{equation*}
G_{2}\left(\tau_{1}, \tau_{2}, \varepsilon\right)=\int_{\mathscr{S}_{1}} \int_{\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}} \int_{\mathcal{S}^{n-k_{2}-1}} f_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(\sigma) e_{\tau_{1}, \tau_{2}, \varepsilon}^{q_{1}, q_{2}, \sigma}(1,0,0) d \sigma d \mu_{2}\left(q_{2}\right) d \mu_{\mathscr{S}_{1}}\left(q_{1}\right) \tag{61}
\end{equation*}
$$

for all $\left(\tau_{1}, \tau_{2}, \varepsilon\right) \in \mathbb{R}^{3}$. Hence, with the notations of Appendix D.2, we have $I(t)=J(t)+K(t)$ with

Since $D$ is $\mathscr{S}$-nilpotentizable, by Lemma 6.1, the function $G_{1}$ defined by (60) is smooth. Using the extension of Lemma 6.1 stated in Remark 6.7 , $e_{\tau_{1}, \tau_{2}, \varepsilon}^{q_{1}, q_{2}}(1,0,0)$ depends smoothly on $\tau_{1}, \tau_{2}, \varepsilon \in \mathbb{R}$, $q_{1} \in \mathscr{S}_{1}, q_{2} \in \mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}, \sigma \in \mathcal{S}^{n-k_{2}-1}$, is even with respect to $\varepsilon$, and hence the function $G_{2}$ defined by (61) is smooth and is even with respect to $\varepsilon$.

Case $p>2$. When $p>2$, the procedure is continued: we apply the $(J+K)$-decomposition to $I_{\tau_{1}, \tau_{2}}\left(t_{2}\right)$. This iterative procedure is performed until we reach the stratum $\mathscr{S}_{p+1}=M \backslash \mathscr{S}$. We do not give any details. We obtain finally, with the notations of Appendix D,
where all functions $G_{i}$ are smooth thanks to the $\mathscr{S}$-nilpotentizability assumption.
The results stated in the theorem now readily follow from Proposition D. 2 in Appendix D.

## 9 Local Weyl law in the non-nilpotentizable case

In this section, we investigate the more general case where the horizontal distribution $D$ may fail to be $\mathscr{S}$-nilpotentizable, as in Example 6.1 given in Section $6.4\left(X_{1}=\partial_{1}, X_{2}=\left(x_{1}^{2}+x_{2}^{2}\right) \partial_{2}\right)$. We first give in Section 9.1 a general result for analytic sR structures, proved in Sections 9.2 and 9.3. In Section 9.4 we give examples of local Weyl laws for non-analytic sR structures, exhibiting non-standard Weyl asymptotics.

### 9.1 Analytic sR structures

In this section, we assume that the sR structure $(M, D, g)$ is real analytic, meaning that the manifold $M$ and the vector fields $X_{1}, \ldots, X_{m}$ defining the sR structure are real analytic. We also assume that the measure $\mu$ is real analytic. Actually, the following slightly weaker assumption is
sufficient: given any $q \in M$, there exists a chart at $q$ in which the vector fields $X_{1}, \ldots, X_{m}$ and the density of $\mu$ are real analytic.

Since $(M, D, g)$ is analytic, the singular set $\mathscr{S}$ and thus also the manifold $M$ are Whitney stratified by strata that are equisingular analytic submanifolds of $M$ (this is a consequence of subanalytic theory, see Appendix E).

With the notations given at the beginning of Section 8, we consider the integers $\mathcal{Q}^{s}$ (maximal Hausdorff dimension of equisingular strata of $M$ ) and $m_{s} \in\{1, \ldots, n+1\}$ (maximal multiplicity of $\left.\mathcal{Q}^{s}\right)$. Let $p_{\max }+1$ be the maximal length of all chains of strata at $q$, over all $q \in M$. Note that $p_{\max } \in\{1, \ldots, n\}$.

Theorem 9.1. There exist $k \in\left\{0, \ldots, p_{\max }\right\}$ and a rational number $\gamma \in \mathbb{Q}$, depending only on the horizontal distribution $D=\operatorname{Span}(X)$ (and not on the metric $g$ ), satisfying $\gamma \geqslant \frac{1}{2} \mathcal{Q}^{s}$ and if $\gamma=\frac{1}{2} \mathcal{Q}^{s}$ then $k \geqslant m_{s}-1$, and there exists $\ell \in \mathbb{N}^{*}$ such that, for any $f \in C^{\infty}(M)$, the function $t \mapsto \operatorname{Tr}\left(\mathcal{M}_{f} e^{t \triangle}\right)=\int_{M} f(q) e(t, q, q) d \mu(q)$ has an asymptotic expansion as $t \rightarrow 0^{+}$with respect to the scale of functions $t^{j / \ell-\gamma}|\ln t|^{i}$, with $i \in\{0, \ldots, k\}$ and $j \in \mathbb{N}$. Moreover, there exists a nontrivial Borel measure $\nu$ on $M$ such that, for every $f \in C^{0}(M)$,

$$
\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \Delta}\right)=\left(\int_{\mathcal{N}} f d \nu\right) \frac{|\ln t|^{k}}{t^{\gamma}}+\mathrm{o}\left(\frac{|\ln t|^{k}}{t^{\gamma}}\right)
$$

as $t \rightarrow 0^{+}$. The support of $\nu$ is an equisingular stratified submanifold $\mathcal{N}$ of $M$. As a consequence, the local Weyl measure exists and is $w_{\triangle}=\nu / \nu(\mathcal{N})$, and

$$
N(\lambda) \underset{\lambda \rightarrow+\infty}{\sim} \frac{\nu(\mathcal{N})}{\Gamma(\gamma+1)} \lambda^{\gamma} \ln ^{k} \lambda
$$

Theorem 9.1 shows that, in the real analytic case, the maximal complexity of the asymptotics of $N(\lambda)$ is a positive rational power of $\lambda$ times an integer power of $\ln \lambda$. The asymptotic expansion of the local Weyl law cannot involve an irrational power of $t$ nor a term in $\ln |\ln t|$ for instance, as it may happen for non-analytic sR structures (see Section 9.4).

The statement on $\gamma$ and $k$ implies that the dominating term $|\ln t|^{k} / t^{\gamma}$ of the small-time asymptotics of the local Weyl law is always greater than or equal to the dominating term $|\ln t|^{m_{s}-1} / t^{\mathcal{Q}^{s} / 2}$ obtained in Theorem 8.1 in the equisingular stratified nilpotentizable case.

In contrast to Theorem 8.1, as confirmed by the examples hereafter, the Hausdorff dimensions of equisingular strata do not seem to play a role and we do not have any information on the submanifold $\mathcal{N}$ on which the Weyl measure is concentrated. The next examples and the proof of the theorem (done in Section 9.2) show anyway that, in the absence of nilpotentizability, the situation may become extremely complicated. Actually, $\mathcal{N}, \gamma$ and $k$ depend not only on the nilpotentizations at points of $M$, but also on terms of higher order which do not seem to have any evident geometric interpretation.

Examples. In the examples given in Table 1, we give the dominating term (up to a multiplying scalar) of the trace $\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \Delta}\right)$ as $t \rightarrow 0^{+}$and of the Weyl counting function $N(\lambda)$ as $\lambda \rightarrow+\infty$. For each example, the computations are quite lengthy and are not reported here. They consist in following the algorithmic procedure described throughout the steps of the proof of the theorem given in Sections 9.2 and 9.3.

Case 1 of Table 1 is the $k$-Baouendi-Grushin case with tangency point. For $k=2$, it has been studied in Section 7.5 where it was already observed that the tangency point does not add any complexity to the trace asymptotics.

Table 1: Examples of trace asymptotics and Weyl laws

|  | Case | $\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \triangle}\right)$ | $N(\lambda)$ | $\mathcal{N}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\begin{array}{ll} X_{1}=\partial_{1}, \quad & X_{2}=\left(x_{1}^{k}-x_{2}\right) \partial_{2} \\ & k \geqslant 2 \end{array}$ | $\frac{\|\ln t\|}{t}$ | $\lambda \ln \lambda$ | $\left\{x_{2}=x_{1}^{k}\right\}$ |  |
| 2 | $\begin{array}{ll} X_{1}=\partial_{1}, & X_{2}=\left(x_{1}^{2 p}+x_{1} x_{2}^{k}\right) \partial_{2} \\ & p, k \in \mathbb{N}^{*} \end{array}$ | $\begin{gathered} \frac{\|\ln t\|^{2}}{t} \\ \frac{1}{t^{p+\frac{1}{2}-\frac{2 p-1}{2 k}}} \end{gathered}$ | $\begin{gathered} \lambda \ln ^{2} \lambda \\ \lambda^{p+\frac{1}{2}-\frac{2 p-1}{2 k}} \end{gathered}$ | $\begin{aligned} & \{(0,0)\} \\ & \{(0,0)\} \end{aligned}$ | $\begin{aligned} & \text { if } k=1 \\ & \text { if } k \geqslant 2 \end{aligned}$ |
| 3 | $\begin{array}{ll} X_{1}=\partial_{1}, \quad & X_{2}=\left(x_{1}^{2}+x_{2}^{2}\right)^{k} \partial_{2} \\ & k \in \mathbb{N}^{*} \end{array}$ | $\begin{aligned} & \frac{\|\ln t\|}{t} \\ & \frac{1}{t^{k}} \end{aligned}$ | $\begin{gathered} \lambda \ln \lambda \\ \lambda^{k} \end{gathered}$ | $\begin{aligned} & \{(0,0)\} \\ & \{(0,0)\} \end{aligned}$ | $\begin{aligned} & \text { if } k=1 \\ & \text { if } k \geqslant 2 \end{aligned}$ |
| 4 | $\begin{gathered} X_{1}=\partial_{1}, \quad X_{2}=x_{1}^{m}\left(x_{1}^{2 p}+x_{2}^{2 k}\right) \partial_{2} \\ m \in \mathbb{N}, \quad p, k \in \mathbb{N}^{*} \end{gathered}$ | $\begin{gathered} \frac{\frac{\ln t \mid}{t^{1+\frac{\pi}{2}}}}{\frac{1}{t^{\frac{m+1}{2}+p-\frac{p}{2 k}}}} \\ \hline \end{gathered}$ | $\begin{gathered} \lambda^{1+\frac{m}{2}} \ln \lambda \\ \lambda^{\frac{m+1}{2}+p-\frac{p}{2 k}} \end{gathered}$ | $\begin{aligned} & \{(0,0)\} \\ & \{(0,0)\} \end{aligned}$ | $\begin{gathered} \text { if } p=k=1 \\ \{(0,0)\} \end{gathered}$ |
| 5 | $X_{1}=\partial_{1}, \quad X_{2}=\left(x_{1}^{2}-x_{2}^{3}\right) \partial_{2}$ | $\frac{1}{t^{7 / 6}}$ | $\lambda^{7 / 6}$ | $\{(0,0)\}$ |  |
| 6 | $X_{1}=\partial_{1}, \quad X_{2}=\left(x_{1}^{4}+x_{1}^{2} x_{2}^{2}+x_{2}^{2 k}\right) \partial_{2}$ | $\frac{1}{t^{2}}$ | $\lambda^{2}$ | $\{(0,0)\}$ | if $k \geqslant 3$ |
| 7 | $\begin{gathered} X_{1}=\partial_{1}, \quad X_{2}=\partial_{2}+x_{1} \partial_{3}+x_{1}^{2} \partial_{5}, \\ X_{3}=\partial_{4}+\left(x_{1}^{k}+x_{2}^{k}\right) \partial_{5} \\ k \end{gathered}$ | $\begin{aligned} & \frac{1}{t^{7 / 2}} \\ & \frac{\|\ln t\|}{t^{\frac{t}{2}}} \\ & \frac{1}{t^{4-\frac{1}{k-1}}} \end{aligned}$ | $\begin{gathered} \lambda^{7 / 2} \\ \lambda^{7 / 2} \ln \lambda \\ \lambda^{4-\frac{1}{k-1}} \end{gathered}$ | $\begin{gathered} \mathbb{R}^{5} \\ \left\{x_{1}=x_{2}=0\right\} \\ \left\{x_{1}=x_{2}=0\right\} \end{gathered}$ | $\begin{aligned} & \text { if } k=2 \\ & \text { if } k=3 \\ & \text { if } k \geqslant 4 \end{aligned}$ |

Cases 2, 4 and 5 illustrate the genuine rationality of $\gamma$ in Theorem 9.1, in contrast to Theorem 8.1. Note that, in Cases 2 and 4, the Hausdorff dimensions of the singular strata do not depend on $p$ and $k$. For instance in Case 2 we have $\mathscr{S}=\mathscr{S}_{1} \cup \mathscr{S}_{2} \cup \mathscr{S}_{2}^{\prime}$ with $\mathscr{S}_{1}=\left\{x_{1}=x_{2}=0\right\}$, $\mathscr{S}_{2}=\left\{x_{1}=0, x_{2} \neq 0\right\}$ and $\mathscr{S}_{2}^{\prime}=\left\{x_{1} \neq 0, x_{1}^{2 p-1}+x_{2}^{k}=0\right\}$ (equisingular strata), and we have $\mathcal{Q}^{\mathscr{L}_{1}}=0$ and $\mathcal{Q}^{\mathscr{S}_{2}}=\mathcal{Q}^{\mathscr{S}_{2}^{\prime}}=\mathcal{Q}^{M \backslash \mathscr{S}}=2$ for any $p, k \in \mathbb{N}^{*}$, while the dominating term in the small-time asymptotics of the Weyl law depends on $p$ and $k$. Since the sR weights do not depend on $k$, this shows that, here, terms of higher order, not related to the Lie structure, have an impact on the Weyl law (contrarily to Case 6).

Case 3 is a generalization of Example 6.1, which was given in Section 6.4 as a simple example where nilpotentizability fails. We have $\mathscr{S}=\left\{x_{1}=x_{2}=0\right\}$ and $\mathcal{Q}^{\mathscr{S}}=0$ and $\mathcal{Q}^{M \backslash \mathscr{S}}=2$ for any $k \in \mathbb{N}^{*}$. Note that, although $M$ consists of only two strata and $\mathcal{Q}^{M \backslash \mathscr{S}}>\mathcal{Q}^{\mathscr{S}}$, the Weyl measure is concentrated on $\mathscr{S}$, in contrast to Theorem 7.1 (see in particular Remark 7.1).

More generally, in contrast to Theorem 8.1 where the support $\mathcal{N}_{s}$ of the Weyl measure is the closure of a union of strata of maximal Hausdorff dimension, in Cases 2, 3, 4 and 5 we have $\mathcal{N}=\{(0,0)\}$ which is of Hausdorff dimension 0 and thus not maximal. We have $\mathcal{N} \subsetneq \mathcal{N}_{s}$ on these examples.

Case 7 corresponds to [40, Example 6.5]. We have $\mathscr{S}=\left\{x_{1}=x_{2}=0\right\}$ and $\mathcal{Q}^{\mathscr{S}}=6$ and $\mathcal{Q}^{M \backslash \mathscr{S}}=7$ for any $k \geqslant 2$ (see also Example 9.1 further). For $k=3$ a logarithm appears in the asymptotics of the Weyl law, in contrast to Theorem 8.1 where the power of the logarithm was $m_{s}-1$ (here, $m_{s}=1$ ).

In view of those examples, one may wonder whether, given any rational number $\gamma \geqslant \frac{1}{2} \mathcal{Q}^{s}$ and any $k \in\{0, \ldots, n\}$, there exists a sR structure whose Weyl counting function's asymptotics is $\lambda^{\gamma} \ln ^{k} \lambda$ up to a multiplying scalar. We leave this issue open.

Remark 9.1. The fact that $N(\lambda) / \lambda^{\gamma} \ln ^{k} \lambda$ is bounded above and below by some positive constants follows from the Fefferman-Phong estimate (3) recalled in the introduction. Indeed, it can be proved, by following (in a much simpler way) the developments done in Section 9.3, that $\int_{M} \frac{1}{\mu\left(\mathrm{~B}_{\mathrm{sR}}(q, 1 / \sqrt{\lambda})\right)} d \mu(q)$ is of the order of $\lambda^{\gamma} \ln ^{k} \lambda$ as $\lambda \rightarrow+\infty$. This is what is done in the recent preprint [24] for homogeneous sR structures (also dealing with Dirichlet boundary conditions), which we have discovered while finishing the present article. As already said in the introduction, here, our analysis not only leads to an equivalent, but also to a small-time expansion of the local Weyl law at any order.

### 9.2 Proof of Theorem 9.1

### 9.2.1 A first motivating example

As a prelude, let us consider Example 6.1, which is a very simple example where the nilpotentizability property fails. Near $q_{1}=(0,0) \in M \simeq \mathbb{R}^{2}$, we have $X_{1}(x)=\partial_{1}$ and $X_{2}(x)=\left(x_{1}^{2}+x_{2}^{2}\right) \partial_{2}$ and thus $\mathscr{S}=\{(0,0)\}$ (one singular stratum). For any $\tau_{1}>0$, we have $\left(X_{1}\right)_{\tau_{1}}^{q_{1}}(x)=\partial_{1}$ and $\left(X_{2}\right)_{\tau_{1}}^{q_{1}}(x)=\left(x_{1}^{2}+\tau_{1}^{4} x_{2}^{2}\right) \partial_{2}$, so that $\mathscr{S}_{\tau_{1}}^{q_{1}}=\{(0,0)\}$ (one singular stratum), $\mathcal{Q}^{\mathscr{S}}=0$ and $\mathcal{Q}^{M \backslash \mathscr{S}}=2$. As in (29) in Section 6 , we set $I(t)=\int_{\mathbb{R}^{2}} f(q) e(t, q, q) d q$ with $f$ smooth, compactly supported in $B(0,1)$, such that $f\left(q_{1}\right) \neq 0$. We perform the $(J+K)$-decomposition (see Section 6.3) and we obtain $I(t)=J(t)+K(t)$ with $J(t)$ that is a smooth function of $\sqrt{t}$, and $J(t) \sim f\left(q_{1}\right) \int_{\mathbb{R}^{2}} \widehat{e}^{q_{1}}(t, y, y) d y$ as $t \rightarrow 0^{+}$(see Section 6.3.1), while $K(t)$ is much more difficult to estimate. Here, since there is only one singular stratum (which is a singleton), we can follow the beginning of Section 7.4: according to (42) and (43), we have

$$
K(t)=\frac{1}{t} \int_{\sqrt{t}}^{1} \tau_{1} \int_{\mathcal{S}^{1}} f\left(\delta_{\tau_{1}}^{q_{1}}(\sigma)\right) e_{\tau_{1}, \sqrt{t} / \tau_{1}}^{q_{1}, \sigma}(1,0,0) d \sigma d \tau_{1}
$$

but $e_{\tau_{1}, \tau_{2}}^{q_{1}, \sigma}(1,0,0)$ does not depend smoothly on $\left(\tau_{1}, \tau_{2}\right)$ due to the lack of nilpotentizability at $q_{1}$.
Any $\sigma \in \mathcal{S}^{1}$ can be written as $\sigma=(\sin \theta, \cos \theta)$ for $\theta \in[-\pi, \pi]$, and making the change of variable $x_{1}=\sin \theta+y_{1}, x_{2}=\cos \theta+y_{2}$ we find $\left(X_{1}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, \sigma}(y)=\partial_{1}$ and $\left(X_{2}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, \sigma}(y)=\left(\sin ^{2} \theta+\right.$ $\left.\tau_{1}^{4} \cos ^{2} \theta+2 \tau_{2} \sin \theta y_{1}+\tau_{2}^{2} y_{1}^{2}+2 \tau_{1}^{4} \tau_{2} \cos \theta y_{2}+\tau_{1}^{3} \tau_{2}^{2} y_{2}^{2}\right) \partial_{2}$.

Far from $\theta \in\{0, \pi\}$, the sR structure generated by $\left(\left(X_{1}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, \sigma},\left(X_{2}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, \sigma}\right)$ is "uniformly" Riemannian with respect to $\left(\tau_{1}, \tau_{2}\right)$ and thus in this region $e_{\tau_{1}, \tau_{2}}^{q_{1}, \sigma}(1,0,0)$ depends smoothly on $\left(\tau_{1}, \tau_{2}\right)$ and we can apply the arguments developed in Section 7.4 (see in particular (52)): the corresponding contribution in $K(t)$ is equivalent to $\frac{\mathrm{Cst}}{t}$ as $t \rightarrow 0$. Hence, the difficulty is concentrated near $\theta=0$ and $\theta=\pi$. Let us focus on $\theta=0$.

We have $\sigma_{\theta} \simeq(\theta, 1)$ and thus $\left(X_{2}\right)_{\tau_{1}, \sqrt{t} / \tau_{1}}^{q_{1}, \sigma_{\theta}}(y) \simeq\left(\tau_{1}^{4}+\theta^{2}+2 \frac{\theta \sqrt{t}}{\tau_{1}} y_{1}+\frac{t}{\tau_{1}^{2}} y_{1}^{2}+\cdots\right) \partial_{2}$ : the above "uniform" Riemannian property is lost. Here, there is a kind of "competition" between the parameters $t, \tau_{1}$ and $\theta$, leading to an algebraic decomposition of $[0,1]^{3}$ :

- The monomial $\tau_{1}^{4}$ dominates in the region of $[0,1]^{3}$ where $\tau_{1}^{2}>|\theta|$ and $\tau_{1}>t^{1 / 6}$. In this region, we have $\left(X_{2}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, \sigma_{\theta}}(y)=\tau_{1}^{4} U\left(t, \tau_{1}, \theta, \frac{\theta}{\tau_{1}^{2}}, \frac{t^{1 / 6}}{\tau_{1}}, y_{1}\right) \partial_{2}=\tau_{1}^{4} Y_{2}(y)$ where $U$ is a non-vanishing smooth function and, setting $Y_{1}=\left(X_{1}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, \sigma_{\theta}}$, we see that the sR structure generated by $\left(Y_{1}, Y_{2}\right)$ is Riemannian in this region and therefore the corresponding heat kernel is a smooth function of the variables inside the function $U$. The corresponding contribution in the integral $K(t)$ is then equivalent, as $t \rightarrow 0$, to

$$
\frac{\mathrm{Cst}}{t} \int_{t^{1 / 6}}^{1} \tau_{1} \int_{-\tau_{1}^{2}}^{\tau_{1}^{2}} \frac{1}{\tau_{1}^{4}} d \theta d \tau_{1} \sim \mathrm{Cst} \frac{|\ln t|}{t}
$$

- The monomial $\frac{t}{\tau_{1}^{2}}$ dominates in the region of $[0,1]^{3}$ where $\tau_{1}<t^{1 / 6}$ and $|\theta|<\sqrt{t} / \tau_{1}$. In this region, we have $\left(X_{2}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, \sigma_{\theta}}(y)=\frac{t}{\tau_{1}^{2}} Y_{2}(y)$ where $Y_{2}(y)=\left(y_{1}^{2}+\cdots\right) \partial_{y_{2}}$. The sR structure generated
by $\left(Y_{1}, Y_{2}\right)$ is a 2-Baouendi-Grushin structure in this region. Then, similarly, the corresponding contribution in the integral $K(t)$ is equivalent, as $t \rightarrow 0$, to

$$
\frac{\mathrm{Cst}}{t} \int_{\sqrt{t}}^{t^{1 / 6}} \tau_{1} \int_{-\sqrt{t} / \tau_{1}}^{\sqrt{t} / \tau_{1}} \frac{\tau_{1}^{2}}{t} d \theta d \tau_{1} \sim \frac{\mathrm{Cst}}{t}
$$

- The monomial $\theta^{2}$ dominates in the region of $[0,1]^{3}$ where $\tau_{1}<\sqrt{\theta}$ and $\sqrt{t}<\tau_{1} \theta$. In this region, we have $\left(X_{2}\right)_{\tau_{1}, \tau_{2}}^{q_{1}}(y)=\theta^{2} Y_{2}(y)$, where $\left(Y_{1}, Y_{2}\right)$ is Riemannian. The corresponding contribution in the integral $K(t)$ is equivalent, as $t \rightarrow 0$, to

$$
\frac{\mathrm{Cst}}{t} \int_{t}^{t^{1 / 6}} \tau_{1} \int_{\sqrt{t} / \tau_{1}}^{1} \frac{d \theta}{\theta^{2}} d \tau_{1}+\frac{\mathrm{Cst}}{t} \int_{t^{1 / 6}}^{1} \tau_{1} \int_{\tau_{1}^{2}}^{1} \frac{d \theta}{\theta^{2}} d \tau_{1} \sim \operatorname{Cst} \frac{|\ln t|}{t}
$$

- The monomial $\frac{\sqrt{t}}{\tau_{1}}$ can never dominate.

We thus conclude that $I(t) \sim K(t) \sim \operatorname{Cst} \frac{|\ln t|}{t}$ as $t \rightarrow 0^{+}$.

### 9.2.2 Preliminaries: difficulties due to the absence of nilpotentizability

We follow the strategy developed in Section 7 (case of one singular stratum) and in Section 8 (case of multiple singular strata), but we have to adapt the arguments at all steps where the nilpotentizability assumption was used: the analysis performed in these sections remains valid except when we consider limits as $\tau_{i} \rightarrow 0$. Indeed, in the absence of nilpotentizability, these limits do not exist in general. This complicates significantly the analysis.

Here and in the sequel, we use the following convenient notation: given any $k$-tuple $z=$ $\left(z_{1}, \ldots, z_{k}\right)$ of elements of some set, for any $i \in\{1, \ldots, k\}$ we denote $z_{\leqslant i}=\left(z_{1}, \ldots, z_{i}\right)$ and $z_{<i}=\left(z_{1}, \ldots, z_{i-1}\right)$, with the agreement that $z_{<1}=\emptyset$.

What has to be done. Like in Section 8.3, we consider $q \in M$ and an exhaustive (in terms of topological dimensions) chain $\mathscr{C}=\left(\mathscr{S}_{1}, \ldots, \mathscr{S}_{p}, \mathscr{S}_{p+1}\right)$ of strata at $q$, with $\mathscr{S}_{p+1}=M \backslash \mathscr{S}$. When $p=1$, we have $\mathscr{S}_{2}=M \backslash \mathscr{S}$ like in the case of only one singular stratum treated in Section 7 .

When $p=1$, in the $(J+K)$-decomposition (33) written in Section 6.3 , the integral $J(t)$ is still expanded as (34) and the integral $K(t)$, which is performed on $\sqrt{t} \leqslant \tau_{1} \leqslant 1$, is still written as (42) in Section 7.4 and involves the term $e_{\tau_{1}, \frac{\sqrt{t}}{\tau_{1}}}^{q_{1}, \sigma}(1,0,0)$, with $q_{1} \in \mathscr{S}_{1}$ and $\sigma \in \mathcal{S}^{n-k_{1}-1}$.

When $p \geqslant 2$, we still have (62) or the general formula (63), and we have to estimate the small-time asymptotics of nested integrals over $q_{1} \in \mathscr{S}_{1}$, over $q_{j} \in \mathcal{S}^{n-k_{j-1}-1} \cap\left(\mathscr{S}_{j}\right)_{\tau_{<j}}^{q_{<j}}$ for $j \in$ $\{2, \ldots, p+1\}$, and possibly over $y \in \mathcal{B}^{n-k_{p}}$, of nested integrals with respect to $\tau_{1}, \ldots, \tau_{j}$ that are of the form

$$
\begin{equation*}
\frac{1}{t^{\ell / 2}} \int_{\sqrt{t}}^{1} \tau_{1}^{\ell-\ell_{1}} \int_{\frac{\sqrt{t}}{\tau_{1}}}^{1} \tau_{2}^{\ell-\ell_{2}} \cdots \int_{\frac{\sqrt{t}}{\tau_{1} \cdots \tau_{j-1}}}^{1} \tau_{j}^{\ell-\ell_{j}} f_{\tau_{\leqslant j}, \frac{\sqrt{t}}{\tau_{1} \cdots \tau_{j}}}^{q_{\leqslant j}, q_{j+1}}(y) e_{\substack{ \\\tau_{\leqslant j}, \frac{\sqrt{t}}{\tau_{1} \cdots \tau_{j}}}}^{q_{j}, q_{j+1}}(1, y, y) d \tau_{j} \cdots d \tau_{2} d \tau_{1} \tag{64}
\end{equation*}
$$

with $\ell=\mathcal{Q}^{\mathscr{S}_{j+1}}$ and $\ell_{i}=\mathcal{Q}^{\mathscr{S}_{i}}+1$ for $i=1, \ldots, j$.
In the absence of nilpotentizability, such integrals (64) are challenging to estimate in small time $t$, because not only we have to estimate, for any $j \in \mathbb{N}^{*}$, the (blowing-up) asymptotics of $e_{\tau \leqslant j}^{q_{\leqslant j}}(1, y, y)$ as $\tau_{1} \cdots \tau_{j} \rightarrow 0$, but we also have to parametrize the manifold $\mathcal{S}^{n-k_{j-1}-1} \cap\left(\mathscr{S}_{j}\right)_{\tau<j}^{q_{<j}}$ in an adequate way in order to estimate its asymptotics as $\tau_{1} \cdots \tau_{j} \rightarrow 0$, as discussed hereafter.

Before coming to that point, similarly as in Remark 6.4 in Section 6.3.2, we can already observe that, since the heat kernel function inside the nested integral (64) is always greater than a positive constant (on the domain of integration), it follows that $I(t)$ is always greater than (63), i.e., than the trace asymptotics given by Theorem 8.1. Taking $f=1$, this already shows that $\gamma \geqslant \frac{1}{2} \mathcal{Q}^{s}$ and that if $\gamma=\frac{1}{2} \mathcal{Q}^{s}$ then $k \geqslant m_{s}-1$, in the statement of Theorem 9.1.

Loss of smoothness of the heat kernel. The conclusion of Lemma 6.1 (and Remark 6.7) in Section 6.4.2 fails if $D$ is not $\mathscr{S}$-nilpotentizable: given any $j \in \mathbb{N}^{*}$, it is not true anymore that $e_{\tau \leqslant j}^{q_{\leqslant j}}(1, y, y)$ can be extended to a smooth function of $\tau_{\leqslant j} \in[-1,1]^{j}$, equal to $\widehat{e}^{q_{\leqslant j}}(1, y, y)$ (nilpotentized heat kernel) at $\tau_{\leqslant j}=(0, \ldots, 0)$. Therefore, the functions $G$ defined by (43), $G_{1}$ defined by (60), $G_{2}$ defined by (61), and $G_{j}$ in (63), may fail to have a smooth extension, and thus Propositions D. 1 or D. 2 in Appendix D cannot be applied directly to estimate the integrals (64).

We recall that, by definition, $e_{\tau \leqslant j}^{q_{\leqslant j}}$ is the heat kernel generated by the sR Laplacian corresponding to the $m$-tuple of vector fields $X_{\tau_{\leqslant j}}^{q_{\leqslant j}}=\tau_{1} \cdots \tau_{j}\left(\delta_{\tau_{1}}^{q_{1}} \circ \cdots \circ \delta_{\tau_{j}}^{q_{j}}\right)^{*} X$ (see (39) in Section 6.4.2). In the absence of nilpotentizability, $X_{\tau \leqslant j}^{q_{\leqslant j}}$ does not depend smoothly on its arguments.

Actually, as alluded above, we are going to show that, in the non-nilpotentizable case, $e_{\tau \leqslant j}^{q_{\tau j}}(1, y, y)$ may blow up as $\tau_{1} \cdots \tau_{j} \rightarrow 0$, with an asymptotics that is given "piecewise" as a fractional monomial in the $\tau_{i}$ (see Lemma 9.1 in the next section). Knowing this asymptotics will enable us to estimate the integral (64).

Problem of smooth parametrization. The manifold $\mathcal{S}^{n-k_{j-1}-1} \cap\left(\mathscr{S}_{j}\right)_{\tau<j}^{q_{<j}}$ is constructed by induction on $j \in\{2, \ldots, p+1\}$. Recall that, by definition,

$$
\left(\mathscr{S}_{j}\right)_{\tau<j}^{q_{<j}}=\left(\mathscr{S}_{j}\right)_{\tau<j}^{q_{<j}}=\left(\delta_{\tau_{j}}^{q_{j-1}}\right)^{-1}\left(\left(\mathscr{S}_{j}\right)_{\tau_{1}, \ldots, \tau_{j-2}}^{q_{1}, \ldots, q_{j-2}}\right)=\left(\delta_{\tau_{1}}^{q_{1}} \circ \cdots \circ \delta_{\tau_{j-1}}^{q_{j-1}}\right)^{-1}\left(\mathscr{S}_{j}\right)
$$

with $\left.\delta_{\tau_{i}}^{q_{i}}=\left(\psi^{q_{i}}\right)^{-1} \circ \delta_{\tau_{i}}\right)$, where $\psi^{q_{i}}$ is a chart of privileged coordinates at $q_{i}$.
For $j=2$, we consider $X_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}=\left(\delta_{\tau_{2}}^{q_{2}}\right)^{*} X_{\tau_{1}}^{q_{1}}=\left(\delta_{\tau_{1}}^{q_{1}} \circ \delta_{\tau_{2}}^{q_{2}}\right)^{*} X$ for $\tau_{1}, \tau_{2} \in(0,1], q_{1} \in \mathscr{S}_{1}$ and $q_{2} \in \mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{1}\right)_{\tau_{1}}^{q_{1}}$. Extending the $m$-tuple $X_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}$ at $\tau_{1}=0$ requires to find a parametrization of the manifold $\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{1}\right)_{\tau_{1}}^{q_{1}}$ that can be extended at $\tau_{1}=0$ and that depends at least piecewise smoothly on $\tau_{1} \in[0,1]$ and $q_{1} \in \mathscr{S}_{1}$. But, when nilpotentizability fails, it is not true anymore that $\left(\mathscr{S}_{1}\right)_{\tau_{1}}^{q_{1}}$ is diffeomorphic to $\widehat{\mathscr{S}}_{1}^{q_{1}}$, uniformly with respect to $\tau_{1} \in(0,1]$ : in Example 6.1 (given at the beginning of Section 6.4), we have $\mathscr{S}_{\tau}^{q}=\{(0,0)\}$ for every $\tau>0$ but $\widehat{\mathscr{S}}^{q}=\left\{x_{1}=0\right\}$. Let us give another example where, in contrast, we have $\widehat{\mathscr{S}}^{q_{1}}=\emptyset$ while $(\mathscr{S})_{\tau}^{q_{1}} \neq \emptyset$ for $\tau>0$.

Example 9.1. Following [40, Example 6.5], consider the sR case in $\mathbb{R}^{5}$ generated by

$$
X_{1}=\partial_{x_{1}}, \quad X_{2}=\partial_{x_{2}}+x_{1} \partial_{x_{3}}+x_{1}^{2} \partial_{x_{5}}, \quad X_{3}=\partial_{x_{4}}+\left(x_{1}^{k}+x_{2}^{k}\right) \partial_{x_{5}}
$$

for $k \geqslant 2$. We have $\mathscr{S}=\left\{x_{1}=x_{2}=0\right\}$ (equisingular), $\mathcal{Q}^{\mathscr{S}}=6$ and $\mathcal{Q}^{M \backslash \mathscr{S}}=7$. Taking $q_{1}=(0,0,0,0,0)$, for every $\tau \neq 0$ we have $\left(X_{1}\right)_{\tau}^{q_{1}}=X_{1},\left(X_{2}\right)_{\tau}^{q_{1}}=X_{2}$ and $\left(X_{3}\right)_{\tau}^{q_{1}}=\partial_{x_{4}}+$ $\tau^{k-2}\left(x_{1}^{k}+x_{2}^{k}\right) \partial_{x_{5}}$, hence $(\mathscr{S})_{\tau}^{q_{1}}=\mathscr{S}=\left\{x_{1}=x_{2}=0\right\}$. However, for $\tau=0$ we find ${\widehat{X_{1}}}^{q_{1}}=X_{1}$, ${\widehat{X_{2}}}^{q_{1}}=X_{2}$ and ${\widehat{X_{3}}}^{q_{1}}=\partial_{x_{4}}$ if $k \geqslant 3$ (while ${\widehat{X_{3}}}^{q_{1}}=\partial_{x_{4}}+\left(x_{1}^{2}+x_{2}^{2}\right) \partial_{x_{5}}$ if $k=2$ ), hence $\widehat{\mathscr{S}}^{q_{1}}=\emptyset$ if $k \geqslant 3$, meaning that the nilpotentization at $q_{1}$ is equiregular.

Moreover, once an adequate parametrization of $\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{1}\right)_{\tau_{1}}^{q_{1}}$ in function of $\tau_{1} \in[0,1]$ (giving a sense to the limit at $\tau_{1}=0$ ) and $q_{1} \in \mathscr{S}_{1}$ has been found, in order to define $X_{\tau_{1}, \tau_{2}}^{q_{q_{2}}}$ and compute an expansion of it for small $\tau_{1}$ and $\tau_{2}$, we have to define $\delta_{\tau_{2}}^{q_{2}}=\left(\psi^{q_{2}}\right)^{-1} \circ \delta_{\tau_{2}}$, which requires to construct a chart of privileged coordinates $\psi^{q_{2}}$ at any $q_{2} \in \mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{1}\right)_{\tau_{1}}^{q_{1}}$ that does not degenerate as $\tau_{1} \rightarrow 0$, i.e., such that its Jacobian remains positive and bounded.

Finally, once all these problems have been solved, one has to estimate, by induction, the asymptotics of the heat kernel $e_{\tau \leqslant j}^{q_{\leqslant j}}(1, y, y)$ as $\tau_{1} \cdots \tau_{j} \rightarrow 0$ and infer the small-time asymptotics of the integrals (64).

### 9.2.3 The key lemma

The lemma hereafter is the key result to establish Theorem 9.1. A mapping $F$ defined on a smooth finite-dimensional manifold $P$ is said to be piecewise smooth if $P$ is Whitney stratified and $F$ is
smooth on every stratum of maximal dimension (up to the boundary), i.e., $P$ is the closure of the finite union of disjoint open smooth submanifolds of $P$ and $F$ is has a smooth extension on an open set containing the closure of every such submanifold.

Lemma 9.1. We set $N_{1}=\mathscr{S}_{1}, \theta_{1}=q_{1}, \tau=\left(\tau_{1}, \ldots, \tau_{p}\right)$ and $\theta=\left(\theta_{1}, \ldots, \theta_{p}\right)$. For every $j \in\{2, \ldots, p+1\}$, there exists a piecewise smooth parametrization of $\mathcal{S}^{n-k_{j-1}-1} \cap\left(\mathscr{S}_{j}\right)_{\tau<j}^{q_{<j}}$ given as follows: there exists a smooth compact manifold $N_{j}$ of dimension $k_{j}-k_{j-1}-1$ and a piecewise smooth mapping $\left(\tau_{<j}, \theta_{<j}, \theta_{j}\right) \mapsto q_{j}\left(\tau_{<j}, \theta_{<j}, \theta_{j}\right)$ on $[0,1]^{j-1} \times N_{<j} \times N_{j}$ such that

$$
q_{j}\left(\tau_{<j}, \theta_{<j}, N_{j}\right)=\mathcal{S}^{n-k_{j-1}-1} \cap\left(\mathscr{S}_{j}\right)_{\tau<j}^{q_{<j}} \quad \forall \tau_{<j} \in(0,1]^{j-1} \quad \forall \theta_{<j} \in N_{<j}
$$

For every $j \in\{1, \ldots, p\}$, we define

$$
\begin{equation*}
\mathcal{D}_{j+1}=\left\{\left(t, \tau_{\leqslant j}\right) \in(0,1]^{j+1} \mid \sqrt{t} \leqslant \tau_{1} \cdots \tau_{j} \leqslant 1\right\} \tag{65}
\end{equation*}
$$

Denoting for short $q_{j}=q_{j}\left(\tau_{<j}, \theta_{\leqslant j}\right)$, we consider the function

$$
\begin{equation*}
e_{\substack{\leqslant j \\ \tau_{1}, \frac{\sqrt{t}}{\tau_{1} \cdots \tau_{j}}}}^{q_{\leqslant j}, q_{j+1}}(1, y, y) \tag{66}
\end{equation*}
$$

of $\left(t, \tau_{\leqslant j}\right) \in \mathcal{D}_{j+1}$, of $\theta_{\leqslant j+1} \in N_{\leqslant j+1}$ and of $y \in W$ where $W$ is a relatively compact open neighborhood of 0 in $\mathbb{R}^{n}$. The set $\mathcal{D}_{j+1} \times N_{\leqslant j+1} \times W$ is the closure of the finite union of disjoint open smooth submanifolds, the projection onto $(0,1]^{j+1}$ of each of them having the (cylindrical) form

$$
\begin{aligned}
a_{0}\left(\theta_{\leqslant j+1}, y\right) & <t<b_{0}\left(\theta_{\leqslant j+1}, y\right) \\
a_{i}\left(t, \tau_{<i}, \theta_{\leqslant j+1}, y\right) & <\tau_{i}<b_{i}\left(t, \tau_{<i}, \theta_{\leqslant j+1}, y\right), \quad i=1, \ldots, j,
\end{aligned}
$$

for some smooth functions $a_{i}$ and $b_{i}$ such that $0 \leqslant a_{i}(\cdot)<b_{i}(\cdot) \leqslant 1$ for every $i \in\{0, \ldots, j\}$, with either $a_{i}(\cdot)>0$ or $a_{i}(\cdot) \equiv 0$, having a Puiseux expansion with respect to $t$ near $t=0$ at any order with coefficients that are smooth functions of $\left(\tau_{<i}, \theta_{\leqslant j+1}, y\right)$, and in each such submanifold the function (66) can be written as

$$
\begin{equation*}
t^{-\ell^{\prime} / 2} \prod_{i=1}^{j} \tau_{i}^{\alpha_{i}} F\left(t^{1 / \ell},\left(\frac{a_{i}\left(t, \tau_{<i}, \theta_{\leqslant j+1}, y\right)}{\tau_{i}}\right)_{1 \leqslant i \leqslant j}^{1 / \ell_{i}},\left(\frac{\tau_{i}}{b_{i}\left(t, \tau_{<i}, \theta_{\leqslant j+1}, y\right)}\right)_{1 \leqslant i \leqslant j}^{1 / \ell_{i}}, \theta_{\leqslant j+1}, y\right) \tag{67}
\end{equation*}
$$

for some $\ell^{\prime} \in \mathbb{N}, \alpha_{1}, \ldots, \alpha_{j} \in \mathbb{Q}, \ell, \ell_{1}, \ldots, \ell_{j} \in \mathbb{N}^{*}$, and some positive $C^{\infty}$ function $F$ defined on an open set containing $[0,1]^{1+2 j} \times N_{\leqslant j+1} \times W$.

What is important in this lemma is that, in each submanifold of the partition, the function $F$ is smooth up to the boundary of the submanifold and is bounded below and above by a positive constant. Note that, when $t \rightarrow 0$ and $\tau_{\leqslant j} \rightarrow 0$, the limit value of $F(\star)$ in (67) depends on those of the ratios $a_{i}\left(t, \tau_{<i}, \theta_{\leqslant j+1}, y\right) / \tau_{i}$ and $\tau_{i} / b_{i}\left(t, \tau_{<i}, \theta_{\leqslant j+1}, y\right)$. Hence, the term $F(\star)$ in (67) is not a piecewise smooth function of $\left(t, \tau_{\leqslant j}, \theta_{\leqslant j+1}, y\right)$ in the closure of the submanifold. In some sense, $F(\star)$ plays the role of an angle in polar coordinates, and for each fixed "angle" the asymptotics of $e_{\tau_{\leqslant j}, \frac{\sqrt{t}}{\tau_{1} \cdots \tau_{j}}}^{q_{\leqslant j}, q_{j+1}}(1, y, y)$ as $t \rightarrow 0$ and $\tau_{\leqslant j} \rightarrow 0$ is the fractional monomial $t^{-\ell^{\prime} / 2} \prod_{i=1}^{j} \tau_{i}^{\alpha_{i}}$ multiplied by a positive constant. Lemma 9.1 thus provides a kind of desingularization of the heat kernel.

Lemma 9.1 is proved in Section 9.3, where we establish more precise results, based on subanalytic geometry and in particular on subanalytic cell preparation theorems (see Appendix E), showing that any subanalytic function can be written as a locally fractional normal crossings form in adequate cells partitioning the manifold, i.e., in each cell, as the product of a fractional monomial with a unit analytic function. The prepared form (67) is a bit technical (anyway, this is the nature of things) but is adequately devised to infer the small-time asymptotics of the integrals (64), as shown hereafter.

### 9.2.4 End of the proof of Theorem 9.1

Thanks to Lemma 9.1, we can establish Theorem 9.1.
For $p=1$, it follows from Lemma 9.1 that $K(t)$ (given by (42)) is a finite sum of integrals over submanifolds of $\mathscr{S}_{1} \times \mathcal{S}^{n-k_{1}-1}$ of integrals of the form

$$
\frac{1}{t^{\left(\mathcal{Q}^{M \backslash \mathscr{S}}+\ell^{\prime}\right) / 2}} \int_{a_{1}\left(t, q_{1}, \sigma\right)}^{b_{1}\left(t, q_{1}, \sigma\right)} \tau_{1}^{\beta_{1}} F\left(t^{1 / \ell},\left(\frac{a_{1}\left(t, q_{1}, \sigma\right)}{\tau_{1}}\right)^{1 / \ell_{1}},\left(\frac{\tau_{1}}{b_{1}\left(t, q_{1}, \sigma\right)}\right)^{1 / \ell_{1}}, q_{1}, \sigma\right) d \tau_{1}
$$

for some $\ell^{\prime} \in \mathbb{N}, \beta_{1} \in \mathbb{Q}$ and some smooth function $F$. Using that $a_{1}$ and $b_{1}$ have Puiseux expansions with respect to $t$ at $t=0$, with coefficients that are smooth functions of $q_{1}$ and $\sigma$, by an easy adaptation of the proof of Proposition D. 1 in Appendix D, such integrals have an infinite-order asymptotic expansion as $t \rightarrow 0$ of the form

$$
\frac{1}{t^{\gamma}} \sum_{j=1}^{+\infty}\left(c_{j}\left(q_{1}, \sigma\right) t^{j / \ell}|\ln t|+d_{j}\left(q_{1}, \sigma\right) t^{j / \ell}\right)+\mathrm{O}\left(t^{\infty}\right)
$$

for some $\gamma \in \mathbb{Q}$ and some smooth functions $c_{j}$ and $d_{j}$. The result follows.
For $p \geqslant 2$, we have to estimate integrals (64), which are finite sums of integrals of the form

$$
\frac{1}{t^{\left(\mathcal{Q}^{M \backslash \mathscr{S}}+\ell^{\prime}\right) / 2}} \int_{\sqrt{t}}^{1} \tau_{1}^{\beta_{1}} \int_{\frac{\sqrt{t}}{\tau_{1}}}^{1} \tau_{2}^{\beta_{2}} \cdots \int_{\frac{\sqrt{t}}{\tau_{1} \cdots \tau_{j-1}}}^{1} \tau_{j}^{\beta_{j}} F(\star) d \tau_{j} \cdots d \tau_{2} d \tau_{1}
$$

for some $\ell^{\prime} \in \mathbb{N}, \beta_{i} \in \mathbb{Q}$, where $F(\star)$ is like in (67). Integrating iteratively as in the proof of Proposition D. 2 in Appendix D.2, we obtain the result. A new occurence of $|\ln t|$ may (only) occur each time we integrate with respect to a parameter $\tau_{i}$, whence $k \leqslant p_{\max }$ in the theorem.

Remark 9.2. The above argument of proof is close to that done in [59, Théorème 1], in [27, Theorem 1.3 and Section 8] or in [73, Corollary 6.4], where it is shown that parametric integrals of globally subanalytic functions are log-analytic functions of order at most 1 (see [58]), meaning that they can always be written, piecewise, as sums of products of globally subanalytic functions and their logarithms and thus can be expanded exactly like in the theorem.

### 9.3 Proof of Lemma 9.1

As alluded above, the proof of Lemma 9.1 uses some results of subanalytic geometry that are recalled in Appendix E. The reader is thus invited to read this appendix before going through the details of the present section. Since the proof of Lemma 9.1 also provides an algorithmic way to compute the trace asymptotics, we also give, along the steps of the proof, a number of examples. As a remark, we will also see in Section 9.3.5 that Lemma 9.1 allows us to recover the exponential estimates (88) (see Appendix A.8.3) for the sR heat kernel.

The strategy is in three steps. We first show how to parametrize the manifold $\mathcal{S}^{n-k_{j-1}-1} \cap$ $\left(\mathscr{S}_{j}\right)_{\tau<j}^{q_{<j}}$, for $j \in\{2, \ldots, p+1\}$, in a subanalytic way. Second, we prove that there exists a "uniform" chart of privileged coordinates at any point $q_{j} \in \mathcal{S}^{n-k_{j-1}-1} \cap\left(\mathscr{S}_{j}\right)_{\tau_{<j}}^{q_{<j}}$, "uniform" in the sense that its Jacobian does not tend to 0 nor blow up as the $\tau_{i}$ converge to 0 , in which the $m$-tuple of vector fields $X_{\tau \leqslant j}^{q \leqslant j}$ depends subanalytically on its parameters: in other words, we perform a desingularization of $X_{\tau \leqslant j}^{q_{\leqslant j}}$, in each cell of a subanalytic cell decomposition. Finally, in each cell, we infer the asymptotics of the heat kernel $e_{\tau \leqslant j}^{q_{\leqslant j}}(1, y, y)$ as $\tau_{1} \cdots \tau_{j} \rightarrow 0$.

### 9.3.1 Subanalytic parametrization of $\mathcal{S}^{n-k_{j-1}-1} \cap\left(\mathscr{S}_{j}\right)_{\tau<j}^{q_{\ll j}}$

Since $\mathscr{S}_{j}$ is a globally subanalytic and analytic submanifold of $M$ (with $\operatorname{dim} \mathscr{S}_{j}=k_{j}$ ) whose closure contains the lower dimensional strata $\mathscr{S}_{1}, \ldots, \mathscr{S}_{j-1}$, for all $\left(\tau_{1}, \ldots, \tau_{j-1}\right) \in(0,1]^{j-1}$ the set $\mathcal{S}^{n-k_{j-1}-1} \cap\left(\mathscr{S}_{j}\right)_{\tau_{<j}}^{q_{<j}}$ is a globally subanalytic and analytic submanifold of $\mathcal{S}^{n-k_{j-1}-1}$ of topological dimension $k_{j}-k_{j-1}-1$.
Lemma 9.2. We set $N_{1}=\mathscr{S}_{1}, \theta_{1}=q_{1}, \tau=\left(\tau_{1}, \ldots, \tau_{p}\right)$ and $\theta=\left(\theta_{1}, \ldots, \theta_{p}\right)$. For every $j \in\{1, \ldots, p+1\}$, there exist a real analytic compact manifold $N_{j}$ of dimension $k_{j}-k_{j-1}-1$ and a bounded globally subanalytic mapping $\left(\tau_{<j}, \theta_{<j}, \theta_{j}\right) \mapsto q_{j}\left(\tau_{<j}, \theta_{<j}, \theta_{j}\right)$ on $[0,1]^{j-1} \times N_{<j} \times N_{j}$ such that

$$
q_{j}\left(\tau_{<j}, \theta_{<j}, N_{j}\right)=\mathcal{S}^{n-k_{j-1}-1} \cap\left(\mathscr{S}_{j}\right)_{\tau<j}^{q_{<j}} \quad \forall \tau_{<j} \in(0,1]^{j-1} \quad \forall \theta_{<j} \in N_{<j}
$$

Proof. For $j=1$ there is nothing to prove. For $j=2$, let us prove that there exist a real analytic compact manifold $N_{2}$ of dimension $k_{2}-k_{1}-1$ and a bounded globally subanalytic mapping $\left(\tau_{1}, q_{1}, \theta_{2}\right) \mapsto q_{2}\left(\tau_{1}, q_{1}, \theta_{2}\right)$ on $[0,1] \times \mathscr{S}_{1} \times N_{2}$ such that $q_{2}\left(\tau_{1}, q_{1}, N_{2}\right)=\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}$ for all $\tau_{1} \in(0,1]$ and $q_{1} \in \mathscr{S}_{1}$. We consider the globally subanalytic compact subset $X$ of $[0,1] \times \mathscr{S}_{1} \times \mathbb{R}^{n}$ defined as the closure of the set of all $\left(\tau_{1}, q_{1}, x\right) \in(0,1] \times \mathscr{S}_{1} \times \mathbb{R}^{n}$ such that $x \in \mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}$. Given any $\tau \in(0,1]$ and $q_{1} \in \mathscr{S}_{1}$, the fiber $X_{\tau_{1}, q_{1}}=\left\{x \in \mathbb{R}^{n} \mid \quad\left(\tau_{1}, q_{1}, x\right) \in X\right\}$ is exactly $\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}$. Applying Lemma E. 1 in Appendix E. 2 with $P=[0,1] \times \mathscr{S}_{1}, p=1+k_{1}$ and $k=k_{2}-k_{1}-1$, the claim follows. A straightforward induction, using the same argument, gives the lemma.

Taking $j=2$ to simplify, it is interesting to note that the mapping $\left(\tau_{1}, q_{1}, \theta_{2}\right) \mapsto q_{2}\left(\tau_{1}, q_{1}, \theta_{2}\right)$ may fail to be analytic in $\tau_{1}$ at $\tau_{1}=0$. Anyway, it follows from the subanalytic preparation theorem recalled in Appendix E that there exists a subanalytic cell decomposition of $[0,1] \times \mathscr{S}_{1} \times N_{2}$ such that, in each cell of maximal dimension, we can write $q_{2}\left(\tau_{1}, q_{1}, \theta_{2}\right)=\sum_{i \in \mathbb{N}} a_{i}\left(q_{1}, \theta_{2}\right) \tau_{1}^{i / \ell_{1}}$ for some $\ell_{1} \in \mathbb{N}^{*}$, i.e., $q_{2}\left(\cdot, q_{1}, \theta_{2}\right)$ can be expanded as a convergent Puiseux series in $\tau_{1}$ with analytic coefficients (see also [74]). Here, a nontrivial integer $\ell_{1}$ comes into the picture and cannot in general be avoided, as shown in Example 9.2 below. This is in contrast with the nilpotentizable case where the dependence in $\tau_{1}$ was smooth at $\tau_{1}=0$. Note also that, due to analyticity, this is a rational power of $\tau_{1}$, and not, for instance, a flat term in $\tau_{1}$ as this could be in non-analytic non-nilpotentizable cases (see Section 9.4).

Example 9.2. Consider the Baouendi-Grushin case with a tangency point (see Section 7.5), whose local model in privileged coordinates $\left(x_{1}, x_{2}\right)$ at $q_{1}=(0,0) \in \mathbb{R}^{2}$ is given by $X_{1}=\partial_{x_{1}}$ and $X_{2}=$ $\left(x_{1}^{2}-x_{2}\right) \partial_{x_{2}}$. We have $\mathscr{S}=\mathscr{S}_{1} \cup \mathscr{S}_{2}$ with $\mathscr{S}_{1}=\left\{q_{1}\right\}$ and $\mathscr{S}_{2}=\left\{x_{2}=x_{1}^{2}, x_{1} \neq 0\right\}$ (equisingular smooth strata), and the sR weights along these strata are $w_{1}^{q_{1}}(D)=1$ and $w_{2}^{q_{1}}(D)=3, w_{1}^{\mathscr{S}_{2}}(D)=1$ and $w_{2}^{\mathscr{S}_{2}}(D)=2$, while outside of $\mathscr{S}$ the sR structure is Riemannian. For every $\tau_{1} \neq 0$, we have $\left(X_{1}\right)_{\tau_{1}}^{q_{1}}=\partial_{x_{1}}$ and $\left(X_{2}\right)_{\tau_{1}}^{q_{1}}=\left(x_{1}^{2}-\tau_{1} x_{2}\right) \partial_{x_{2}}$, hence $\mathscr{S}_{\tau_{1}}^{q_{1}}=\left(\mathscr{S}_{1}\right)_{\tau_{1}}^{q_{1}} \cup\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}$ with $\left(\mathscr{S}_{1}\right)_{\tau_{1}}^{q_{1}}=\{(0,0)\}$ and $\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}=\left\{x_{1}^{2}=\tau_{1} x_{2}, x_{1} \neq 0\right\}$. For $\tau_{1}=0$, we have ${\widehat{X_{1}}}^{q_{1}}=\partial_{x_{1}}$ and $\widehat{X}_{2}^{q_{1}}=x_{1}^{2} \partial_{x_{2}}$ and thus $\widehat{\mathscr{S}}^{q_{1}}=\left\{x_{1}=0\right\}$ (equisingular submanifold).

Here, $\mathcal{S}^{n-k_{1}-1} \cap\left(\mathscr{S}_{2}\right)_{\tau_{1}}^{q_{1}}$ is reduced to the single point $q_{2}\left(\tau_{1}\right)=\left(x_{1}\left(\tau_{1}\right), x_{2}\left(\tau_{1}\right)\right)$, and an obvious argument shows that $x_{1}(\cdot)$ and $x_{2}(\cdot)$ are analytic functions of $\sqrt{\tau_{1}}$, near $\tau_{1}=0$ and for $\tau_{1} \geqslant 0$, and we have $x_{1}\left(\tau_{1}\right) \sim \sqrt{\tau_{1}}$ and $x_{2}\left(\tau_{1}\right) \sim 1$ as $\tau_{1} \rightarrow 0^{+}$. Hence, here, $\ell_{1}=2$.

More generally, according to Lemma 9.2, the picture is the following: given any fixed $\theta_{\leqslant j} \in$ $N_{\leqslant j}$, the curve $\tau_{<j} \mapsto q_{j}\left(\tau_{<j}, \theta_{\leqslant j}\right)$ on $\mathcal{S}^{n-k_{j-1}-1} \cap\left(\mathscr{S}_{j}\right)_{\tau_{<j}}^{q_{<j}}\left(\right.$ for $\left.\tau_{1} \cdots \tau_{j-1}>0\right)$ has an extension at $\tau_{1} \cdots \tau_{j-1}=0$, which is globally subanalytic. In particular, there exists a subanalytic cell decomposition of $[0,1]^{j-1} \times N_{\leqslant j}$ such that, in each cell of maximal dimension, we can write $q_{j}\left(\tau_{<j}, \theta_{\leqslant j}\right)$ as the product of $\prod_{i=1}^{j-1} \tau_{i}^{\alpha_{i}}$ with a unit function (i.e., not vanishing), for some $\alpha_{i} \in \mathbb{Q}$.

### 9.3.2 Desingularization of $X_{\tau \leqslant j}^{q_{\leqslant j}}$ in subanalytic cells

In this section, we are going to define $X_{\tau \leqslant j}^{q_{\leqslant j}}$ by induction on $j \in\{2, \ldots, p+1\}$ and show how it can be desingularized in each cell of a subanalytic cell decomposition.

Preliminary remark. In particular, we are going to construct, by induction on $j$, a system of privileged coordinates at $q_{j}=q_{j}\left(\tau_{<j}, \theta_{\leqslant j}\right)$, depending subanalytically on $\left(\tau_{<j}, \theta_{\leqslant j}\right)$ and not degenerating as $\tau_{1} \cdots \tau_{j} \rightarrow 0$. Starting with $j=2$, the first (naive) guess is to take exponential coordinates of the first or second kind (see Appendix A.5.2) with an adapted frame consisting of iterated Lie brackets of $X_{\tau_{1}}^{q_{1}}$, but this may fail because the resulting system of coordinates may degenerate as $\tau_{1} \rightarrow 0$, as shown in the following example.

Example 9.3. Consider again Example 9.2 (Baouendi-Grushin case with a tangency point), with $q_{2}=q_{2}\left(\tau_{1}\right)=\left(\sqrt{\tau_{1}}, 1\right)$ to simplify. We have $\left[\left(X_{1}\right)_{\tau_{1}}^{q_{1}},\left(X_{2}\right)_{\tau_{1}}^{q_{1}}\right](x)=2 x_{1} \partial_{x_{2}}$, whose value at $q_{2}$ is $2 \sqrt{\tau_{1}} \partial_{x_{2}}$. For every $\tau_{1}>0$, the frame $\left.\left(\left(X_{1}\right)_{\tau_{1}}^{q_{1}}\right),\left[\left(X_{1}\right)_{\tau_{1}}^{q_{1}},\left(X_{2}\right)_{\tau_{1}}^{q_{1}}\right]\right)$ is adapted to the sR flag of $D_{\tau_{1}}^{q_{1}}$ at $q_{2}$ but the corresponding change of privileged exponential coordinates

$$
x=\exp \left(y_{1}\left(X_{1}\right)_{\tau_{1}}^{q_{1}}\right) \circ \exp \left(y_{2}\left[\left(X_{1}\right)_{\tau_{1}}^{q_{1}},\left(X_{2}\right)_{\tau_{1}}^{q_{1}}\right]\right)\left(q_{2}\right)
$$

degenerates when $\tau_{1} \rightarrow 0$ in the sense that its Jacobian tends to 0 .
Here, instead, we can choose another adapted frame yielding a system of privileged coordinates at $q_{2}$ that depends smoothly on $\sqrt{\tau_{1}}$ as $\tau_{1} \rightarrow 0$ : we simply take the adapted frame $\left(\partial_{x_{1}}, \partial_{x_{2}}\right)$, noticing that $\partial_{x_{2}}=\frac{1}{2 \sqrt{\tau_{1}}}\left[\left(X_{1}\right)_{\tau_{1}}^{q_{1}},\left(X_{2}\right)_{\tau_{1}}^{q_{1}}\right]\left(q_{2}(\tau)\right)$ for $\tau_{1}>0$. The resulting privileged coordinates are then $y_{1}=x_{1}-\sqrt{\tau_{1}}, y_{2}=x_{2}-1$, and we have $\left(X_{1}\right)_{\tau_{1}}^{q_{1}}(y)=\partial_{y_{1}}$ and $\left(X_{2}\right)_{\tau_{1}}^{q_{1}}(y)=\left(2 \sqrt{\tau_{1}} y_{1}+\right.$ $\left.y_{1}^{2}-\tau_{1} y_{2}\right) \partial_{y_{2}}$. For $\tau_{1}>0$, the sR structure generated by $X_{\tau_{1}}^{q_{1}}$ is of Baouendi-Grushin type, hence the sR weights at $(0,0)$ are $w_{1}=1, w_{2}=2$ and thus $\left(X_{1}\right)_{\tau_{1}, \tau_{2}}^{q_{1}}, q_{2}(y)=\partial_{y_{1}}$ and $\left(X_{2}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(y)=$ $\left(2 \sqrt{\tau_{1}} y_{1}+\tau_{2} y_{1}^{2}-\tau_{1} \tau_{2} y_{2}\right) \partial_{y_{2}}$. We observe that, in the privileged coordinates $y, X_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}$ depends analytically on $\sqrt{\tau_{1}}$ and on $\tau_{2}$.

Volume of $X_{\tau \leqslant j}^{q_{\leqslant j}}$. As the $m$-tuple $X_{\tau \leqslant j}^{q_{\leqslant j}}$ will be constructed by induction, we will consider its "volume" $\mathrm{V}_{\tau \leqslant j}^{q_{\leqslant j}}$, defined as follows.

In Appendix A.6, it is recalled how to associate to any $m$-tuple $Y=\left(Y_{1}, \ldots, Y_{m}\right)$ of vector fields on $\mathbb{R}^{n}$ endowed with its Lebesgue measure $m$, the function $\mathrm{v}_{m}^{x, \rho}\left(Y_{1}, \ldots, Y_{m}\right)$ of $x \in \mathbb{R}^{n}$ and of $\rho>0$, defined by (82), that is bounded above and below, up to scaling, by the volume $m\left(\mathrm{~B}_{\mathrm{sR}}(x, \rho)\right)$ of the sR ball of center $x$ and radius $\rho$, uniformly with respect to $x$ in a compact subset of $\mathbb{R}^{n}$ and to $\rho \in(0,1]$ (see (83)). Considering the sR heat kernel $e$ associated with the sR Laplacian corresponding to $Y$, the latter fact, combined with the exponential estimate (88) recalled in Appendix A.8.3, implies that $\mathrm{v}_{m}^{x, \sqrt{\rho}}\left(X_{1}, \ldots, X_{m}\right) e(\rho, x, x)$ is bounded above and below by positive constants on any compact, uniformly with respect to $\rho \in(0,1]$. Here, $\rho$ plays the role of a small parameter.

Let us apply this fact to $Y=X_{\tau \leqslant j}^{q_{\leqslant j}}$ (constructed by induction in what follows) with $x=0$ and $\rho=1$. Following Appendix A.6, given any ordered set $I=\left(i_{1}, \ldots, i_{p}\right)$ of $p$ indices taken in $\{1, \ldots, m\}$, we consider the vector field $\left(X_{\tau \leqslant j}^{q_{\leqslant j}}\right)_{I}$ defined as the Lie bracket of vector fields $\left(X_{i_{j}}\right)_{\tau \leqslant j}^{q_{\leqslant j}}$ of length $p=|I|$ according to $I$. Finally, we define

$$
\begin{equation*}
\mathrm{V}_{\tau \leqslant j}^{q_{\leqslant j}}=\mathrm{v}_{m}^{0,1}\left(X_{\tau \leqslant j}^{q_{\leqslant j}}\right) \tag{68}
\end{equation*}
$$

for all $\tau_{1}, \ldots, \tau_{j} \in(0,1], q_{1} \in \mathscr{S}_{1}$ and $q_{i} \in \mathcal{S}^{n-k_{i-1}-1} \cap\left(\mathscr{S}_{i}\right)_{\tau<i}^{q_{<i}}$, for $i \in\{2, \ldots, j\}$. Now, in (68), each $\tau_{i}$ plays the role of a small parameter.

Lemma 9.3. For every $j \in\{1, \ldots, p+1\}$, there exist relatively compact open neighborhoods $V_{j}$ and $W_{j}$ of 0 in $\mathbb{R}^{n}$ and a chart $\psi^{q_{j}}: V_{j} \rightarrow W_{j}$ of privileged coordinates at $q_{j}=q_{j}\left(\tau_{<j}, \theta_{\leqslant j}\right)$, depending subanalytically on $\left(\tau_{<j}, \theta_{\leqslant j}\right) \in[0,1]^{j-1} \times N_{\leqslant j}$, whose Jacobian is uniformly bounded above and below by positive constants on $[0,1]^{j-1} \times N_{\leqslant j} \times V_{j}$. In the chart $\psi^{q_{j}}$, the function $\mathrm{V}_{\tau \leqslant j}^{q_{\leqslant j}}$ and all coefficients of the m-tuple of vector fields $X_{\tau \leqslant j}^{q \leqslant j}$ have an extension at $\tau_{1} \cdots \tau_{j}=0$, and are bounded globally subanalytic functions of $\left(\tau_{\leqslant j}, \theta_{\leqslant j}, y\right) \in[0,1]^{j} \times N_{\leqslant j} \times W_{j}$.

By subanalyticity, there exists a subanalytic cell decomposition of $[0,1]^{j} \times N_{\leqslant j} \times W_{j}$ such that, in each cell, the $m$-tuple $X_{\tau \leqslant j}^{q_{\leqslant j}}$ depends analytically on $\left(\tau_{\leqslant j}, \theta_{\leqslant j}, y\right)$.

Proof. The proof is done by induction on $j$. There is nothing to prove for $j=1$. Let us assume that the result is true until the step $j-1$ and let us establish it at the step $j$.

Since $M$ is compact, let $\mathcal{Q}_{\max }$ be the maximum of $\mathcal{Q}^{M}(q)$ over all $q \in M$. Using the notations of Appendix A.6, we consider the finite set $\mathscr{X}_{\tau<j}^{q_{<j}}$ of all $n$-tuples

$$
\mathrm{X}_{\tau<j}^{q_{<j}}=\left(\left(X_{\tau<j}^{q_{<j}}\right)_{I_{1}}, \ldots,\left(X_{\tau_{<j}}^{q_{<j}}\right)_{I_{n}}\right)
$$

such that $\left|\mathrm{X}_{\tau_{<j}}^{q_{<j}}\right|=\sum_{i=1}^{n}\left|I_{i}\right| \leqslant \mathcal{Q}_{\text {max }}$.
Using the induction assumption, let $\mathcal{F}$ be the finite set of globally subanalytic functions of $\left(\tau_{<j}, \theta_{<j}, y\right) \in[0,1]^{j-1} \times N_{<j} \times W_{j-1}$, consisting of the function $\mathrm{V}_{\tau_{<j}}^{q<j}$ (which does not depend on $y$ ) and of all coefficients of all vector fields of the frames $\mathrm{X}_{\tau<j}^{q_{<j}} \in \mathscr{X}_{\tau_{<j}}^{q_{<j}}$. We consider all these functions in a neighborhood $W_{j}$ of the point $q_{j}=q_{j}\left(\tau_{<j}, \theta_{<j}, \theta_{j}\right)$, with $\theta_{j} \in N_{j}$, given by Lemma 9.2. The elements of $\mathcal{F}$ are then globally subanalytic functions of $\left(\tau_{<j}, \theta_{\leqslant j}, y\right) \in[0,1]^{j-1} \times N_{\leqslant j} \times W_{j}$. By the subanalytic cell preparation theorem (see Appendix E), there exists a subanalytic cell decomposition of $[0,1]^{j-1} \times N_{\leqslant j} \times W_{j}$ such that, in each cell, each $f \in \mathcal{F}$ can be prepared with respect to $\tau_{<j}$ (we can choose $\zeta_{i}=0$ as a center, for every $i \in\{1, \ldots, j\}$ ) and written as the product of a fractional monomial $\prod_{i=1}^{j-1} \tau_{i}^{\alpha_{i}}$, for some $\alpha_{1}, \ldots, \alpha_{j} \in \mathbb{Q}$, with a unit (i.e., not vanishing in the cell) globally analytic and analytic function.

We remove from $\mathscr{X}_{\tau_{<j}}^{q_{<j}}$ all elements $\mathrm{X}_{\tau<j}^{q_{<j}}$ such that $\operatorname{det}\left(\mathrm{X}_{\tau<j}^{q_{<j}}\right)=0$ (they are the same for all $\left.\tau_{1}, \ldots, \tau_{j-1}>0\right)$ so that, now, every $\mathrm{X}_{\tau<j}^{q_{<j}} \in \mathscr{X}_{\tau<j}^{q_{<j}}$ is a frame at $q_{j}$, anyway not necessarily adapted to the sR flag.

In each cell, by definition of the volume, there exists a $n$-tuple $\left(Y_{1}, \ldots, Y_{n}\right) \in \mathscr{X}_{\tau_{<j}}^{q_{<j}}$ that is an adapted frame at $q_{j}$, whose determinant at 0 is equivalent to $\mathrm{V}_{\tau_{<j}}^{q_{<j}}$ as $\tau_{<j} \rightarrow 0$. This means that

$$
\begin{equation*}
Y_{k}=\prod_{i=1}^{j-1} \tau_{i}^{\beta_{k, i}} Z_{k} \quad \text { with } \quad Z_{k}=\tilde{Z}_{k}+\mathrm{o}(1) \quad \text { as } \quad \tau_{<j} \rightarrow 0 \tag{69}
\end{equation*}
$$

and the product of all $\tau_{i}^{\beta_{k, i}}$, for $1 \leqslant i \leqslant j-1$ and $1 \leqslant k \leqslant n$, is equivalent to $\mathrm{V}_{\tau<j}^{q_{<j}}$ as $\tau_{<j} \rightarrow 0$. Moreover, any coefficient of any vector field $Z_{k}$ can be written as the product of a monomial $\prod_{i=1}^{j-1} \tau_{i}^{\alpha_{i}}$, for some $\alpha_{1}, \ldots, \alpha_{j} \in \mathbb{Q} \cap[0,+\infty)$, with a unit (i.e., not vanishing in the cell) globally analytic and analytic function. Note that $Y_{k}=\left(X_{k}\right)_{\tau<j}^{q_{<j}}$ if $1 \leqslant k \leqslant m$. Since the $m$-tuple of vector fields $X_{\tau<j}^{q_{<j}}$ satisfies the Hörmander condition for all $\tau_{1}, \ldots, \tau_{j-1}>0$, with a uniform degree of nonholonomy, it follows that the $m$-tuple of vector fields $Z=\left(Z_{1}, \ldots, Z_{m}\right)$ satisfies the Hörmander condition with a uniform degree of nonholonomy. In this way, (69) provides a desingularization of $X_{\tau_{<j}}^{q_{<j}}$ in each cell of a subanalytic cell decomposition.

Now, in the cell, we define the privileged change of coordinates $y=\psi^{q_{j}}(x)=\exp \left(x_{1} Z_{1}\right) \circ$ $\cdots \circ \exp \left(x_{n} Z_{n}\right)(0)$. By construction, the Jacobian of $\psi^{q_{j}}$ at 0 is positive. Setting $(X)_{\tau \leqslant j}^{q_{\leqslant j}}=$ $\tau_{j}\left(\delta_{\tau_{j}}^{q_{j}}\right)^{*}(X)_{\tau<j}^{q_{<j}}$, the lemma follows.

Let us give several examples.

Example 9.4. In Example 9.3 (Baouendi-Grushin case with a tangency point), we have $\mathrm{V}_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}=$ $2 \sqrt{\tau_{1}}+2 \tau_{2},\left(X_{2}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}$ converges to 0 , but we see here that the set of all $\left(\tau_{1}, \tau_{2}\right) \in(0,1]^{2}$ has a partition in two cells, delimited by the (globally subanalytic) curve $\tau_{2}=\sqrt{\tau_{1}}$ :

- If $\sqrt{\tau_{1}}>\tau_{2}$ then $\left(X_{2}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(y)=\sqrt{\tau_{1}}\left(2 y_{1}+\frac{\tau_{2}}{\sqrt{\tau_{1}}} y_{1}^{2}-\sqrt{\tau_{1}} \tau_{2} y_{2}\right) \partial_{y_{2}}$ : the asymptotics is given by a smooth perturbation of a sR structure of Baouendi-Grushin type where the second vector field is multiplied by $\sqrt{\tau_{1}}$.
- If $\tau_{2}>\sqrt{\tau_{1}}$ then $\left(X_{2}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(y)=\tau_{2}\left(y_{1}^{2}+2 \frac{\sqrt{\tau_{1}}}{\tau_{2}} y_{1}-\frac{\tau_{1}}{\tau_{2}} y_{2}\right) \partial_{y_{2}}$ : the asymptotics is given by a smooth perturbation of a sR structure of 2-Baouendi-Grushin type where the second vector field is multiplied by $\tau_{2}$.
In each cell, the sR structure "resembles" either to a Baouendi-Grushin or to a 2-Baouendi-Grushin sR structure, multiplied by a rational power of $\tau_{i}$.

Example 9.5. Consider the sR structure of Example 6.1, and set $q_{1}=(0,0)$ and $q_{2}=(0,1)$. We have $\mathscr{S}_{1}=\left\{q_{1}\right\}$ and $\mathscr{S}_{2}=\mathbb{R}^{2} \backslash \mathscr{S}_{1}$. We obtain $\left(X_{1}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(y)=\partial_{y_{1}}$ and $\left(X_{2}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(y)=$ $\left(\tau_{2}^{2} y_{1}^{2}+\tau_{1}^{4}+2 \tau_{1}^{4} \tau_{2} y_{2}+\tau_{1}^{4} \tau_{2}^{2} y_{2}^{2}\right) \partial_{y_{2}}$. We have $\mathrm{V}_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}} \sim \tau_{1}^{4}+\tau_{2}^{2}$ as $\left(\tau_{1}, \tau_{2}\right) \rightarrow(0,0)$. The set of parameters $\left(\tau_{1}, \tau_{2}\right) \in(0,1]^{2}$ is decomposed in two cells, delimited by the (analytic) curve $\tau_{2}=\tau_{1}^{2}$ :

- If $\tau_{1}^{2}>\tau_{2}$ then $\left(X_{2}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(y)$ is a smooth perturbation of $\tau_{1}^{4} \partial_{y_{2}}$ (more precisely, the coefficient is written as the product of $\tau_{1}^{4}$ with a unit analytic function of $\left(\tau_{1}, \tau_{2}, \frac{\tau_{2}}{\tau_{1}^{2}}, y\right)$ ), i.e., the sR structure is a smooth perturbation of a Riemannian structure where the second vector field is multiplied by $\tau_{1}^{4}$.
- If $\tau_{2}>\tau_{1}^{2}$ then $\left(X_{2}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(y)$ is a smooth perturbation of $\tau_{2}^{2} y_{1}^{2} \partial_{y_{2}}$, i.e., the sR structure is a smooth perturbation of a 2-Baouendi-Grushin type where the second vector field is multiplied by $\tau_{2}^{2}$; similarly, we can factorize by $\tau_{2}^{2}$.
Example 9.6. Let us consider a "tower" of intricated Baouendi-Grushin cases with tangency points, with two "floors": we set $X_{1}=\partial_{x_{1}}, X_{2}=\left(x_{1}^{2}-x_{2}\right) \partial_{x_{2}}$ and $X_{3}=\left(x_{2}^{2}-x_{3}\right) \partial_{x_{3}}$. The singular set $\mathscr{S}=\left\{x_{1}^{2}=x_{2}\right\} \cup\left\{x_{2}^{2}=x_{3}\right\}$ consists of 7 equisingular strata. Setting $q_{1}=(0,0,0)$ and $q_{2}=\left(\tau_{1}^{3 / 4}, \tau_{1}^{1 / 2}, 1\right)$, we find

$$
\begin{aligned}
\left(X_{1}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(y)=\partial_{y_{1}}, \quad\left(X_{2}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(y)=\left(2 \tau_{1}^{3 / 4} y_{1}+\right. & \left.\tau_{2} y_{1}^{2}-\tau_{1} \tau_{2} y_{2}\right) \partial_{y_{2}} \\
& \left(X_{3}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(y)=\left(2 \tau_{1}^{1 / 2} y_{2}+\tau_{2}^{2} y_{2}^{2}-\tau_{1} \tau_{2} y_{3}\right) \partial_{y_{3}}
\end{aligned}
$$

We have $\mathrm{V}_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}} \sim \tau_{1}^{2}+\tau_{1}^{1 / 2} \tau_{2}^{2}+\tau_{2}^{4}$ as $\left(\tau_{1}, \tau_{2}\right) \rightarrow(0,0)$. The set of parameters $\left(\tau_{1}, \tau_{2}\right) \in[0,1]^{2}$ is decomposed in three cells, delimited by the globally subanalytic curves $\tau_{2}=\tau_{1}^{1 / 4}$ and $\tau_{2}=\tau_{1}^{3 / 4}$ :

- If $\tau_{2}<\tau_{1}^{3 / 4}$ then $\left(X_{2}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(y)$ (resp., $\left(X_{3}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(y)$ ) is a smooth perturbation of $2 \tau_{1}^{3 / 4} y_{1} \partial_{y_{2}}$ (resp., of $2 \tau_{1}^{1 / 2} y_{2} \partial_{y_{3}}$ ).
- If $\tau_{1}^{3 / 4}<\tau_{2} \ll \tau_{1}^{1 / 4}$ then $\left(X_{2}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(y)$ (resp. $\left(X_{3}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(y)$ ) is a smooth perturbation of $\tau_{2} y_{1}^{2} \partial_{y_{2}}$ (resp., of $2 \tau_{1}^{1 / 2} y_{2} \partial_{y_{3}}$ ).
- If $\tau_{1}^{1 / 4}<\tau_{2}$ then $\left(X_{2}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(y)$ (resp., $\left.\left(X_{3}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(y)\right)$ is a smooth perturbation of $\tau_{2} y_{1}^{2} \partial_{y_{2}}$ (resp., of $\tau_{2}^{2} y_{2}^{2} \partial_{y_{3}}$ ).
Note that, here, we have $\ell_{1}=4$. Taking a tower with more floors, the integer $\ell_{1}$ could be arbitrarily large.

Example 9.7. Consider the sR structure generated in $\mathbb{R}^{2}$ by $X_{1}=\partial_{x_{1}}$ and $X_{2}=\left(x_{1}^{4}+x_{1}^{2} x_{2}^{2}+\right.$ $\left.x_{2}^{2 k}\right) \partial_{x_{2}}$ where $k \geqslant 3$ (this is the case 6 of the table of examples given in Section 9.1). The singular set is $\mathscr{S}=\{(0,0)\}$ and we have $w_{1}=1$ and $w_{2}=5$ at $q_{1}=(0,0)$. We have

$$
\left(X_{1}\right)_{\tau_{1}}^{q_{1}}=\partial_{x_{1}}, \quad\left(X_{2}\right)_{\tau_{1}}^{q_{1}}=\left(x_{1}^{4}+\tau_{1}^{8} x_{1}^{2} x_{2}^{2}+\tau_{1}^{10 k-4} x_{2}^{2 k}\right) \partial_{x_{2}}
$$

Hence $\widehat{X}_{1}^{q_{1}}=\partial_{x_{1}}$ and $\widehat{X}_{2}^{q_{1}}=x_{1}^{4} \partial_{x_{2}}$ and thus $\widehat{\mathscr{S}}^{q_{1}}=\left\{x_{1}=0\right\}$. Wet set $q_{2}=(0,1), x_{1}=y_{1}$ and $x_{2}=1+y_{2}$. We find

$$
\left(X_{1}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(y)=\partial_{y_{1}}, \quad\left(X_{2}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(y)=\left(\tau_{2}^{4} y_{1}^{4}+\tau_{1}^{8} \tau_{2}^{2} y_{1}^{2}\left(1+\tau_{2} y_{2}\right)^{2}+\tau_{1}^{10 k-4}\left(1+\tau_{2} y_{2}\right)^{2 k}\right) \partial_{y_{2}}
$$

We have $\mathrm{V}_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}} \sim \tau_{1}^{10 k-4}+\tau_{1}^{8} \tau_{2}^{2}+\tau_{2}^{4}$ as $\left(\tau_{1}, \tau_{2}\right) \rightarrow(0,0)$. Here, we have $\ell_{1}=1$, and the "competition" is between the three monomials $\tau_{1}^{10 k-4}, \tau_{1}^{8} \tau_{2}^{2}$ and $\tau_{2}^{4}$, yielding as well an appropriate cell decomposition.

### 9.3.3 Desingularization of the heat kernel

The volume function $\mathrm{V}_{\tau \leqslant j}^{q \leqslant j}$ defined by (68) is the good quantity in order to desingularize the heat kernel $e_{\tau \leqslant j}^{q \leqslant j}(1, y, y)$. This is not surprising, because we already know that the product $\mathrm{V}_{\tau \leqslant j}^{q \leqslant j} e_{\tau \leqslant j}^{q \leqslant j}(1, y, y)$ is bounded above and below by positive constants on any compact set of $y$. Actually, by extending the uniform ball-box theorem and in particular the estimate (83) of Appendix A. 6 and the exponential estimates (88) of Appendix A.8.3 to parameter-dependent vector fields (framework of Appendix B), it can even be proved that these bounds are uniform with respect to the $\tau_{i}$. But the following lemma, which can be seen as a counterpart to Lemma 6.1, is much more precise.

Lemma 9.4. Let $V$ be a relatively compact open neighborhood of 0 in $\mathbb{R}^{n}$. For every $j \in\{1, \ldots, p\}$, denoting for short $q_{j}=q_{j}\left(\tau_{<j}, \theta_{\leqslant j}\right)$ as before, the function $\mathrm{V}_{\tau \leqslant j}^{q_{\leqslant j}} e_{\tau \leqslant j}^{q_{\leqslant j}}(1, y, y)$ has an extension at $\tau_{1} \cdots \tau_{j}=0$ that is a bounded positive function of $\left(\tau_{\leqslant j}, \theta_{\leqslant j}, y\right) \in[0,1]^{j} \times N_{\leqslant j} \times V$. More precisely, there exists a subanalytic cell decomposition of $[0,1]^{j} \times N_{\leqslant j} \times V$ such that the projection onto $[0,1]^{j}$ of each cell of maximal dimension has the (cylindrical) form

$$
a_{i}\left(\tau_{<i}, \theta_{\leqslant j}, y\right)<\tau_{i}<b_{i}\left(\tau_{<i}, \theta_{\leqslant j}, y\right), \quad i=1, \ldots, j
$$

for some analytic and globally subanalytic functions $a_{i}$ and $b_{i}$ such that $0 \leqslant a_{i}(\cdot)<b_{i}(\cdot) \leqslant 1$ for every $i \in\{0, \ldots, j\}$, with either $a_{i}(\cdot)>0$ or $a_{i}(\cdot) \equiv 0$, and such that in each such cell, we have

$$
\mathrm{V}_{\tau \leqslant j}^{q_{\leqslant j}}=t^{\ell^{\prime} / 2} \prod_{i=1}^{j} \tau_{i}^{\alpha_{i}} U\left(h\left(\tau_{\leqslant j}, \theta_{\leqslant j}, y\right)\right) \quad \text { and } \quad \mathrm{V}_{\tau \leqslant j}^{q_{\leqslant j}} e_{\tau \leqslant j}^{q_{\leqslant j}}(1, y, y)=F\left(h\left(\tau_{\leqslant j}, \theta_{\leqslant j}, y\right)\right)
$$

where

$$
h\left(\tau_{\leqslant j}, \theta_{\leqslant j}, y\right)=\left(\left(c_{i}\left(\theta_{\leqslant j}, y\right)\right)_{1 \leqslant i \leqslant N},\left(\frac{a_{i}\left(\tau_{<i}, \theta_{\leqslant j}, y\right)}{\tau_{i}}\right)_{1 \leqslant i \leqslant j}^{1 / \ell_{i}},\left(\frac{\tau_{i}}{b_{i}\left(\tau_{<i}, \theta_{\leqslant j}, y\right)}\right)_{1 \leqslant i \leqslant j}^{1 / \ell_{i}}\right)
$$

for some $\ell^{\prime} \in \mathbb{N}, \alpha_{1}, \ldots, \alpha_{j} \in \mathbb{Q}, N, \ell_{1}, \ldots, \ell_{j} \in \mathbb{N}^{*}$, for some analytic and globally subanalytic functions $c_{1}, \ldots, c_{N}$ taking their values in $[0,1]$, and for some analytic unit (i.e., not vanishing) function $U$ and some positive $C^{\infty}$ function $F$ defined on an open set containing $[0,1]^{N+2 j}$.

Remark 9.3. Lemma 9.4 shows that the function $\mathrm{V}_{\tau \leqslant j}^{q \leqslant j} e_{\tau \leqslant j}^{q_{\leqslant j}}(1, y, y)$ is smooth on each cell of maximal dimension of a subanalytic cell decomposition of $[0,1]^{j} \times N_{\leqslant j} \times V$. Such cells are analytic manifolds and are also globally subanalytic sets. Anyway, $\mathrm{V}_{\tau \leqslant j}^{q \leqslant j} e_{\tau \leqslant j}^{q \leqslant j}(1, y, y)$ is not a piecewise smooth function of $\left(\tau_{\leqslant j}, \theta_{\leqslant j}, y\right) \in[0,1]^{j} \times N_{\leqslant j} \times V$ in the sense used in Lemma 9.1, i.e., it is not smooth up to the boundary of each cell: in particular, its limits as $\tau_{\leqslant j} \rightarrow 0$ depend of those of the ratios $a_{i}\left(\tau_{<i}, \theta_{\leqslant j}, y\right) / \tau_{i}$ and $\tau_{i} / b_{i}\left(\tau_{<i}, \theta_{\leqslant j}, y\right)$.

Remark 9.4. Note that, in Lemma 9.4, the function $U$ is analytic, while the function $F$ is only smooth and actually may fail to be analytic. Indeed, the heat kernel $e_{\tau \leqslant j}^{q_{\leqslant j}}(1, y, y)$ is not, in general, a subanalytic function of its arguments.

Proof. We use the same notations as in the proof of Lemma 9.3: in particular, we consider the finite set $\mathscr{X}_{\tau \leqslant j}^{q \leqslant j}$, from which we remove all elements $\mathrm{X}_{\tau \leqslant j}^{q \leqslant j}$ such that $\operatorname{det}\left(\mathrm{X}_{\tau \leqslant j}^{q \leqslant j}\right)=0$, so that every $\mathrm{X}_{\tau \leqslant j}^{q \leqslant j} \in \mathscr{X}_{\tau \leqslant j}^{q_{\leqslant j}}$ is a frame at $q_{j}$, anyway not necessarily adapted to the sR flag.

By Lemma 9.3, there exists a subanalytic cell decomposition of $[0,1]^{j} \times N_{\leqslant j} \times W_{j}$ such that, in each cell, the $m$-tuple $X_{\tau \leqslant j}^{q \leqslant j}$ depends analytically on $\left(\tau_{\leqslant j}, \theta_{\leqslant j}, y\right)$. Each cell can be written in a cylindrical form as in the statement of the lemma.

Like in the proof of Lemma 9.3, in each cell, by definition, there exists a $n$-tuple $\left(Y_{1}, \ldots, Y_{n}\right) \in$ $\mathscr{X}_{\tau_{\leqslant j}}^{q_{\leqslant j}}$ that is an adapted frame at $q_{j}$, whose determinant at 0 is equivalent to $\mathrm{V}_{\tau \leqslant j}^{q \leqslant j}$ as $\tau_{\leqslant j} \rightarrow 0$. Then, in the cell, we define the change of coordinates $y=\varphi_{j}(z)=\exp \left(z_{1} Y_{1}\right) \circ \cdots \circ \exp \left(z_{n} Y_{n}\right)(0)$. By construction, the Jacobian of $\varphi_{j}$ at 0 is equal to $\mathrm{V}_{\tau \leqslant j}^{q_{\tau j}}$ multiplied by a unit globally subanalytic function of ( $\tau_{\leqslant j}, \theta_{\leqslant j}$ ).

Hence, the pullback $m$-tuple $\tilde{X}_{\tau \leqslant j}^{q \leqslant j}=\varphi_{j}^{*} X_{\tau \leqslant j}^{q \leqslant j}$ and its corresponding volume $\tilde{\mathrm{V}}_{\tau \leqslant j}^{q_{\leqslant j}}$ (as defined in Appendix A.6) depend globally subanalytically on $\left(\tau_{\leqslant j}, \theta_{\leqslant j}, z\right)$. Moreover, defining $\tilde{\mathcal{F}}=\varphi_{j}^{*} \mathcal{F}$, in the cell, each function of $\tilde{\mathcal{F}}$ can be written as

$$
F\left(\theta_{\leqslant j}, z\right) U\left(\left(c_{i}\left(\theta_{\leqslant j}, z\right)\right)_{1 \leqslant i \leqslant N}, \tau_{1}^{1 / \ell_{1}},\left(\frac{a_{i}\left(\tau_{<i}, \theta_{\leqslant j}, z\right)}{\tau_{i}}\right)_{2 \leqslant i \leqslant j}^{1 / \ell_{i}},\left(\frac{\tau_{i}}{b_{i}\left(\tau_{<i}, \theta_{\leqslant j}, z\right)}\right)_{2 \leqslant i \leqslant j}^{1 / \ell_{i}}\right)
$$

for some $N, \ell_{1}, \ldots, \ell_{j} \in \mathbb{N}^{*}$, some analytic and globally subanalytic functions $F, c_{1}, \ldots, c_{N}$, with $c_{1}, \ldots, c_{N}$ taking their values in $[0,1]$, and some unit (i.e., not vanishing) analytic function $U$ defined on an open subset of $\mathbb{R}^{N+2 j-1}$ containing $[0,1]^{N+2 j-1}$.

In particular, all possible limits of $\tilde{X}_{\tau \leqslant j}^{q_{\leqslant j}}$ as $\tau_{\leqslant j} \rightarrow 0$ in the cell satisfy the Hörmander condition with a uniform degree of nonholonomy and depend smoothly in the cell on the variables that are inside the above function $U$, up to the boundary of the cell. Therefore, denoting by $\tilde{e}_{\tau \leqslant j}^{q_{\leqslant j}}$ the heat kernel generated by $\tilde{X}_{\tau \leqslant j}^{q_{\leqslant j}}$, it follows from Theorem B. 2 in Appendix B and Theorem C. 1 in Appendix C (in particular, the end of Theorem C.1) that $\tilde{e}_{\tau \leqslant j}^{q_{\leqslant j}}(1, z, z)$ depends smoothly on the same variables in the cell.

To end the proof, it suffices to note that, applying the first formula of (85) in Appendix A. 8 (change of variable in a heat kernel), we have $\tilde{e}_{\tau \leqslant j}^{q \leqslant j}(1, z, z)=\mathrm{V}_{\tau \leqslant j}^{q_{\leqslant j}} e_{\tau \leqslant j}^{q \leqslant j}(1, y, y)$. The lemma follows.

### 9.3.4 End of the proof of Lemma 9.1

In order to end the proof Lemma 9.1, this is not exactly the functions $\mathrm{V}_{\tau \leqslant j}^{q \leqslant j}$ and $e_{\tau \leqslant j}^{q_{\tau j}}(1, y, y)$ studied in Lemma 9.4 that we need to consider, but rather the functions

$$
f_{1}\left(t, \tau_{\leqslant j}, \theta_{\leqslant j+1}, y\right)=\mathrm{V}_{\tau_{\leqslant j}, \frac{\sqrt{t}}{q_{1} \cdots \tau_{j}}}^{q_{j}, q_{j+1}} \quad \text { and } \quad f_{2}\left(t, \tau_{\leqslant j}, \theta_{\leqslant j+1}, y\right)=e_{\substack{\leqslant j \\ \tau_{j} \cdots \tau_{j}}}^{q_{\leqslant j}, q_{j+1}}(1, y, y)
$$

( $f_{1}$ does not depend on $y$ ), which are globally subanalytic functions on $\mathcal{D}_{j+1} \times N_{\leqslant j+1} \times W$ (recall that $\mathcal{D}_{j+1}$ is defined by (65)), where $W$ is a relatively compact open neighborhood of 0 in $\mathbb{R}^{n}$. Moreover, $f_{1}$ and $f_{1} f_{2}$ are bounded. We have anyway chosen to present Lemma 9.4 and its proof in order to keep a better readability.

Now, to obtain Lemma 9.1, we proceed similarly as in the proof of Lemma 9.4, but instead of preparing the functions $f \in \mathcal{F}$ with respect to $\tau_{\leqslant j} \in[0,1]^{j}$, we now prepare them with respect to $\left(t, \tau_{\leqslant j}\right) \in \mathcal{D}_{j+1}$ : there exists a subanalytic cell decomposition of $\mathcal{D}_{j+1} \times N_{\leqslant j+1} \times W$, the projection onto $(0,1]^{j+1}$ of each cell of maximal dimension having the (cylindrical) form

$$
\begin{aligned}
a_{0}\left(\theta_{\leqslant j+1}, y\right) & <t<b_{0}\left(\theta_{\leqslant j+1}, y\right) \\
a_{i}\left(t, \tau_{<i}, \theta_{\leqslant j+1}, y\right) & <\tau_{i}<b_{i}\left(t, \tau_{<i}, \theta_{\leqslant j+1}, y\right), \quad i=1, \ldots, j,
\end{aligned}
$$

such that in each such cell the function $f_{1}$ can be written as $t^{\ell^{\prime} / 2} \prod_{i=1}^{j} \tau_{i}^{\beta_{i}} U\left(h\left(t, \tau_{\leqslant j}, \theta_{\leqslant j+1}, y\right)\right)$ and the product function $f_{1} f_{2}$ as $F\left(h\left(t, \tau_{\leqslant j}, \theta_{\leqslant j+1}, y\right)\right)$ with $h\left(t, \tau_{\leqslant j}, \theta_{\leqslant j+1}, y\right)$ equal to

$$
\left(\left(c_{i}\left(\theta_{\leqslant j+1}, y\right)\right)_{1 \leqslant i \leqslant N}, t^{1 / \ell},\left(\frac{a_{i}\left(t, \tau_{<i}, \theta_{\leqslant j+1}, y\right)}{\tau_{i}}\right)_{1 \leqslant i \leqslant j}^{1 / \ell_{i}},\left(\frac{\tau_{i}}{b_{i}\left(t, \tau_{<i}, \theta_{\leqslant j+1}, y\right)}\right)_{1 \leqslant i \leqslant j}^{1 / \ell_{i}}\right)
$$

for some $\ell^{\prime} \in \mathbb{N}, \beta_{1}, \ldots, \beta_{j} \in \mathbb{Q}, N, \ell, \ell_{1}, \ldots, \ell_{j} \in \mathbb{N}^{*}$, for some analytic and globally subanalytic functions $a_{1}, \ldots, a_{j}, b_{1}, \ldots, b_{j}, c_{1}, \ldots, c_{N}$, with $0 \leqslant a_{i}(\cdot)<b_{i}(\cdot) \leqslant 1$ for every $i \in\{1, \ldots, j\}$, with either $a_{i}(\cdot)>0$ or $a_{i}(\cdot) \equiv 0$, and with $c_{1}, \ldots, c_{N}$ taking their values in $[0,1]$, and for some unit analytic function $U$ and some positive $C^{\infty}$ function $F$ defined on an open subset of $\mathbb{R}^{N+2 j+1}$ containing $[0,1]^{N+2 j+1}$. Lemma 9.1 follows.

### 9.3.5 Further comments

$\gamma$ and $k$ depend only on $D$, and not on the metric $g$. Indeed, if two horizontal distributions $D_{1}$ and $D_{2}$ are diffeomorphic, i.e., there exists a diffeomorphism $\phi$ such that $\phi_{*} D_{1}=D_{2}$ (this is weaker than the concept of sR isometry defined in Appendix A.4), then the corresponding sR distances $d_{1}$ and $d_{2}$ are equivalent in the sense that $d_{1}$ is bounded above and below, up to scaling, by $d_{2}$ on any compact; therefore the same is true for the volumes of the corresponding sR balls, and the claim follows from the Fefferman-Phong estimate (3).

Recovering the exponential estimates for the heat kernel. In this section, we show how to recover the exponential estimates (88) for sR heat kernels, or equivalently (90) (see Appendix A.8.3), for real analytic sR structures, thanks to Lemma 9.4 and to the uniform ball-box theorem.

As a preliminary remark, by Lemma 9.4 , there exist $C_{1}>0$ and $C_{2}>0$ such that

$$
\begin{equation*}
C_{1} \leqslant \mathrm{~V}_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}} e_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(1,0,0) \leqslant C_{2} \quad \forall\left(\tau_{1}, \tau_{2}\right) \in(0,1]^{2} \quad \forall q_{1} \in \mathscr{S}_{1} \quad \forall \theta_{2} \in N_{2} \tag{70}
\end{equation*}
$$

(recall that $q_{2}=q_{2}\left(\tau_{1}, q_{1}, \theta_{2}\right)$ ). Denoting by $\left(\mathrm{B}_{\mathrm{sR}}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(0,1)$ the unit sR ball for the sR structure generated by $X_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}$, we have

$$
\delta_{\tau_{1}}^{q_{1}} \circ \delta_{\tau_{2}}^{q_{2}}\left(\left(\mathrm{~B}_{\mathrm{sR}}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(0,1)\right)=\delta_{\tau_{1}}^{q_{1}}\left(\left(\mathrm{~B}_{\mathrm{sR}}\right)_{\tau_{1}}^{q_{1}}\left(q_{2}, \tau_{2}\right)\right)=\mathrm{B}_{\mathrm{sR}}\left(\delta_{\tau_{1}}^{q_{1}}\left(q_{2}\right), \tau_{1} \tau_{2}\right)
$$

hence

$$
\mu\left(\mathrm{B}_{\mathrm{sR}}\left(\delta_{\tau_{1}}^{q_{1}}\left(q_{2}\right), \tau_{1} \tau_{2}\right)\right)=\tau_{1}^{\mathcal{Q}^{M}(q)} \tau_{2}^{\mathcal{Q}^{M}\left(q_{2}\right)} m\left(\left(\mathrm{~B}_{\mathrm{sR}}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(0,1)\right)
$$

for all $\tau_{1}, \tau_{2}>0$, where $m$ is the Lebesgue measure. By the uniform ball-box theorem (see Appendix A.6), the ratio $m\left(\left(\mathrm{~B}_{\mathrm{sR}}\right)_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(0,1)\right) / \mathrm{V}_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}$ is bounded above and below by positive constants, uniformly with respect to $\left(\tau_{1}, \tau_{2}\right) \in(0,1]^{2}$. Therefore, using (70), the quantity

$$
\mu\left(\mathrm{B}_{\mathrm{sR}}\left(\delta_{\tau_{1}}^{q_{1}}\left(q_{2}\right), \tau_{1} \tau_{2}\right) e\left(\tau_{1}^{2} \tau_{2}^{2}, \delta_{\tau_{1}}^{q_{1}}\left(q_{2}\right), \delta_{\tau_{1}}^{q_{1}}\left(q_{2}\right)\right)=\frac{\mu\left(\mathrm{B}_{\mathrm{sR}}\left(\delta_{\tau_{1}}^{q_{1}}\left(q_{2}\right), \tau_{1} \tau_{2}\right)\right)}{\tau_{1}^{\mathcal{Q}^{M}(q)} \tau_{2}^{\mathcal{Q}^{M}\left(q_{2}\right)}} e_{\tau_{1}, \tau_{2}}^{q_{1}, q_{2}}(1,0,0)\right.
$$

is bounded above and below by positive constants, uniformly with respect to $\left(\tau_{1}, \tau_{2}\right) \in(0,1]^{2}$. Taking $\tau_{2}=\sqrt{t} / \tau_{1}$ and $q=\delta_{\tau_{1}}^{q_{1}}\left(q_{2}\right)$, we infer that the product $\mu\left(\mathrm{B}_{\mathrm{sR}}(q, \sqrt{t})\right) e(t, q, q)$ is bounded above and below by positive constants, uniformly with respect to $q$ in the compact manifold $M$ and with respect to $t \in(0,1]$. This gives (90).

### 9.4 Examples of non-analytic sR structures

In this section, we give classes of examples where the vector fields defining the sR structure are not analytic, i.e., may involve flat terms (however, $\mathscr{S}$ is stratified by equisingular smooth submanifolds, as in Section 8). Such examples have more exotic Weyl laws.

Proposition 9.1. Consider in $\mathbb{R}^{2}$ the sR structure generated by the two vector fields $X_{1}=\partial_{1}$ and $X_{2}=\left(x_{1}^{2}+g\left(x_{2}\right)\right) \partial_{2}$, where $g$ is a continous function such that $g(0)=0$ and $g(s)>0$ if $s \neq 0$, and satisfying $g(s)=\mathrm{o}\left(s^{2}\right)$ as $s \rightarrow 0$. Then, for any $f \in C^{0}\left(\mathbb{R}^{2}\right)$ such that $f(0,0)>0$, we have

$$
\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \Delta}\right) \sim \text { Cst } \frac{|\{g<t\}|}{t^{3 / 2}}+\text { Cst } \frac{1}{t} \int_{t<g(s)<1} \frac{1}{\sqrt{g(s)}} d s
$$

as $t \rightarrow 0^{+}$, where $|\{g<t\}|$ is the Lebesgue measure of the set of all $s \in(0,1)$ such that $g(s)<t$. Moreover, the Weyl measure is the Dirac at $(0,0)$.

If $g(s)=s^{2 k}$ with $k \geqslant 1$ then $\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \Delta}\right) \sim$ Cst $/ t^{\frac{3}{2}-\frac{1}{2 k}}$.
Denoting by $g^{*}$ the nondecreasing rearrangement of $g$ on $[0,1]$, we have, by equimeasurability, $|\{g<t\}|=\left|\left\{g^{*}<t\right\}\right|$ and $\int_{t<g(s)<1} g(s)^{-1 / 2} d s=\int_{t<g^{*}(s)<1} g^{*}(s)^{-1 / 2} d s$. Hence, without loss of generality, we can take $g$ nondecreasing on $[0,1]$.

Note that, if $g$ is increasing on $[0,1]$, then

$$
\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \Delta}\right) \sim \operatorname{Cst} \frac{g^{-1}(t)}{t^{3 / 2}}+\operatorname{Cst} \frac{1}{t} \int_{t}^{1} \frac{1}{\sqrt{s} g^{\prime}\left(g^{-1}(s)\right)} d s
$$

It is easy to see that $\int_{t}^{1} \frac{1}{\sqrt{s} g^{\prime}\left(g^{-1}(s)\right.} d s=\mathrm{o}\left(\frac{g^{-1}(t)}{\sqrt{t}}\right)$ if $\frac{1}{g^{\prime}(s)}=\mathrm{o}\left(\frac{s}{g(s)}\right)$ and if the integral diverges (this latter property is satisfied if $g^{\prime}(s)=\mathrm{o}(\sqrt{g(s)})$ ); in this case, $\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \triangle}\right) \sim$ Cst $\frac{g^{-1}(t)}{t^{3 / 2}}$.

We obtain interesting examples by taking $g$ flat at 0 (see Table 2).

Table 2: Examples with $g$ flat at 0 .

| $g(s)$ | $\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \triangle}\right)$ | $N(\lambda)$ |
| :---: | :---: | :---: |
| $\frac{1}{e^{1 /\|s\|^{\alpha}}}, \alpha>0$ | $\frac{1}{t^{3 / 2}\|\ln t\|^{1 / \alpha}}$ | $\frac{\lambda^{3 / 2}}{(\ln \lambda)^{1 / \alpha}}$ |
| $\frac{1}{e^{\beta e^{1 /\|s\|^{\alpha}}}, \alpha, \beta>0}$ | $\frac{1}{t^{3 / 2}\left(\ln \left\|\ln t^{1 / \beta}\right\|\right)^{1 / \alpha}}$ | $\frac{\lambda^{3 / 2}}{\left(\ln \ln \lambda^{1 / \beta}\right)^{1 / \alpha}}$ |
| $\frac{1}{\exp ^{[k]}\|s\|}=\frac{1}{e^{e^{\ldots e^{1 /\|s\|}}}}$ | $\frac{1}{t^{3 / 2} \ln { }^{[k]} \frac{1}{t}}$ | $\frac{\lambda^{3 / 2}}{\ln ^{[k]} \lambda}=\frac{\lambda^{3 / 2}}{\ln \cdots \ln \lambda}$ |
| $e^{-\frac{\ln ^{2} s}{s}}$ | $\frac{\ln ^{2}\|\ln t\|}{t^{3 / 2}\|\ln t\|}$ | $\frac{\lambda^{3 / 2} \ln ^{2} \ln \lambda}{\ln \lambda}$ |

Proof. We have $\mathscr{S}=\{q\}$ with $q=(0,0)$ and $w_{1}=1, w_{2}=3$ at $q$. We compute $\left(X_{1}\right)_{\tau}^{q}=\partial_{x_{1}}$ and $\left(X_{2}\right)_{\tau}^{q}=\left(x_{1}^{2}+\tau^{-2} g\left(\tau^{3} x_{2}\right)\right) \partial_{x_{2}}$. The nilpotentization is $\widehat{X}_{1}^{q}=\partial_{x_{1}}$ and $\widehat{X}_{2}^{q}=x_{1}^{2} \partial_{x_{2}}$. Outside of $x_{1}=0$, the sR case is nilpotentizable. We thus focus on the point $q_{2}(\tau)=q_{2}=(0,1)$. Setting $x_{1}=y_{1}$ and $y_{1}=1+y_{2}$, we obtain $\left(X_{1}\right)_{\tau, \varepsilon}^{q_{1}, q_{2}}=\partial_{y_{1}}$ and $\left(X_{2}\right)_{\tau, \varepsilon}^{q_{1}, q_{2}}=\left(\varepsilon^{2} x_{1}^{2}+\tau^{-2} g\left(\tau^{3}+\tau^{3} \varepsilon y_{2}\right)\right) \partial_{y_{2}}$.

Therefore, if $\varepsilon<\sqrt{g\left(\tau^{3}\right)} / \tau$ (resp., $\left.\varepsilon>\sqrt{g\left(\tau^{3}\right)} / \tau\right)$ then the asymptotics of $e_{\tau, \varepsilon}^{q_{1}, q_{2}}(1,(u, 0),(u, 0)$ ) is $\frac{\tau^{2}}{g\left(\tau^{3}\right)}$ (resp., $\frac{1}{\varepsilon^{2}}$ ) times a smooth function of $u$. This leads to split the integral defining $K(t)$, which is an integral over $\tau \in[\sqrt{t}, 1]$, in two integrals performed on the intersection of $[\sqrt{t}, 1]$ with either $g\left(\tau^{3}\right)<t$ or $g\left(\tau^{3}\right)>t$. The formula now follows from computations.

Another example, not coming from Proposition 9.1, is the following.
Example 9.8. Consider in $\mathbb{R}^{5}$ the sR structure generated by $X_{1}=\partial_{1}, X_{2}=\partial_{2}+x_{1} \partial_{3}+x_{1}^{2} \partial_{5}$, $X_{3}=\partial_{4}+e^{-1 /\left(x_{1}^{2}+x_{2}^{2}\right)} \partial_{5}$. Then, for any $f \in C^{\infty}\left(\mathbb{R}^{2}\right)$ such that $f>0$ along $x_{1}=x_{2}=0$, we have

$$
\operatorname{Tr}\left(\mathcal{M}_{f} e^{t \Delta}\right) \underset{t \rightarrow 0^{+}}{\sim} \frac{\text { Cst }}{t^{4}|\ln t|} \quad N(\lambda) \underset{\lambda \rightarrow+\infty}{\sim} \text { Cst } \frac{\lambda^{4}}{\ln \lambda}
$$

The computations, which are quite lengthy, are not reported.
As a final comment, we may wonder whether there exists a class $\mathfrak{C}$ of functions such that, if $M$ is stratified by equisingular smooth submanifolds and all singularities of the sR flag restricted to each stratum are in $\mathfrak{C}$, then the function $t \mapsto \operatorname{Tr}\left(\mathcal{M}_{f} e^{t \triangle}\right)$ has a small-time asymptotic expansion in a well-identified asymptotic scale. Candidates for $\mathfrak{C}$ might be provided by some specific o-minimal classes which are stable under integration, as the class of log-analytic functions (see [27]).

## Part III

## Appendix

In this part, we gather all reminders and results that are useful for our study. Appendix A gathers some (well known and less known) definitions and facts in sub-Riemannian geometry. In Appendix B, we recall two useful statements : a hypoelliptic version of Kac's principle, stating the local nature of the small-time asymptotics of heat kernels; a result on continuity of heat kernels with respect to parameters. In Appendix C, we give the complete small-time asymptotic expansion of heat kernels. Finally, in Appendix D, we establish a lemma on asymptotic expansion of some integrals.

## A Sub-Riemannian geometry

In this section (that one can also find in [32]), we recall well known definitions and facts in subRiemannian geometry (see the textbooks [3, 12, 44, 52, 57, 68, 76]). Throughout, "sR" means "sub-Riemannian".

## A. 1 Definition

Let $n \in \mathbb{N}^{*}$ and let $M$ be a smooth connected manifold of dimension $n$. Let $m \in \mathbb{N}^{*}$ and let $X=\left(X_{1}, \ldots, X_{m}\right)$ be a $m$-tuple of smooth vector fields on $M$. We set $D=\operatorname{Span}(X)$ (called horizontal distribution). The $s R$ metric $g$ associated with the $m$-tuple $X$ is defined as follows: given any $q \in M$ and any $v \in D(q)=\operatorname{Span}\left(X_{1}(q), \ldots, X_{m}(q)\right)$, we define the positive definite quadratic form $g_{q}$ on $D(q)$ by

$$
\begin{equation*}
g_{q}(v)=\inf \left\{\sum_{i=1}^{m} u_{i}^{2} \mid v=\sum_{i=1}^{m} u_{i} X_{i}(q)\right\} \tag{71}
\end{equation*}
$$

The pair $(M, X)$ (or the triple $(M, D, g)$ ) is called the sub-Riemannian structure on $M$ generated by $X$. When $D$ has constant rank $m$ on $M$ with $m \leqslant n, D$ is a subbundle of $T M, g$ is a Riemannian metric on $D$ and the frame $X=\left(X_{1}, \ldots, X_{m}\right)$ of $D$ is $g$-orthonormal. But the rank of $D$ may vary (i.e., $D$ is a subsheaf of $T M$ ) and the above definition encompasses the so-called almost-Riemannian case, for which $m \geqslant n$ and $\operatorname{rank}(D)<n$ at some singular points.

More formally, a sR structure on $M$ can be defined by giving an Euclidean vector bundle $E$ over $M$ and a smooth vector bundle morphism $\sigma: E \rightarrow T M$ such that $D(q)=\sigma(E(q))$ for every $q \in M$, and then

$$
g_{q}(V)=\inf \left\{\|u\|_{E(q)}^{2} \mid u \in E(q), \sigma(u)=V\right\}
$$

When $E=M \times \mathbb{R}^{m}$ and $\sigma(x, u)=\sum_{i=1}^{m} u_{i} X_{i}(x)$, we recover the definition of a sR structure attached with the $m$ vector fields $X_{1}, \ldots, X_{m}$.

A horizontal path is, by definition, an absolutely continuous path $q(\cdot):[0,1] \rightarrow M$ for which there exist $m$ functions $u_{i} \in L^{1}(0,1)$ such that $\dot{q}(t)=\sum_{i=1}^{m} u_{i}(t) X_{i}(q(t))$ for almost every $t \in[0,1]$. The metric $g$ induces a length on the set of horizontal paths, and thus a distance $\mathrm{d}_{\mathrm{sR}}$ on $M$ that is called the sR distance. Given any $q \in M$ and any $R>0$, the $s R$ ball $\mathrm{B}_{\mathrm{sR}}(q, R)$ centered at $q$ of radius $R$ is the set of all $q^{\prime} \in M$ such that $\mathrm{d}_{\mathrm{sR}}\left(q, q^{\prime}\right)<R$.

The cometric $g^{*}$ associated with $X$ is the nonnegative quadratic form on $T^{*} M$ defined as follows: given any $q \in M, g_{q}^{*}$ is the nonnegative quadratic form defined on $T_{q}^{*} M$ by $g_{q}^{*}(\xi)=\sum_{i=1}^{m}\left\langle\xi, X_{i}(q)\right\rangle^{2}$. Note that $\frac{1}{2} g_{q}(v)=\sup _{\xi \in T_{q}^{*} M}\left(\langle\xi, v\rangle-\frac{1}{2} g_{q}^{*}(v)\right)$ (Legendre transform). The cometric $g^{*}$ completely determines the horizontal distribution $D$ and the sR metric $g$.

Given any smooth function $f$ on $M$, the horizontal gradient $\nabla_{g} f$ of $f$ is the smooth section of $D$ defined by $g\left(\nabla_{g} f, Y\right)=d f . Y$ for every smooth section $Y$ of $D$. We have $\nabla_{g} f=\sum_{i=1}^{m}\left(X_{i} f\right) X_{i}$.

Let $\mu$ be an arbitrary smooth (Borel) measure on $M$.

## A. 2 Sub-Riemannian Laplacian

Let $L^{2}(M, \mu)$ be the set of complex-valued functions $u$ such that $|u|^{2}$ is $\mu$-integrable over $M$. We define $-\triangle$ as the nonnegative selfadjoint operator on $L^{2}(M, \mu)$ that is the Friedrichs extension of the Dirichlet integral

$$
Q(\phi)=\int_{M}\|d \phi\|_{g^{*}}^{2} d \mu \quad \forall \phi \in C_{c}^{\infty}(M)
$$

where the norm of $d \phi$ is calculated with respect to the (degenerate) dual metric $g^{\star}$ (also called co-metric) on $T^{\star} M$ associated with $g$. The sR Laplacian $\triangle$ depends on $g$ and $\mu$.

We denote by $\operatorname{div}_{\mu}$ the divergence operator associated with the measure $\mu$, defined by $\mathcal{L}_{Y} \mu=$ $\operatorname{div}_{\mu}(Y) \mu$ for any vector field $Y$ on $M$. Hence $\Delta \phi=\operatorname{div}_{\mu}\left(\nabla_{g} \phi\right)$ for every $\phi \in C_{c}^{\infty}(M)$ and, since $\nabla_{g} \phi=\sum_{i=1}^{m}\left(X_{i} \phi\right) X_{i}$ and $Q(\phi)=\int_{M} \sum_{i=1}^{m}\left(X_{i} \phi\right)^{2} d \mu$, it follows that

$$
\begin{equation*}
\triangle=-\sum_{i=1}^{m} X_{i}^{\star} X_{i}=\sum_{i=1}^{m}\left(X_{i}^{2}+\operatorname{div}_{\mu}\left(X_{i}\right) X_{i}\right) \tag{72}
\end{equation*}
$$

where the transpose is taken in $L^{2}(M, \mu)$. Under the Hörmander condition

$$
\begin{equation*}
\operatorname{Lie}(D)=\operatorname{Lie}\left(X_{1}, \ldots, X_{m}\right)=T M \tag{73}
\end{equation*}
$$

$\triangle$ is subelliptic (see [49]), and thus, if $M$ is compact, has a compact resolvent and a discrete spectrum. Note that if $M$ is compact then $\triangle$ is essentially selfadjoint.

## A. 3 Sub-Riemannian flag

We define the sequence of subsheafs $D^{k}$ of $T M$ by $D^{0}=\{0\}, D^{1}=D=\operatorname{Span}\left(X_{1}, \ldots, X_{m}\right)$ and $D^{k+1}=D^{k}+\left[D, D^{k}\right]$ for $k \geqslant 1$. Under the Hörmander condition (73), given any point $q \in M$, we consider the $s R$ flag of $D$

$$
\{0\}=D^{0}(q) \subset D(q)=D^{1}(q) \subset D^{2}(q) \subset \cdots \subset D^{r(q)-1}(q) \subsetneq D^{r(q)}(q)=T_{q} M
$$

where $r(q)$ is called the degree of nonholonomy at $q$. We set $n_{i}(q)=\operatorname{dim} D^{i}(q)$. The $r(q)$-tuple of integers $\left(n_{1}(q), \ldots, n_{r(q)}(q)\right)$ is called the growth vector at $q$, and we have $n_{r(q)}(q)=n=\operatorname{dim} M$. By convention, we set $n_{0}(q)=0$.

We define the nondecreasing sequence of $s R$ weights $w_{i}(q)$ (also denoted $w_{i}^{q}(D)$ when one wants to underline that they refer to the horizontal distribution $D$ ) as follows: given any $i \in\{1, \ldots, n\}$, there exists a unique $j \in\{1, \ldots, r(q)\}$ such that $n_{j-1}(q)+1 \leqslant i \leqslant n_{j}(q)$, and we set $w_{i}(q)=j$. By definition, we have $w_{1}(q)=\cdots=w_{n_{1}}(q)=1$, and $w_{n_{j-1}+1}(q)=\cdots=w_{n_{j}}(q)=j$ when $n_{j}(q)>n_{j-1}(q)$. We also have $w_{n_{r-1}+1}(q)=\cdots=w_{n_{r}}(q)=r(q)$.

Given any $q \in M$, we set

$$
\begin{equation*}
\mathcal{Q}^{M}(q)=\sum_{i=1}^{r} i\left(n_{i}(q)-n_{i-1}(q)\right)=\sum_{i=1}^{n} w_{i}(q) \tag{74}
\end{equation*}
$$

If $q$ is regular then $\mathcal{Q}^{M}(q)$ is the Hausdorff dimension of a small ball in $M$ containing $q$ for the induced corresponding sR distance (see [44]). Note that the maps $q \mapsto \mathcal{Q}^{M}(q)$ and $q \mapsto w_{i}(q)$, for $i=1, \ldots, n$, are upper semi-continuous.

A point $q \in M$ is said to be regular if the growth vector is constant in a neighborhood of $q$; otherwise it is said to be singular. Throughout the paper, the singular set is denoted by $\mathscr{S}$; it depends on the horizontal distribution $D$ but not on the metric. The open set $M \backslash \mathscr{S}$ is called the regular region; we have $\mathcal{Q}^{M}(q)=\mathcal{Q}^{M}(M \backslash \mathscr{S})=\mathcal{Q}^{M \backslash \mathscr{S}}$ for every $q \in M \backslash \mathscr{S}$, and $\mathcal{Q}^{M \backslash \mathscr{S}}$ is the Hausdorff dimension of $M \backslash \mathscr{S}$. The sR structure is said to be equiregular if all points of $M$ are regular; in this case, the weights and the Hausdorff dimension are constant as well on $M$.

At a regular point $q, \triangle$ is locally subelliptic with a gain of regularity $2 / r(q)$, meaning that if $\Delta u=v$ with $v$ of Sobolev class $H^{s}$ locally at $q$ then $u$ is (at least) of Sobolev class $H^{s+2 / r(q)}$ locally at $q$ (see [49]).

We also define $\Sigma^{i}=\left(D^{i}\right)^{\perp} \subset T^{\star} M$ (annihilator of $\left.D^{i}\right)$ for $i=1, \ldots, r$. For $i=1, \Sigma=\Sigma^{1}=D^{\perp}$ is called the characteristic manifold of the sR structure, and we also have $\Sigma=\left(g^{*}\right)^{-1}(0)$.

Sub-Riemannian flag restricted to a submanifold. Let $N$ be a smooth submanifold of $M$. Given any $q \in N$, we consider the sR flag of $D$ at $q$ restricted to $N$ (also called the sR flag of $D \cap T N)$

$$
\begin{equation*}
\{0\} \subset\left(D^{1}(q) \cap T_{q} N\right) \subset \cdots \subset\left(D^{r(q)-1}(q) \cap T_{q} N\right) \subset\left(D^{r(q)}(q) \cap T_{q} N\right)=T_{q} N \tag{75}
\end{equation*}
$$

and we set $n_{i}^{N}(q)=\operatorname{dim}\left(D^{i}(q) \cap T_{q} N\right)$ and

$$
\begin{equation*}
\mathcal{Q}^{N}(q)=\sum_{i=1}^{r(q)} i\left(n_{i}^{N}(q)-n_{i-1}^{N}(q)\right) \tag{76}
\end{equation*}
$$

The $r(q)$-tuple of integers $\left(n_{1}^{N}(q), \ldots, n_{r(q)}^{N}(q)\right)$ is called the growth vector at $q$ restricted to $N$. Following [40, 44], we say that $N$ is equisingular if all integers $n_{i}(q)$ and $n_{i}^{N}(q)$ remain constant as $q \in N$, i.e., if the growth vector and the growth vector restricted to $N$ are constant on $N$. In this case, $\mathcal{Q}^{N}$ is the Hausdorff dimension of $N$ (see [40, Theorem 5.3]). Note that a smooth submanifold of an equisingular smooth submanifold may fail to be equisingular.

## A. 4 Sub-Riemannian isometries

Given two sR structures $\left(M_{1}, D_{1}, g_{1}\right)$ and $\left(M_{2}, D_{2}, g_{2}\right)$, of respective cometrics $g_{1}^{*}$ and $g_{2}^{*}$, a (local) sR isometry $\phi: M_{1} \rightarrow M_{2}$ is a (local) smooth diffeomorphism mapping $g_{1}^{*}$ to $g_{2}^{*}$. This is stronger than requiring that $D_{1}=\operatorname{Span}(X)$ and $D_{2}=\operatorname{Span}(Y)$ are diffeomorphic which means that we have only $\phi_{*} D_{1}=D_{2}$ (see Appendix A.5.7).

## A. 5 Nilpotentization

## A.5.1 Definition

Let $q \in M$ be arbitrary. The nilpotentization of the sR structure $(M, D, g)$ at $q$ is the sR structure $\left(\widehat{M}^{q}, \widehat{D}^{q}, \widehat{g}^{q}\right)$ defined as the metric tangent space of $M$ (endowed with its sR distance) in the sense of Gromov-Hausdorff (see $[12,44]) .{ }^{6}$ In this triple, $\widehat{M}^{q}$ is a smooth connected manifold of dimension $n$ (the vector space $T_{0} \widehat{M}^{q}$ is canonically identified with $T_{q} M$ ) which is identified to $\mathbb{R}^{n}$ thanks to the privileged coordinates defined hereafter, the horizontal distribution is $\widehat{D}^{q}=\operatorname{Span}\left(\widehat{X}_{1}^{q}, \ldots, \widehat{X}_{m}^{q}\right)$ with smooth vector fields $\widehat{X}_{1}^{q}, \ldots, \widehat{X}_{m}^{q}$ on $\widehat{M}^{q}$ (given hereafter) called nilpotentizations at $q$ of the vector fields $X_{1}, \ldots, X_{m}$ at $q$, and the sR metric $\widehat{g}^{q}$ is defined accordingly as in (71). The metric $\widehat{g}^{q}$ induces a distance $\widehat{\mathrm{d}}_{\mathrm{sR}}^{q}$ on $\widehat{M}^{q}$.

## A.5.2 Privileged coordinates

We first recall the notion of nonholonomic order (see [12,52,68] for details). Given a germ $f$ of a real-valued smooth function at $q$, given $k \in \mathbb{N}$ and integers $j_{1}, \ldots, j_{k}$ in $\{1, \ldots, m\}$, the Lie derivative $\left(X_{j_{1}} \cdots X_{j_{k}} f\right)(q)$ is called a nonholonomic derivative of order $k$. By definition, the nonholonomic order of $f$ at $q$, denoted by $\operatorname{ord}_{q}(f)$, is the smallest integer $k$ for which at least one nonholonomic derivative of $f$ of order $k$ at $q$ is not equal to zero. Given a germ $Y$ of a smooth vector field at $q$, the nonholonomic order of $Y$ at $q$ is the largest integer $k$ such that $\operatorname{ord}_{q}(Y f) \geqslant k+\operatorname{ord}_{q}(f)$, for every germ $f$ at $q$.

The nonholonomic length at $q$ of a vector field $Z$ on $M$ is defined by $\ell_{q}(Z)=\min \{j \in \mathbb{N} \mid Z(q) \in$ $\left.D^{j}(q)\right\}$. A family $\left(Z_{1}, \ldots, Z_{n}\right)$ of $n$ vector fields is said to be adapted to the sR flag of $D$ at $q$ if $D^{j}(q)=\operatorname{Span}\left\{Z_{i}(q) \mid 1 \leqslant i \leqslant n, \ell_{q}\left(Z_{i}\right) \leqslant j\right\}$ for every $j \in\{1, \ldots, r(q)\} .{ }^{7}$

Given any chart at $q$, i.e., given any smooth diffeomorphism $\psi^{q}: U \rightarrow V$, where $U$ is a neighborhood of $q$ in $M$ and $V$ is a neighborhood of 0 in $\mathbb{R}^{n}$, with $\psi^{q}(q)=0$, inducing local coordinates $x=\left(x_{1}, \ldots, x_{n}\right)$, we have

$$
\operatorname{ord}_{q}(x)=\sum_{j=1}^{n} \operatorname{ord}_{q}\left(x_{j}\right) \leqslant \mathcal{Q}(q)=\sum_{j=1}^{n} w_{j}(q)
$$

We say that $\psi^{q}$ is a chart of privileged coordinates at $q$ if it is "maximal", in the sense that $\operatorname{ord}_{q}(x)=\mathcal{Q}(q)$, i.e., $\left\{\operatorname{ord}_{q}\left(x_{1}\right), \ldots, \operatorname{ord}_{q}\left(x_{n}\right)\right\}=\left\{w_{1}(q), \ldots, w_{n}(q)\right\}$.

The sR weights $w_{j}(q)$, defined in Appendix A.3, are a nondecreasing sequence. Anyway, it may be convenient to relabel the weights so that $w_{i}(q)=\operatorname{ord}_{q}\left(x_{i}\right)$ : in this case, following [40], we say that the weights are labeled according to the coordinates $x$. Note that, then, $d x_{i}\left(D^{w_{i}(q)}(q)\right) \neq 0$ and

[^6]$d x_{i}\left(D^{w_{i}(q)-1}(q)\right)=0$, meaning that $\partial_{x_{i}} \in D^{w_{i}(q)}(q) \backslash D^{w_{i}(q)-1}(q)$ at $q$, i.e., privileged coordinates are always adapted to the sR flag.

Classical examples of charts of privileged coordinates at $q$ are given by the coordinates of the first kind

$$
\left(\psi^{q}\right)^{-1}\left(x_{1}, \ldots, x_{n}\right)=\exp \left(x_{1} Z_{1}+\cdots+x_{n} Z_{n}\right)(q)
$$

and by the coordinates of the second kind $\exp \left(x_{1} Z_{1}\right) \circ \cdots \circ \exp \left(x_{n} Z_{n}\right)(q)$ where $\left(Z_{i}\right)_{1 \leqslant i \leqslant n}$ is a frame of vector fields that is adapted to the sR flag at $q$. Privileged coordinates can be obtained from adapted coordinates by a triangular change of variables (see [52]).

Privileged coordinates straightening an equisingular smooth submanifold. Let $N$ be an equisingular smooth submanifold of $M$ (see Appendix A. 3 for the definition) of topological dimension $k$. Let $q \in N$ and let $U$ be a neighborhood of $q$ in $M$. At each point $q^{\prime} \in N \cap U$, assuming that $U$ is sufficiently small, there exist local privileged coordinates $x=\left(x_{1}, \ldots, x_{n}\right)$, depending smoothly on $q^{\prime} \in N \cap U$, in which $N=\left\{x_{k+1}=\cdots=x_{n}=0\right\}$.

The existence of such coordinates is proved in [40, Lemma 4.3], thanks to the following argument: since all integers $n_{i}=\operatorname{dim}\left(D^{i}\right)$ and $n_{i}^{N}=\operatorname{dim}\left(D^{i} \cap T N\right)$ are constant along $N$, assuming $U$ small enough, we can choose a local frame $\left(Z_{1}, \ldots, Z_{n}\right)$ of $n$ vector fields that is adapted to the sR flag of $D$ on $U$ such that, moreover, the family $\left(Z_{1}, \ldots, Z_{k}\right)$ is adapted to the sR flag of $D \cap T N$ (defined by (75)) on $N \cap U .{ }^{8}$ Then, it suffices to take exponential privileged coordinates (of the first or second kind) associated with the vector fields $Z_{1}, \ldots, Z_{n}$.

Assuming that the sR weights are labeled according to the coordinates $x$, for every $j \in$ $\{1, \ldots, n\}, w_{j}(q)=w_{j}^{q}(D)=\operatorname{ord}_{q}\left(x_{j}\right)$ does not depend on $q \in N$ and we denote it by $w_{j}^{N}(D)$. Hence, to the equisingular submanifold $N$ are attached the two integers $\mathcal{Q}^{M}(N)=\operatorname{ord}_{q}(x)=$ $\sum_{j=1}^{n} w_{j}^{N}(D)(\operatorname{see}(74))$ and $\mathcal{Q}^{N}=\operatorname{ord}_{q}\left(x_{1}, \ldots, x_{k}\right)=\sum_{j=1}^{k} w_{j}^{N}(D)$ (see (76)), the latter being the Hausdorff dimension of $N$. By convention, when $N$ is a single point, we set $k=0$ and $\mathcal{Q}^{N}=0$.

Remark A.1. The above straightening procedure cannot be iterated on strata when $N=\bigcup_{i=1}^{s} N_{i}$ is (Whitney) stratified by equisingular smooth submanifolds, for some $s \in \mathbb{N}^{*}$, where $N_{1}, \ldots, N_{s}$ are (disjoint) equisingular smooth submanifolds of $M$ such that $N_{i} \subset \overline{N_{i+1}}$ for $i=1, \ldots, s-1$. More precisely, let $q \in N_{1}$. We set $k_{i}=\operatorname{dim}\left(N_{i}\right)$. There exist privileged coordinates in a (small enough) neighborhood $U$ in $N$ of $q \in N_{1}$, straightening $N_{1}$, depending smoothly on $q \in N_{1}$, in which $N_{1}=\left\{x_{k_{1}+1}=\cdots=x_{n}=0\right\}$. But, in general, it is not possible to construct privileged coordinates such that $N_{i}=\left\{x_{k_{i}+1}=\cdots=x_{n}=0\right\}$ for every $i \in\{1, \ldots, s\}$ when $s>1$ : a counterexample is given by the Baouendi-Grushin case with a tangency point; the same counterexample shows that it is not possible in general to construct privileged coordinates at $q \in N_{1}$ that would depend smoothly on $q_{i} \in \overline{N_{i}}$ for $i>1$ with $q_{i}$ converging to $q$.

Lemma A.1. Let $N_{2}$ be an equisingular smooth submanifold of $M$ of topological dimension $k_{2} \in$ $\mathbb{N}^{*}$. Let $P_{1}$ be an equisingular submanifold of $N_{2}$ of topological dimension $k_{2}-k_{1}-1$ for some integer $0 \leqslant k_{1}<k_{2}$. For any $q \in P_{1}$, locally around $q$ there exists a smooth submanifold $P$ of $M$ (not equisingular) of topological dimension $n-k_{1}-1$, satisfying $P \cap N_{2}=P_{1}$ and intersecting $N_{2}$ transversally at $q$ (i.e., $T_{q} M=T_{q} P+T_{q} N_{2}$ ), such that

$$
\mathcal{Q}^{P}\left(P \cap N_{2}\right)-\mathcal{Q}^{P \cap N_{2}}=\mathcal{Q}^{M}\left(N_{2}\right)-\mathcal{Q}^{N_{2}}
$$

Proof. For any $q \in P_{1}$, we claim that there exist privileged coordinates $y=\left(y_{1}, y_{2}, y_{3}\right)$ at $q$, depending smoothly on $q \in P_{1}$, straightening $P_{1}$ and $N_{2}$ so that $P_{1}=\left\{y_{2}=y_{3}=0\right\}$ and

[^7]$N_{2}=\left\{y_{3}=0\right\}$ : indeed, since $P_{1}$ and $N_{2}$ are equisingular, in a neighborhood $U$ of $q$, we can choose a local frame $\left(Z_{1}, \ldots, Z_{n}\right)$ of $n$ vector fields that is adapted to the sR flag of $D$ on $U$ such that, moreover, the family $\left(Z_{1}, \ldots, Z_{k_{2}-k_{1}-1}\right)$ is adapted to the sR flag of $D \cap T P_{1}$ on $P_{1} \cap U$, and the family $\left(Z_{1}, \ldots, Z_{k_{2}}\right)$ is adapted to the sR flag of $D \cap T N_{2}$ on $N_{2} \cap U$. We have then $\mathcal{Q}^{P_{1}}=\operatorname{ord}_{q}\left(y_{1}\right)$, $\mathcal{Q}^{N_{2}}\left(P_{1}\right)=\mathcal{Q}^{N_{2}}=\operatorname{ord}_{q}\left(y_{1}, y_{2}\right)$ and $\mathcal{Q}^{M}\left(N_{2}\right)=\operatorname{ord}_{q}(y)$. We define $P$ as the bundle over $P_{1}$ whose fiber over each $q \in P_{1}$ is the submanifold $\left\{y_{1}=y_{2}=0\right\}$ (of topological dimension $n-k_{2}$ ). Then $\mathcal{Q}^{P}\left(P \cap N_{2}\right)=\mathcal{Q}^{P}\left(P_{1}\right)=\operatorname{ord}_{q}\left(y_{1}, y_{3}\right)$ and the lemma follows.

Remark A.2. The conclusion of Lemma A. 1 is not valid in general for any smooth local submanifold $P$ of $M$ containing $P_{1}$ and transverse to $N_{2}$ at $q$.

Remark A.3. Lemma A. 1 is obviously extended to the case where $N_{2}(\kappa)$ and $P_{1}(\kappa)$ depend smoothly on a parameter $\kappa$ (belonging to some smooth manifold), and yields $P(\kappa)$ depending as well smoothly on $\kappa$.

Another useful extension of the lemma is when $P_{1}$ is stratified by equisingular submanifolds of $N_{2}$ : in this case, $P$ is a stratified bundle over $P_{1}$ and the conclusion of the lemma is satisfied for any stratum of $P$.

## A.5.3 Dilations and nilpotentization of smooth sections of $D$

We consider a chart $\psi^{q}$ of privileged coordinates at $q$. Given any $\varepsilon \in \mathbb{R}$, the dilation $\delta_{\varepsilon}^{q}$ at $q$, according to the flag at $q$, and the dilation $\delta_{\varepsilon}$ in $\mathbb{R}^{n}$, are defined by

$$
\begin{equation*}
\delta_{\varepsilon}^{q}=\left(\psi^{q}\right)^{-1} \circ \delta_{\varepsilon}, \quad \delta_{\varepsilon}(x)=\left(\varepsilon^{w_{1}(q)} x_{1}, \ldots, \varepsilon^{w_{n}(q)} x_{n}\right) \quad \forall x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n} \tag{77}
\end{equation*}
$$

where the sR weights are labeled according to the coordinates $x$. Note that, denoting by $m$ the Lebesgue measure on $\mathbb{R}^{n}$ (given by $d m=d x_{1} \cdots d x_{n}$ ), we have $\delta_{\varepsilon}^{*} m=|\varepsilon| \mathcal{Q}^{M}(q) m$ for every $\varepsilon \neq 0$.

Given any vector field $Y$ on $M$ that is a smooth section ${ }^{9}$ of $D$ (i.e., $Y(q)=\sum_{i=1}^{m} a_{i}(q) X_{i}(q)$ at any $q \in M$, with smooth functions $a_{i}$ ), the nilpotentization $\widehat{Y}^{q}$ at $q$ of $X$ is the (nilpotent and complete) vector field on $\mathbb{R}^{n}$ defined by

$$
\widehat{Y}^{q}=\lim _{\substack{\varepsilon \rightarrow 0 \\ \varepsilon \neq 0}} Y_{\varepsilon}^{q} \quad \text { where } \quad Y_{\varepsilon}^{q}=\varepsilon\left(\delta_{\varepsilon}^{q}\right)^{*} Y=\varepsilon \delta_{\varepsilon}^{*} \psi_{*}^{q} Y
$$

Actually this convergence is valid in $C^{\infty}$ topology (uniform convergence of all derivatives on compact subsets of $\mathbb{R}^{n}$ ); we also refer to [32, Section 6.1.1] for stronger results. Note that $\widehat{Y}^{q}$ is homogeneous of degree -1 with respect to dilations, i.e., $\lambda \delta_{\lambda}^{*} \widehat{Y}^{q}=\widehat{Y}^{q}$ for every $\lambda \neq 0$, and that the nonholonomic order of $Y-\widehat{Y}^{q}$ at $q$ is nonnegative. Actually, writing in $C^{\infty}$ topology the Taylor expansion $Y=Y^{(-1)}+Y^{(0)}+Y^{(1)}+\cdots$ around 0 , where $Y^{(k)}$ is polynomial and homogeneous of degree $k$ (with respect to dilations), we get that $Y_{\varepsilon}^{q}$ has a Taylor expansion at any order $N$ with respect to $\varepsilon$, in $C^{\infty}$ topology:

$$
Y_{\varepsilon}^{q}=\varepsilon\left(\delta_{\varepsilon}^{q}\right)^{*} Y=\widehat{Y}^{q}+\varepsilon Y^{(0)}+\varepsilon^{2} Y^{(1)}+\cdots+\varepsilon^{N} Y^{(N-1)}+\mathrm{o}\left(|\varepsilon|^{N}\right)
$$

with $\widehat{Y}^{q}=Y^{(-1)}$ (see also [8, Lemma 1]), i.e., setting $Y_{0}^{q}=\widehat{Y}^{q}$ for $\varepsilon=0, Y_{\varepsilon}^{q}$ depends smoothly on $\varepsilon$ in $C^{\infty}$ topology. We also have $Y_{\varepsilon}^{q}=\widehat{Y}^{q}+\varepsilon Z_{\varepsilon}^{q}$ for every $\varepsilon \in \mathbb{R}$ with $|\varepsilon|$ small enough so that we are in the chart, where $Z_{\varepsilon}^{q}$ is a smooth vector field depending smoothly on $\varepsilon$ in $C^{\infty}$ topology.
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## A.5.4 Nilpotentization of the sR structure

In the above chart, we have $\widehat{M^{q}} \simeq \mathbb{R}^{n}$, endowed with the sR structure (denoted by $\left(\widehat{M}^{q}, \widehat{D}^{q}, \widehat{g}^{q}\right)$ ) induced by the vector fields $\widehat{X}_{i}^{q}, i=1, \ldots, m$. This definition does not depend on the choice of privileged coordinates at $q$ because two sets of such coordinates produce two sR-isometric sR structures. This is due to the fact that, since transition maps of charts of privileged coordinates are triangular with respect to the flag, the nilpotentization of any transition map is a sR isometry (see [12, Proposition 5.20]). Note that the nilpotent sR structure ( $\widehat{M}^{q}, \widehat{D}^{q}, \widehat{g}^{q}$ ) is homogeneous with respect to the above dilations and that the corresponding sR distance is homogeneous of degree 1. Moreover, the growth vector of $\widehat{D}^{q}$ coincides with that of $D$ at $q$, and $\operatorname{Lie}\left(\widehat{X}_{1}^{q}, \ldots, \widehat{X}_{m}^{q}\right)$ is a nilpotent Lie algebra of step $r(q)$. Setting

$$
\widehat{g}^{q}=\lim _{\substack{\varepsilon \rightarrow 0 \\ \varepsilon \neq 0}} g_{\varepsilon}^{q} \quad \text { where } \quad g_{\varepsilon}^{q}=\varepsilon^{-2}\left(\delta_{\varepsilon}^{q}\right)^{*} g
$$

we have $\widehat{g}_{x}^{q}\left(\widehat{X}^{q}(x), \widehat{Y}^{q}(x)\right)=g_{q}(X(q), Y(q))$ for every $x \in \mathbb{R}^{n}$, for all vector fields $X$ and $Y$ on $M$ that are smooth sections of $D$.

Another geometric identification of $\left(\widehat{M}^{q}, \widehat{D}^{q}, \widehat{g}^{q}\right)$ is the following. Let $\mathcal{G}_{q}$ be the (nilpotent) Lie group of diffeomorphims of $\mathbb{R}^{n}$ generated by $\exp \left(t \widehat{X}_{i}^{q}\right)$, for $t \in \mathbb{R}$ and $i=1, \ldots, m$. Its Lie algebra is

$$
\mathfrak{g}_{q}=\operatorname{Lie}\left(\widehat{X}_{1}^{q}, \ldots, \widehat{X}_{m}^{q}\right)=\bigoplus_{i=1}^{r(q)}\left(\widehat{D}^{q}\right)^{i} /\left(\widehat{D}^{q}\right)^{i-1}
$$

it is nilpotent, graded, and generated by its first component $\widehat{D}^{q}$. In other words, $\mathcal{G}_{q}$ is a Carnot group (see [68]). Under the Hörmander condition $\operatorname{Lie}(D)=T M, \mathcal{G}_{q}$ acts transitively on $\mathbb{R}^{n}$. Defining the isotropy group $H_{q}=\left\{\varphi \in \mathcal{G}_{q} \mid \varphi(0)=0\right\}$, of Lie algebra $\mathfrak{h}_{q}=\left\{Y \in \mathfrak{g}_{q} \mid Y(0)=0\right\}$, we identify $\widehat{M}^{q}$ to the homogeneous (coset) space $\mathcal{G}_{q} / H_{q}$. If $q$ is regular then $H_{q}=\{0\}$ and thus $\widehat{M^{q}} \simeq \mathcal{G}_{q}$ is a Carnot group endowed with a left-invariant sR structure.
Remark A.4. Carnot groups are to sub-Riemannian geometry as Euclidean spaces are to Riemannian geometry. However, there is a major difference, which is of particular importance here. In Riemannian geometry, all tangent spaces are isometric, but this is not the case in sub-Riemannian geometry: given two points $q_{1}$ and $q_{2}$ of $M$, the nilpotentizations ( $\left.\widehat{M}^{q_{1}}, \widehat{D}^{q_{1}}, \widehat{g}^{q_{1}}\right)$ and ( $\left.\widehat{M}^{q_{2}}, \widehat{D}^{q_{2}}, \widehat{g}^{q_{2}}\right)$ of the sR structure respectively at $q_{1}$ and $q_{2}$ may not be sR-isometric, even though the growth vectors at $q_{1}$ and $q_{2}$ coincide. ${ }^{10}$ There are many algebraically non-isomorphic (and thus nonisometric) $n$-dimensional Carnot groups, and even uncountably many for $n \geqslant 5$ (due to moduli in their classification). We refer to [7,62] for a complete classification of rigid and semi-rigid Carnot algebras.

Note that, in dimension three, if the growth vector is $(2,3)$ then we have a unique model that is the Heisenberg flat case in the equivalence class of sR-isometric Carnot groups.

## A.5.5 Nilpotentized sR Laplacian

Let $q \in M$ be arbitrary. Associated with the sR structure $\left(\widehat{M^{q}}, \widehat{D}^{q}, \widehat{g}^{q}\right)$, we define on $C^{\infty}\left(\widehat{M}^{q}\right)$ the differential operator

$$
\begin{equation*}
\widehat{\triangle}^{q}=\sum_{i=1}^{m}\left(\widehat{X}_{i}^{q}\right)^{2} \tag{78}
\end{equation*}
$$

Under the Hörmander condition (73), we have as well Lie $\left(\widehat{D}^{q}\right)=T \widehat{M}^{q}$ and thus $\widehat{\triangle}^{q}$ is subelliptic.
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## A.5.6 Nilpotentization of measures

The nilpotentization of measures is defined by duality of the nilpotentization of functions. Let $\mu$ be a smooth measure on $M$ and let $q \in M$. Using a chart $\psi^{q}$ of privileged coordinates at $q$, the measure $\widehat{\mu}^{q}$ on $\widehat{M}^{q} \simeq \mathbb{R}^{n}$ (nilpotentization of the measure $\mu$ at $q$ ) is given by

$$
\widehat{\mu}^{q}=\lim _{\substack{\varepsilon \rightarrow 0 \\ \varepsilon \neq 0}} \mu_{\varepsilon}^{q} \quad \text { where } \quad \mu_{\varepsilon}^{q}=|\varepsilon|^{-\mathcal{Q}^{M}(q)}\left(\delta_{\varepsilon}^{q}\right)^{*} \mu
$$

with convergence in the vague topology (i.e., the weak star topology of $C_{c}(M)^{\prime}$, where $C_{c}(M)$ is the set of continuous functions on $M$ of compact support). Note that, since $\left(\delta_{\varepsilon}^{q}\right)^{-1}\left(\mathrm{~B}_{\mathrm{sR}}(q, \varepsilon)\right) \rightarrow$ $\widehat{\mathrm{B}}_{\mathrm{sR}}^{q}(0,1)$ for the Gromov-Hausdorff topology, we have

$$
\begin{equation*}
\mu\left(\mathrm{B}_{\mathrm{sR}}(q, \varepsilon)\right) \sim \varepsilon^{\mathcal{Q}^{M}(q)} \widehat{\mu}^{q}\left(\widehat{\mathrm{~B}}_{\mathrm{sR}}^{q}(0,1)\right) \tag{79}
\end{equation*}
$$

as $\varepsilon \rightarrow 0^{+}$(see also [41, Remark 3.6]). According to the above definition of the nilpotentization of a measure, if $\mu$ and $\nu$ are two smooth measures on $M$, with $\mu=h \nu$, where $h$ is a positive smooth function on $M$, then $\widehat{\mu}^{q}=h(q) \widehat{\nu}^{q}$. Equivalently, this means that

$$
\begin{equation*}
h(q)=\frac{d \mu}{d \nu}(q)=\frac{\widehat{\mu}^{q}}{\widehat{\nu}^{q}} \tag{80}
\end{equation*}
$$

In particular, the nilpotentizations at $q$ of all smooth measures are proportional to the Lebesgue measure $m$ on $\widehat{M}^{q} \simeq \mathbb{R}^{n}$. If $q$ is regular, then $\widehat{\mu}^{q}$ is a left-invariant measure on the Carnot group $\widehat{M}^{q}$; in this case, $\widehat{M}^{q}$ is a nilpotent Lie group and thus is unimodular, and hence $\widehat{\mu}^{q}$ coincides with the Haar measure, up to scaling. If $q$ is singular, $\widehat{M}^{q}$ is a homogeneous (quotient) space and $\widehat{\mu}^{q}$ is a left-invariant measure on it.

In passing, note that, applying (80) to the measure $\nu=\mathcal{H}_{S}$ that is the spherical Hausdorff measure and using the fact (proved in [2]) that $\widehat{\mathcal{H}}_{S}^{q}\left(\widehat{\mathrm{~B}}_{\mathrm{sR}}^{q}(0,1)\right)=2^{\mathcal{Q}^{M}(q)}$, we obtain that the density at $q$ of $\mu$ with respect to the spherical Hausdorff measure is

$$
h(q)=\frac{d \mu}{d \mathcal{H}_{S}}(q)=\frac{\widehat{\mu}^{q}\left(\widehat{\mathrm{~B}}_{\mathrm{sR}}^{q}(0,1)\right)}{2^{\mathcal{Q}^{M}(q)}}
$$

Remark A.5. Let $q \in M$ be arbitrary, and let $\mu$ be an arbitrary smooth measure on $M$. Endowing $\widehat{M}^{q}$ with the lest-invariant measure $\widehat{\mu}^{q}$, we have

$$
\begin{equation*}
\operatorname{div}_{\widehat{\mu}^{q}}\left(\widehat{X}_{i}^{q}\right)=0 \quad \forall i \in\{1, \ldots, m\} \tag{81}
\end{equation*}
$$

Indeed, $\widehat{\mu}^{q}$ is invariant and the vector fields $\widehat{X}_{i}^{q}$ are the generators of the group action and thus must have a zero divergence. As a consequence of (81), we have $\left(\widehat{X}_{i}^{q}\right)^{*}=-\widehat{X}_{i}^{q}$, where the transpose is considered in $L^{2}\left(\widehat{M}^{q}, \widehat{\mu}^{q}\right)$. It follows that

$$
\widehat{\triangle}^{q}=\sum_{i=1}^{m}\left(\widehat{X}_{i}^{q}\right)^{2}=\sum_{i=1}^{m}-\left(\widehat{X}_{i}^{q}\right)^{*} \widehat{X}_{i}^{q}
$$

Due to the cancellation of the divergence term, there are no terms of order one (compare with the general formula for a sR Laplacian, given, e.g., in [30]).

## A.5.7 Nilpotentization of diffeomorphisms

Let $M_{1}$ and $M_{2}$ be two manifolds of same dimension, and let $D_{1}=\operatorname{Span}(X)$ (resp., $D_{2}=$ $\operatorname{Span}(Y)$ ) be a horizontal distribution on $M_{1}$ (resp., on $M_{2}$ ), with $X=\left(X_{1}, \ldots, X_{m}\right)$ (resp., $\left.Y=\left(Y_{1}, \ldots, Y_{m}\right)\right)$. Let $q \in M_{1}$.

We assume that the horizontal distributions $D_{1}$ and $D_{2}$ are locally diffeomorphic around $q$, i.e., there exists a germ of smooth diffeomorphism $\phi: M_{1} \rightarrow M_{2}$ around $q$ such that $\phi_{*} D_{1}=$ $D_{2}$. This means that, for every $j \in\{1, \ldots, m\}, \phi_{*} X_{j}=\sum_{j=1}^{m} a_{i j} Y_{i}$ for some germs at $\phi(q)$ of smooth functions $a_{i j}$ on $M_{2}$. Then, $\widehat{D}_{1}^{q}$ and $\widehat{D}_{2}^{\phi(q)}$ are diffeomorphic, i.e., $\widehat{\phi}_{*}^{q} \widehat{D}_{1}^{q}=\widehat{D}_{2}^{\phi(q)}$, with a diffeomorphism $\widehat{\phi}^{q}: \widehat{M}_{1}^{q} \rightarrow \widehat{M}_{2}^{q}$ satisfying $\widehat{\phi}_{*}^{q} \widehat{X}_{j}^{q}=\sum_{j=1}^{m} a_{i j}(\phi(q)) \widehat{Y}_{i}^{\phi(q)}$ for every $i \in\{1, \ldots, m\}$.

Actually, the diffeomorphism $\widehat{\phi}^{q}$ is the limit as $\varepsilon \rightarrow 0$ of $\phi_{\varepsilon}^{q}$, where

$$
\phi_{\varepsilon}^{q}=\left(\delta_{\varepsilon}^{\phi(q)}\right)^{-1} \circ \phi \circ \delta_{\varepsilon}^{q}=\delta_{1 / \varepsilon} \circ \psi_{2}^{\phi(q)} \circ \phi \circ\left(\psi_{1}^{q}\right)^{-1} \circ \delta_{\varepsilon}
$$

for every $\varepsilon>0$, where $\psi_{1}^{q}$ (resp., $\psi_{2}^{\phi(q)}$ ) is a local chart of privileged coordinates at $q$ (resp., at $\phi(q))$. To see that $\widehat{\phi}^{q}$, defined as this limit, is indeed a diffeomorphism, it suffices to choose the local charts of privileged coordinates so that $\phi$ is the identity in those coordinates.

Moreover, if $q$ is regular, i.e., if $q \in M \backslash \mathscr{S}$, then the diffeomorphism $\widehat{\phi}^{q}$ depends smoothly (in $C^{\infty}$ topology) on $q$ in $M \backslash \mathscr{S}$. More generally, if $M$ is Whitney stratified by equisingular smooth strata then the latter property is satisfied along strata.

## A. 6 Uniform ball-box theorem

We follow [52, Chap. 2, Sec. 2.2.2] (see also [71]). Considering the $m$-tuple $X=\left(X_{1}, \ldots, X_{m}\right)$ of vector fields, given an ordered set $I=\left(i_{1}, \ldots, i_{p}\right)$ of $p$ indices taken in $\{1, \ldots, m\}$, we define the vector field $X_{I}$ as the Lie bracket of length $p=|I|$ given by

$$
X_{I}=\left[\cdots\left[\left[X_{i_{1}}, X_{i_{2}}\right], X_{i_{3}}\right], \ldots, X_{i_{p}}\right]
$$

Let $K$ be a compact subset of $M$ and let $\mathcal{Q}_{\max }^{K}$ be the maximum of $\mathcal{Q}^{M}(q)$ over all $q \in K$. Let $\mathscr{X}$ be the (finite) set of all $n$-tuples $\mathrm{X}=\left(X_{I_{1}}, \ldots, X_{I_{n}}\right)$ such that $|\mathrm{X}|=\sum_{i=1}^{n}\left|I_{i}\right| \leqslant \mathcal{Q}_{\max }^{K}$. Note that a $n$-tuple $\mathrm{X} \in \mathscr{X}$ of rank $n$ at $q$ is adapted to the sR flag of $D$ at $q$ if and only if $|\mathrm{X}|=\mathcal{Q}^{M}(q)$. Given any $q \in K$ and any $\rho>0$, we define

$$
\begin{equation*}
\mathrm{v}_{\mu}^{q, \rho}(X)=\sum_{\mathrm{x} \in \mathscr{X}} \rho^{|\mathrm{X}|}\left|\operatorname{det}_{\mu}(\mathrm{X}(q))\right| . \tag{82}
\end{equation*}
$$

The function $q \mapsto \mathrm{v}_{\mu}^{q, \rho}(X)$ is continuous, and for every $q$ fixed, $\mathrm{v}_{\mu}^{q, \rho}(X)$ is polynomial in $\rho$, of valuation $\mathcal{Q}^{M}(q)$ and of degree not greater than $\mathcal{Q}_{\text {max }}^{K}$. Actually, following [40, 41] and defining

$$
\mathrm{w}_{\mu}^{q}(X)=\sum_{\mathrm{x} \in \mathscr{X},|\mathrm{x}|=\mathcal{Q}^{M}(q)}\left|\operatorname{det}_{\mu}(\mathrm{X}(q))\right|,
$$

we have $\mathrm{v}_{\mu}^{q, \rho}(X) \sim \rho^{\mathcal{Q}^{M}(q)} \mathrm{w}_{\mu}^{q}(X)$ as $\rho \rightarrow 0$, but this limit is not uniform with respect to $q$ near singular points. The function $q \mapsto \mathrm{w}_{\mu}^{q}(X)$ is positive on $K$ (because there always exists an adapted frame at any point $q$, consisting of Lie brackets), is smooth in the regular region $K \backslash \mathscr{S}$, and is not continuous at singular points (if a singular point $q$ is the limit of regular points $q_{k}$ then $\mathrm{w}_{\mu}^{q_{k}}(X) \rightarrow 0$ while $\left.\mathrm{w}_{\mu}^{q}(X)>0\right)$.

Given any $q \in K$, any $\mathrm{X} \in \mathscr{X}$ and any $\rho>0$, we define the X -box

$$
\operatorname{Box}_{\mathbf{x}}(q, \rho)=\left\{\exp \left(x_{1} X_{I_{1}}\right) \circ \cdots \circ \exp \left(x_{n} X_{I_{n}}\right)(q)| | x_{i} \mid \leqslant \rho^{\left|I_{i}\right|}, i=1, \ldots, n\right\}
$$

By the uniform ball-box theorem (see [51] or [52, Theorem 2.4], see also [40, Proposition A.1]), there exist $C>0$ and $\rho_{0}>0$ (depending on $K$ ) such that, for every $q \in K$ and every $\rho \in\left(0, \rho_{0}\right]$, for
every $\mathrm{X} \in \mathscr{X}$ (depending on $q$ and $\rho$ ) achieving the maximum of $\rho^{|\mathrm{X}|}\left|\operatorname{det}_{\mu}(\mathrm{X}(q))\right|$ over all $\mathrm{X} \in \mathscr{X}$, we have

$$
\operatorname{Box}_{\mathrm{x}}(q, \rho / C) \subset \operatorname{B}_{\mathrm{sR}}(q, \rho) \subset \operatorname{Box}_{\mathrm{x}}(q, \rho C) .
$$

As a consequence, there exists $C>0$ (depending on $K$ ) such that

$$
\begin{equation*}
\frac{1}{C} \mathrm{v}_{\mu}^{q, \rho}\left(X_{1}, \ldots, X_{m}\right) \leqslant \mu\left(\mathrm{B}_{\mathrm{sR}}(q, \rho)\right) \leqslant C \mathrm{v}_{\mu}^{q, \rho}\left(X_{1}, \ldots, X_{m}\right) \quad \forall q \in K \quad \forall \rho \in\left(0, \rho_{0}\right] \tag{83}
\end{equation*}
$$

The above double inequality is the main result of [71], from which the authors infer the volume doubling property. Note that, using (79), we easily infer (see also [40, Remark 5.8]) that there exists $C>0$ (depending on $K$ ) such that

$$
\begin{equation*}
\frac{1}{C} \mathrm{w}_{\mu}^{q}(X) \leqslant \widehat{\mu}^{q}\left(\widehat{\mathrm{~B}}_{\mathrm{sR}}^{q}(0,1)\right) \leqslant C \mathrm{w}_{\mu}^{q}(X) \quad \forall q \in K \tag{84}
\end{equation*}
$$

In passing, one can note that, applying (83) to the $m$-tuple $\widehat{X}^{q}=\left(\widehat{X}_{1}^{q}, \ldots, \widehat{X}_{m}^{q}\right)$ of vector fields, we obtain that $\mathrm{w}_{\mu}^{q}(X)$ is bounded above and below on $K$ by constant multiples of $\mathrm{v}_{\widehat{\mu}^{q}}^{0,1}\left(\widehat{X}^{q}\right)$.

## A. 7 The Popp measure

Similarly to the fact that any Riemannian manifold has a canonical smooth measure associated with the metric, any sR structure has canonical (intrinsic) measures, i.e., measures that depend only on the sR structure and not on the choice of a system of coordinates or of a local frame. This question has been addressed in [2, 68]. The $n$-dimensional Hausdorff measure and the $n$ dimensional spherical Hausdorff measure are of course intrinsic measures on a sR structure, because a sR manifold is a metric space for the corresponding sR distance. The Popp measure, introduced in [68], is another canonical measure, associated with the sR metric and with the flag structure, in the equiregular case. It is even "doubly intrinsic", in the sense that it commutes with nilpotentization, as recalled below.

In $M \backslash \mathscr{S}$, the Popp volume is defined as the inverse image of $\left|\nu_{1} \wedge \cdots \wedge \nu_{r}\right|$ under the canonical isomorphism ${ }^{11}$

$$
\Lambda^{n}\left(T_{q}^{\star} M\right) \simeq \Lambda^{n}\left(\bigoplus_{k=1}^{r(q)} D^{k}(q) / D^{k-1}(q)\right)^{*}
$$

where $\nu_{k}$ is the canonical volume form on $D(q)^{k} / D(q)^{k-1}$ induced by the Euclidean structure coming from the surjection $D(q)^{\otimes k} \rightarrow D(q)^{k} / D(q)^{k-1}$ defined with Lie brackets modulo $D(q)$. The corresponding measure $P$, smooth $M \backslash \mathscr{S}$, is called the Popp measure.

By construction, the Popp measure is invariant under local sR isometries. Actually, if the group of sR isometries acts transitively on $M$, then the Popp measure is the unique invariant measure, up to scaling (see [9]). If $M$ is a Lie group equipped with a left-invariant sR structure (and thus in particular if $M$ is a Carnot group), then, since the left action is an isometry, the Popp measure is left-invariant. In this case, by uniqueness (up to scaling) of the Haar measure on a locally compact topological group, the Popp measure is therefore a constant multiple of the Haar measure. In particular, this is the case on the nilpotentization of the sR structure at some given point.

Moreover, the construction of the Popp measure commutes with nilpotentization, in the following sense. Let $q \in M \backslash \mathscr{S}$ be arbitrary. We denote temporarily by $P_{M}$ the Popp measure on $M$ associated with the sR structure $(M, D, g)$, and by $P_{\widehat{M}^{q}}$ the Popp measure on $\widehat{M}^{q}$ associated

[^10]with the sR structure $\left(\widehat{M}^{q}, \widehat{D}^{q}, \widehat{g}^{q}\right)$. Note that, since the sR structure $\left(\widehat{M}^{q}, \widehat{D}^{q}, \widehat{g}^{q}\right)$ is a class of equivalence under sR isometries and that the Popp measure is invariant under sR isometries, it follows that $P_{\widehat{M}^{q}}$ is an intrinsic measure on $\widehat{M}^{q}$. Let $\psi^{q}$ be a chart of local privileged coordinates at $q$ (note that this is as well a local sR isometry), and let ${\widehat{P_{M}}}^{q}$ be the nilpotentization of $P_{M}$ at $q$ in this chart. Then ${\widehat{P_{M}}}^{q}=P_{\widehat{M}^{q}}$. Since it is an intrinsic object, we simply denote it by $\widehat{P}^{q}$.

When the singular set $\mathscr{S}$ is stratified by equisingular smooth submanifolds, the Popp measure can also be defined along each stratum $\mathscr{S}_{j}$ of $\mathscr{S}$ (see [41]): the construction is the same as above, considering the sR flags of $D \cap T \mathscr{S}_{j}$, and gives a smooth measure on each stratum.

As noticed in [41, Corollary 4.5], it is remarkable that, given any compact subset $K$ of $M$, there exists $C>0$ (depending on $K$ ) such that $\frac{1}{C} \leqslant \widehat{P}^{q}\left(\widehat{B}^{q}(0,1)\right) \leqslant C$ for every $q \in M \backslash \mathscr{S}$ (even near $\mathscr{S})$. Indeed, it follows from the explicit expression of the Popp measure given in [9] that, in $M \backslash \mathscr{S}$, the Radon-Nikodym derivative $\frac{d P}{d \mu}$ is bounded above and below, up to scaling, by $\frac{1}{\mathrm{w}_{\mu}}$. The claim then follows from (80) and (84).

In Section 2, we introduce a new canonical sR measure, that we call the Weyl measure, which is of a spectral nature, in contrast to the Popp measure that is of algebraic nature.

## A. 8 Schwartz kernels, heat kernels

We set $\mathscr{D}(M)=C_{c}^{\infty}(M)$ and we denote by $\mathscr{D}^{\prime}(M)$ the space of distributions on $M$, i.e., the topological dual of $\mathscr{D}(M)$ endowed with the weak topology. Let $\mu$ be a smooth measure on $M$.

## A.8.1 Schwartz kernels

According to the Schwartz kernel theorem, there is a linear bijection between $\mathscr{D}^{\prime}(M \times M)$ and the set of bilinear continuous functionals on $\mathscr{D}(M) \times \mathscr{D}(M)$. Given a linear continuous mapping $A: \mathscr{D}(M) \rightarrow \mathscr{D}^{\prime}(M)$, the Schwartz kernel of $A$ is the unique distribution $[A] \in \mathscr{D}^{\prime}(M \times M)$ defined by

$$
\langle A f, g\rangle_{\mathscr{D}^{\prime}(M), \mathscr{D}(M)}=\langle[A], g \otimes f\rangle \quad \forall f, g \in \mathscr{D}(M)
$$

where $\langle\cdot, \cdot\rangle$ is the duality bracket.
When $[A] \in C^{0}(M \times M)$, identifying the distribution bracket by an integral with respect to the measure $\mu \otimes \mu$ and denoting by $[A]_{\mu}$ the density function, we have the familiar formula

$$
A f(q)=\int_{M}[A]_{\mu}\left(q, q^{\prime}\right) f\left(q^{\prime}\right) d \mu\left(q^{\prime}\right) \quad \forall q \in M \quad \forall f \in \mathscr{D}(M)
$$

We stress that, although the density function $[A]_{\mu}$ depends on $\mu$, given any $q \in M$, the absolutely continuous measure $[A]_{\mu}(q, \cdot) d \mu(\cdot)$ depends only on $A$ : it does not depend on the smooth measure $\mu$, in the sense that

$$
[A]_{\mu}(q, \cdot) d \mu(\cdot)=[A]_{\nu}(q, \cdot) d \nu(\cdot)
$$

for any other smooth measure $\nu$ on $M$.
Actually, in geometric terms, $[A]$ is a continuous section of the bundle $\pi_{2}^{*}\left(\Omega_{M}\right)$ on $M \times M$, where $\Omega_{M}$ is the line bundle of smooth measures (densities) on $M$ and $\pi_{2}: M \times M \rightarrow M$ is the projection defined by $\pi_{2}\left(q, q^{\prime}\right)=q^{\prime}$.

Similarly, the diagonal part $[A]_{\mu}(q, q) d \mu(q)$ is an absolutely continuous measure, which does not depend on $\mu$. Denoting by $\mathcal{M}_{f}$ the operator of multiplication by $f$, we have

$$
\operatorname{Tr}\left(A \mathcal{M}_{f}\right)=\int_{M}[A]_{\mu}(q, q) f(q) d \mu(q) \quad \forall f \in \mathscr{D}(M)
$$

## A.8.2 Heat kernels

Let $A: D(A) \rightarrow L^{2}(M, \mu)$ be a densely defined operator on $L^{2}(M, \mu)$, generating a strongly continuous semigroup $\left(e^{t A}\right)_{t \geqslant 0}$. For every $t>0$, the heat kernel $e_{A}(t)$ associated with $A$ is the measure on $M$ defined as the Schwartz kernel of $e^{t A}$, i.e., $e_{A}(t)=\left[e^{t A}\right]$. Of course, it does not depend on $\mu$.

When this measure has a density $\left[e^{t A}\right]_{\mu}$ with respect to $\mu$ which is locally integrable, we define the heat kernel $e_{A, \mu}(t, \cdot \cdot \cdot)$ associated with $A$ and with the measure $\mu$ by $e_{A, \mu}\left(t, q, q^{\prime}\right)=\left[e^{t A}\right]_{\mu}\left(q, q^{\prime}\right)$. This means that

$$
u(t, q)=\left(e^{t A} f\right)(q)=\int_{M} e_{A, \mu}\left(t, q, q^{\prime}\right) f\left(q^{\prime}\right) d \mu\left(q^{\prime}\right)
$$

is the unique solution to $\partial_{t} u-A u=0$ for $t>0, u(0, \cdot)=f(\cdot)$, for every $f \in \mathscr{D}(M)$. In other words, we have

$$
e_{A}(t)\left(q, q^{\prime}\right)=\left[e^{t A}\right]\left(q, q^{\prime}\right)=e_{A, \mu}\left(t, q, q^{\prime}\right) d \mu\left(q^{\prime}\right) \quad \forall t>0 \quad \forall q, q^{\prime} \in M
$$

As said above, this expression depends only on $A$, not on the smooth measure $\mu$.
Extending $e_{A, \mu}$ by 0 for $t<0$, for any fixed $q^{\prime} \in M$ the mapping $(t, q) \mapsto e_{A, \mu}\left(t, q, q^{\prime}\right)$ is also solution of $\left(\partial_{t}-A\right) e_{A, \mu}\left(\cdot, \cdot, q^{\prime}\right)=\delta_{\left(0, q^{\prime}\right)}$ in the sense of distributions, where the distribution pairing is considered with respect to the measure $d t \times d \mu(q)$ on $\mathbb{R} \times M$.

We gather hereafter some useful facts.

- Let $\varphi: M \rightarrow M$ be a diffeomorphism, representing a change of variable in the manifold $M$. We have $\varphi^{*} \mu=\left|J_{\mu}(\varphi)\right| \mu$, where $J_{\mu}(\varphi)$ is the Jacobian of $\varphi$ with respect to $\mu$, and where $\varphi^{*} \mu$ is the pullback of $\mu$ under $\varphi$. Then

$$
\begin{align*}
e_{\varphi^{*} A \varphi_{*}, \mu}\left(t, q, q^{\prime}\right) & =\left|J_{\mu}(\varphi)\left(q^{\prime}\right)\right| e_{A, \mu}\left(t, \varphi(q), \varphi\left(q^{\prime}\right)\right) \\
e_{A, \varphi^{*} \mu}\left(t, q, q^{\prime}\right) & =\frac{1}{\left|J_{\mu}(\varphi)\left(q^{\prime}\right)\right|} e_{A, \mu}\left(t, q, q^{\prime}\right)  \tag{85}\\
e_{\varphi^{*} A \varphi_{*}, \varphi^{*} \mu}\left(t, q, q^{\prime}\right) & =e_{A, \mu}\left(t, \varphi(q), \varphi\left(q^{\prime}\right)\right)
\end{align*}
$$

for every $t>0$ and all $q, q^{\prime} \in M$. Note that the last one follows from the two first ones, in which we have replaced $A$ with $\varphi^{*} A \varphi_{*}$ in the second one. The two first formulas in (85) are not symmetric, but there is no contradiction there: indeed if $A$ is selfadjoint in $L^{2}(M, \mu)$ then $e_{A, \mu}$ is symmetric, but $A$ need not be selfadjoint in $L^{2}\left(M, \varphi^{*} \mu\right)$ and thus $e_{A, \varphi^{*} \mu}$ need not be symmetric. Actually, given any other smooth measure $\nu$ on $M$, we have

$$
e_{\varphi^{*} A \varphi_{*}, \mu}\left(t, q, q^{\prime}\right) d\left(\varphi^{*} \mu\right)\left(q^{\prime}\right)=e_{\varphi^{*} A \varphi_{*}, \nu}\left(t, q, q^{\prime}\right) d \nu\left(q^{\prime}\right)
$$

- As a particular case, given any $\lambda>0$, we have $\lambda e_{A, \lambda \mu}=e_{A, \mu}$.
- Given any $\varepsilon>0$, the kernel associated with $\varepsilon^{2} A$ and with the measure $\nu$ is

$$
e_{\varepsilon^{2} A, \nu}\left(t, q, q^{\prime}\right)=e_{A, \nu}\left(\varepsilon^{2} t, q, q^{\prime}\right) \quad \forall t>0 \quad \forall q, q^{\prime} \in M
$$

- We assume that $\mu=h \nu$ with $h$ a positive smooth function on $M$ (density of $\mu$ with respect to $\nu)$. Then $h\left(q^{\prime}\right) e_{A, \mu}\left(t, q, q^{\prime}\right)=e_{A, \nu}\left(t, q, q^{\prime}\right)$ for all $\left(t, q, q^{\prime}\right) \in(0,+\infty) \times M \times M$, or equivalently,

$$
e_{A, \mu}\left(t, q, q^{\prime}\right) d \mu\left(q^{\prime}\right)=e_{A, \nu}\left(t, q, q^{\prime}\right) d \nu\left(q^{\prime}\right)
$$

- Let $\left(M_{1}, \mu_{1}\right)$ and $\left(M_{2}, \mu_{2}\right)$ be smooth manifolds with smooth measures. For $i=1,2$, let $A_{i}$ : $D\left(A_{i}\right) \rightarrow L^{2}\left(M_{i}, \mu_{i}\right)$ be a densely defined operator on $L^{2}\left(M_{i}, \mu_{i}\right)$, assumed to generate a heat
kernel that has a density $e_{\triangle_{i}, \mu_{i}}=e_{\triangle_{i}, \mu_{i}}\left(t, q_{i}, q_{i}^{\prime}\right)$ with respect to $\mu_{i}$ which is locally integrable. We define $M=M_{1} \times M_{2}$ and $\mu=\mu_{1} \otimes \mu_{2}$ and we consider on $M$ the operator

$$
A=\left(A_{1}\right)_{q_{1}}+\left(A_{2}\right)_{q_{2}}=A_{1} \otimes \operatorname{id}_{M_{2}}+\operatorname{id}_{M_{1}} \otimes A_{2}
$$

We have

$$
\begin{equation*}
e_{A, \mu}\left(t,\left(q_{1}, q_{2}\right),\left(q_{1}^{\prime}, q_{2}^{\prime}\right)\right)=e_{A_{1}, \mu_{1}}\left(t, q_{1}, q_{1}^{\prime}\right) e_{A_{2}, \mu_{2}}\left(t, q_{2}, q_{2}^{\prime}\right) \tag{86}
\end{equation*}
$$

for every $t>0$, all $q_{1}, q_{1}^{\prime} \in M_{1}$ and all $q_{2}, q_{2}^{\prime} \in M_{2}$.

## A.8.3 Sub-Riemannian heat kernels

In this paper, the above facts facts are applied to the nonpositive selfadjoint operator $\triangle: D(\triangle) \rightarrow$ $L^{2}(M, \mu)$ (defined by $(72)$ ), or to the operator $\widehat{\triangle}^{q}$ (nilpotentization of $\triangle$, defined by (78)) defined on $D\left(\widehat{\triangle}^{q}\right)=\left\{f \in L^{2}\left(\widehat{M}^{q}, \widehat{\mu}^{q}\right) \mid \widehat{\Delta}^{q} f \in L^{2}\left(\widehat{M}^{q}, \widehat{\mu}^{q}\right)\right\}$. Note that, according to Remark A.5, the operator $\widehat{\triangle}^{q}: D\left(\widehat{\triangle}^{q}\right) \rightarrow L^{2}\left(\widehat{M}^{q}, \widehat{\mu}^{q}\right)$ is essentially selfadjoint, and since $\widehat{M}^{q}$ is complete (indeed, sR balls of small radius are compact, and $\widehat{M}^{q}$ is invariant by dilatations) $\widehat{\triangle}^{q}$ is selfadjoint (see [83]). Therefore, both operators generate strongly continuous contraction semigroups.

Under the Hörmander condition $\operatorname{Lie}(D)=T M$, the operators $\partial_{t}-\triangle$ and $\partial_{t}-\widehat{\triangle}^{q}$ are hypoelliptic and therefore the corresponding heat kernels have smooth densities: we denote by $e=e_{\triangle, \mu}$ the density of the heat kernel of $\triangle$ with respect to $\mu$, defined on $(0,+\infty) \times M \times M$, and by $\widehat{e}^{q}=e_{\widehat{\Delta}^{q}, \widehat{\mu}^{q}}$ the density of the heat kernel of $\widehat{\triangle}^{q}$ with respect to $\widehat{\mu}^{q}$, defined on $(0,+\infty) \times \widehat{M}^{q} \times \widehat{M}^{q}$. By the maximum principle for hypoelliptic operators (see [17]), the smooth functions $e$ and $\widehat{e}^{q}$ are positive symmetric (see [83]).

Note that the nilpotentized heat kernel $\widehat{e}^{q}$ satisfies the homogeneity property

$$
\begin{equation*}
|\varepsilon|^{\mathcal{Q}^{M}(q)} \widehat{e}^{q}\left(\varepsilon^{2} t, \delta_{\varepsilon}(x), \delta_{\varepsilon}\left(x^{\prime}\right)\right)=\widehat{e}^{q}\left(t, x, x^{\prime}\right) \tag{87}
\end{equation*}
$$

for every $\varepsilon \in \mathbb{R} \backslash\{0\}$ and for all $\left(t, x, x^{\prime}\right) \in(0,+\infty) \times \mathbb{R}^{n} \times \mathbb{R}^{n}$.

Exponential estimates for sR heat kernels. It is well known that, for every compact subset $K$ of $M$, for every $\varepsilon \in(0,1]$ and for every $T>0$, there exist $C_{1}, C_{2}>0$ such that

$$
\begin{equation*}
\frac{C_{1}}{\mu\left(\mathrm{~B}_{\mathrm{sR}}(q, \sqrt{t})\right)} \exp \left(-\frac{\mathrm{d}_{\mathrm{sR}}\left(q, q^{\prime}\right)^{2}}{(4-\varepsilon) t}\right) \leqslant e\left(t, q, q^{\prime}\right) \leqslant \frac{C_{2}}{\mu\left(\mathrm{~B}_{\mathrm{sR}}(q, \sqrt{t})\right)} \exp \left(-\frac{\mathrm{d}_{\mathrm{sR}}\left(q, q^{\prime}\right)^{2}}{(4+\varepsilon) t}\right) \tag{88}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\partial_{t}^{m} X_{q}^{I} e\left(t, q, q^{\prime}\right)\right| \leqslant \frac{1}{t^{m+|I| / 2}} \frac{C_{2}}{\mu\left(\mathrm{~B}_{\mathrm{sR}}(q, \sqrt{t})\right)} \exp \left(-\frac{\mathrm{d}_{\mathrm{sR}}\left(q, q^{\prime}\right)^{2}}{(4+\varepsilon) t}\right) \tag{89}
\end{equation*}
$$

for all $q, q^{\prime} \in K$, for every $t \in(0, T)$, for all $i_{1}, \ldots, i_{s} \in\{1, \ldots, m\}$ and for every $s \in \mathbb{N}^{*}$, where $X^{I}=X_{i_{1}} \cdots X_{i_{s}}, I=\left(i_{1}, \ldots, i_{s}\right)$ and $|I|=s$. Here, $X_{q}^{I}$ means that the derivation $X^{I}$ is applied with respect to the variable $q$. In particular,

$$
\begin{equation*}
\frac{C_{1}}{\mu\left(\mathrm{~B}_{\mathrm{sR}}(q, \sqrt{t})\right)} \leqslant e(t, q, q) \leqslant \frac{C_{2}}{\mu\left(\mathrm{~B}_{\mathrm{sR}}(q, \sqrt{t})\right)} \quad \forall q \in K \quad \forall t \in(0, T] \tag{90}
\end{equation*}
$$

These exponential estimates have been established, e.g., in [33, 53, 56, 78, 79, 88] (see also [32, Appendix C] for a survey and more results on this issue). Actually, the estimates (90) along the diagonal imply the general estimates (88) by standard considerations.

## B Parameter-dependent sR heat kernels

We recall here results that have been established in [32] in the more general framework of Hörmander operators. Hereafter, to avoid technicalities, we specify the statements to sR Laplacians.

Let $M$ be a smooth connected manifold and let $\Omega$ be an open subset of $M$. Let $m \in \mathbb{N}^{*}$ and let $\mathcal{K}$ be a compact set. For every $\tau \in \mathcal{K}$, let $\mu^{\tau}$ be a smooth density on $M$, let $X_{1}^{\tau}, \ldots, X_{m}^{\tau}$ be smooth vector fields on $M$, all of them depending continuously on $\tau$ in $C^{\infty}$ topology. We denote by $g^{\tau}$ the corresponding sR metric. We consider the sR Laplacian

$$
\triangle^{\tau}=\triangle_{g^{\tau}, \mu^{\tau}}=-\sum_{i=1}^{m}\left(X_{i}^{\tau}\right)^{*} X_{i}^{\tau}=\sum_{i=1}^{m}\left(\left(X_{i}^{\tau}\right)^{2}+\operatorname{div}_{\mu^{\tau}}\left(X_{i}^{\tau}\right) X_{i}^{\tau}\right)
$$

where the star is the transpose in $L^{2}\left(M, \mu^{\tau}\right)$. We assume that the Lie algebra $\operatorname{Lie}\left(X_{1}^{\tau}, \ldots, X_{m}^{\tau}\right)$ generated by the vector fields is equal to $T_{q} M$ at any point $q \in M$, with a degree of nonholonomy that is uniform with respect to $\tau \in \mathcal{K}$ (uniform Hörmander condition).

We still denote by $\mu^{\tau}$ the volume induced on $\Omega$. Let $D\left(\triangle^{\tau}\right)$ be a subset of $\left\{f \in L^{2}\left(\Omega, \mu^{\tau}\right) \mid\right.$ $\left.\left(\triangle^{\tau} f\right)_{\mid \Omega} \in L^{2}\left(\Omega, \mu^{\tau}\right)\right\}$, standing for a domain of $\triangle^{\tau}$ for which $\left(\triangle^{\tau}, D\left(\triangle^{\tau}\right)\right)$ is selfadjoint and generates a strongly continuous contraction semigroup on $L^{2}\left(\Omega, \mu^{\tau}\right)$ and thus a smooth positive symmetric heat kernel $e^{\tau}\left(t, q, q^{\prime}\right)=e_{\Delta^{\tau}, \mu^{\tau}}\left(t, q, q^{\prime}\right)$ on $(0,+\infty) \times \Omega \times \Omega$.

## B. 1 Hypoelliptic Kac's principle

Let $\Omega_{1}$ be another arbitrary open subset of $M$. We define the operator $\triangle_{1}^{\tau}$ on $L^{2}\left(\Omega_{1}, \mu^{\tau}\right)$ exactly as we did above on $\Omega$, so that the selfadjoint operator $\left(\triangle_{1}^{\tau}, D\left(\triangle_{1}^{\tau}\right)\right)$ generates another smooth positive symmetric heat kernel $e_{1}^{\tau}\left(t, q, q^{\prime}\right)=e_{\triangle_{1}^{\tau}, \mu^{\tau}}\left(t, q, q^{\prime}\right)$ on $(0,+\infty) \times \Omega_{1} \times \Omega_{1}$.

Theorem B. 1 ([32, Theorem 3.1]). For all $(k, \alpha, \beta) \in \mathbb{N} \times \mathbb{N}^{d} \times \mathbb{N}^{d}$, we have

$$
\left(\partial_{t}^{k} \partial_{q}^{\alpha} \partial_{q^{\prime}}^{\beta} e^{\tau}\right)\left(t, q, q^{\prime}\right)=\left(\partial_{t}^{k} \partial_{q}^{\alpha} \partial_{q^{\prime}}^{\beta} e_{1}^{\tau}\right)\left(t, q, q^{\prime}\right)+\mathrm{O}\left(t^{\infty}\right)
$$

as $t \rightarrow 0^{+}$, uniformly with respect to $\tau \in \mathcal{K}$ and to $q, q^{\prime}$ varying in any compact subset of $\Omega \cap \Omega_{1}$.
Theorem B. 1 reflects Kac's principle of "not feeling the boundary", showing that the small-time asymptotic behavior of the heat kernel is purely local. The above version is moreover uniform with respect to parameters.

This result, which follows from uniform local subellipticity estimates, is particularly useful to develop local arguments using the heat kernel in small time.

## B. 2 Continuity with respect to parameters

Theorem B. 2 ([32, Theorem 3.2]). The heat kernel $e^{\tau}$ is smooth on $(0,+\infty) \times \Omega \times \Omega$, for every $\tau \in \mathcal{K}$, and depends continuously on $\tau \in \mathcal{K}$ in $C^{\infty}((0,+\infty) \times \Omega \times \Omega)$ topology.

Theorem B. 2 is obtained, first, by applying the Trotter-Kato theorem in general semigroup theory (see, e.g., [34, Chapter III]), which gives dependence in $C^{-\infty}$ for the weak-star topology; second, dependence in $C^{\infty}$ topology is obtained by using the Heine-Borel property, because, by uniform subellipticity, the family $\left(e^{\tau}\right)_{\tau \in \mathcal{K}}$ is bounded.

This result can be applied to singular perturbations $\triangle^{\tau}$ of $\triangle^{0}$. It generalizes to hypoelliptic operators well known results established for elliptic operators (see, e.g., [60]).

## C Small-time asymptotic expansion of sR heat kernels near the diagonal

Using the notations and assumptions made in Appendix A, let $q \in M$ be arbitrary (regular or not) and let $U$ be a relatively compact open connected neighborhood of $q$ in $M$. Recall that $e=e_{\Delta, \mu}$ is the sR heat kernel associated with the sR Laplacian $\triangle$ defined by (72) (see Appendix A.8.3).

Hereafter, we identify $\widehat{M}^{q} \simeq \mathbb{R}^{n}$ (with a sR isometry).
Let $\psi^{q}: U \rightarrow V \subset \mathbb{R}^{n}$ be a chart of privileged coordinates at $q$, such that $\psi^{q}(q)=0$, where $U$ is a neighborhood of $q$ in $M$ and $V$ is a neighborhood of 0 in $\mathbb{R}^{n}$. Let $\varepsilon_{0}>0$ be small enough such that $\delta_{\varepsilon}^{q}(V) \subset U$ (and $\left.\delta_{\varepsilon}(V) \subset V\right)$ for every $\varepsilon \in\left(-\varepsilon_{0}, \varepsilon_{0}\right)$, where the dilations are defined by (77). By definition of the nilpotentization, for every $i \in\{1, \ldots, m\}$, the vector field $\left(X_{i}\right)_{\varepsilon}^{q}=\varepsilon\left(\delta_{\varepsilon}^{q}\right)^{*} X_{i}$ converges to $\widehat{X}_{i}^{q}$ in $C^{\infty}$ topology as $\varepsilon \rightarrow 0$ (see Section A.5.3). Also, the metric $g_{\varepsilon}^{q}=\varepsilon^{-2}\left(\delta_{\varepsilon}^{q}\right)^{*} g$ converges to the nilpotentized metric $\widehat{g}^{q}$ (see Section A.5.4), and the smooth measure $\mu_{\varepsilon}^{q}=|\varepsilon|^{-\mathcal{Q}^{M}(q)}\left(\delta_{\varepsilon}^{q}\right)^{*} \mu$ converges to the nilpotentized measure $\widehat{\mu}^{q}$ (see Section A.5.6). Hence the operator

$$
\triangle_{\varepsilon}^{q}=\varepsilon^{2}\left(\delta_{\varepsilon}^{q}\right)^{*} \triangle\left(\delta_{\varepsilon}^{q}\right)_{*}=\sum_{i=1}^{m}\left(\left(\left(X_{i}\right)_{\varepsilon}^{q}\right)^{2}+\operatorname{div}_{\mu_{\varepsilon}^{q}}\left(\left(X_{i}\right)_{\varepsilon}^{q}\right)\left(X_{i}\right)_{\varepsilon}^{q}\right)
$$

converges to $\widehat{\triangle}^{q}=\sum_{i=1}^{m}\left(\widehat{X}_{i}^{q}\right)^{2}$ in $C^{\infty}$ topology (use Remark A.5).
Extending the vector fields $\left(X_{i}\right)_{\varepsilon}^{q}$ (and thus the differential operator $\triangle_{\varepsilon}^{q}$ ) and the measure $\mu_{\varepsilon}^{q}$ by 0 outside of the neighborhood $V$, we obtain a selfadjoint operator $\left(\triangle_{\varepsilon}^{q}, D\left(\triangle_{\varepsilon}^{q}\right)\right)$ on $L^{2}\left(\mathbb{R}^{n}, \mu_{\varepsilon}^{q}\right)$, which generates a strongly continuous contraction semigroup. Its Schwartz kernel restricted to $(0,+\infty) \times V \times V$ has a smooth density, which is the smooth positive symmetric heat kernel denoted by $e_{\varepsilon}^{q}=e_{\Delta}{ }_{\varepsilon}^{q}, \mu_{\varepsilon}^{q}$. The subscript $q$ underlines that the nilpotentization is performed at the point q. It follows from Theorem B. 1 (in Appendix B.1) that the way we extend has no impact on the small-time asymptotics of the heat kernel. Therefore we have

$$
\begin{equation*}
e_{\varepsilon}^{q}\left(s, x, x^{\prime}\right)=|\varepsilon|^{\mathcal{Q}^{M}(q)} e\left(\varepsilon^{2} s, \delta_{\varepsilon}^{q}(x), \delta_{\varepsilon}^{q}\left(x^{\prime}\right)\right)+\mathrm{O}\left(|\varepsilon|^{\infty}\right) \tag{91}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$, in $C^{\infty}$ topology. Besides, by Theorem B. 2 (in Appendix B.2), $e_{\varepsilon}^{q}$ converges to $\widehat{e}^{q}$ in $C^{\infty}$ topology as $\varepsilon \rightarrow 0$. Hence, at this step, we have obtained that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} e_{\varepsilon}^{q}\left(s, x, x^{\prime}\right)=\lim _{\varepsilon \rightarrow 0}|\varepsilon|^{\mathcal{Q}^{M}(q)} e\left(\varepsilon^{2} s, \delta_{\varepsilon}^{q}(x), \delta_{\varepsilon}^{q}\left(x^{\prime}\right)\right)=\widehat{e}\left(s, x, x^{\prime}\right) \tag{92}
\end{equation*}
$$

uniformly with respect to ( $s, x, x^{\prime}$ ) on every compact subset of $(0,+\infty) \times \mathbb{R}^{n} \times \mathbb{R}^{n}$. Moreover, when $q$ is regular, taking smaller neighborhoods $U$ and $V$ if necessary so that every point of $U$ is regular, all operators and functions above depend smoothly on $q$ and the convergence (92) is uniform with respect to $q$. When $q$ is singular and when the singular set is Whitney stratified, the same conclusion is true along each stratum along which the sR weights remain constant. In other words, setting $X_{i}^{0}=\widehat{X}_{i}^{q}, g^{0}=\widehat{g}^{q}, \mu^{0}=\widehat{\mu}^{q}, \triangle^{0}=\widehat{\triangle}^{q}$ and $e_{q}^{0}=\widehat{e}^{q}$, we have the following result.
Lemma C.1. The family $\left(e_{\varepsilon}^{q}\right)_{\varepsilon \in\left[-\varepsilon_{0}, \varepsilon_{0}\right]}$ depends continuously on $\varepsilon$ in $C^{\infty}((0,+\infty) \times V \times V)$ topology. If the singular set (set of singular points) is Whitney stratified by equisingular smooth strata, then the family depends continuously on $(\varepsilon, q)$ along each stratum.

Remark C.1. In particular, the function $\varepsilon \mapsto e_{\varepsilon}^{q}(1,0,0)$ (resp., the function $(\varepsilon, q) \mapsto e_{\varepsilon}^{q}(1,0,0)$ along strata of the singular set) is continuous, and its value at $\varepsilon=0$ is $\widehat{e}^{q}(1,0,0)$.

These facts are developed in detail in [32, Part I]. In particular, (92) gives the first term of the small-time asymptotic expansion of the heat kernel. Smoothness with respect to $\varepsilon$ and the
complete expansion, which are much more difficult to obtain, are given in the next theorem, which is the main result of [32].

Theorem C. 1 ([32]). The family $\left(e_{\varepsilon}^{q}\right)_{\varepsilon \in\left[-\varepsilon_{0}, \varepsilon_{0}\right]}$ depends smoothly on $\varepsilon$ in $C^{\infty}((0,+\infty) \times V \times V)$ topology. Given any $N \in \mathbb{N}^{*}$, we have the asymptotic expansion in $C^{\infty}((0,+\infty) \times V \times V)$

$$
\begin{align*}
e_{\varepsilon}^{q}\left(s, x, x^{\prime}\right) & =|\varepsilon|^{\mathcal{Q}^{M}(q)} e\left(\varepsilon^{2} s, \delta_{\varepsilon}^{q}(x), \delta_{\varepsilon}^{q}\left(x^{\prime}\right)\right)+\mathrm{O}\left(|\varepsilon|^{\infty}\right) \\
& =\widehat{e}^{q}\left(s, x, x^{\prime}\right)+\sum_{i=1}^{N} \varepsilon^{i} f_{i}^{q}\left(s, x, x^{\prime}\right)+\mathrm{o}\left(|\varepsilon|^{N}\right) \tag{93}
\end{align*}
$$

as $\varepsilon \rightarrow 0$, where the functions $f_{i}^{q}$ are smooth and satisfy the homogeneity property

$$
\begin{equation*}
f_{i}^{q}\left(s, x, x^{\prime}\right)=\varepsilon^{-i}|\varepsilon|^{\mathcal{Q}^{M}}(q) f_{i}^{q}\left(\varepsilon^{2} s, \delta_{\varepsilon}(x), \delta_{\varepsilon}\left(x^{\prime}\right)\right) \tag{94}
\end{equation*}
$$

for all $\left(s, x, x^{\prime}\right) \in(0,+\infty) \times \mathbb{R}^{n} \times \mathbb{R}^{n}$ and for every $\varepsilon \neq 0$. In particular, $f_{i}^{q}(s, 0,0)=0$ if $i$ is odd.
Taking $s=1, \varepsilon=\sqrt{t}$ and setting $a_{i}^{q}\left(x, x^{\prime}\right)=f_{i}^{q}\left(1, x, x^{\prime}\right)$, it follows that, given any $N \in \mathbb{N}$, we have the asymptotic expansion in $C^{\infty}(V \times V)$

$$
\begin{equation*}
t^{\mathcal{Q}^{M}(q) / 2} e\left(t, \delta_{\sqrt{t}}^{q}(x), \delta_{\sqrt{t}}^{q}\left(x^{\prime}\right)\right)=\widehat{e}^{q}\left(1, x, x^{\prime}\right)+\sum_{i=1}^{N} t^{i / 2} a_{i}^{q}\left(x, x^{\prime}\right)+\mathrm{o}\left(t^{N / 2}\right) \tag{95}
\end{equation*}
$$

as $t \rightarrow 0^{+}$, where the functions $a_{i}^{q}$ are smooth and satisfy $a_{2 j-1}^{q}(0,0)=0$ for every $j \in \mathbb{N}^{*}$.
Moreover, if $q$ is regular, then the above convergence and asymptotic expansion are locally uniform with respect to $q$, and the functions $\widehat{e}^{q}, f_{i}^{q}$ and $a_{i}^{q}$ depend smoothly (in $C^{\infty}$ topology) on $q$ in any open neighborhood of $q$ consisting of regular points. If the manifold $M$ is Whitney stratified by equisingular smooth strata (i.e., the sR weights $w_{1}(q), \ldots, w_{n}(q)$ are constant along each stratum) then the latter property is satisfied along strata.

Remark C.2. As a particular case, take $x=x^{\prime}=0$ in (95) and set $c_{j}(q)=a_{2 j}^{q}(0,0)$. Since $a_{2 j-1}^{q}(0,0)=0$, it follows that, given any $N \in \mathbb{N}$, for every $q \in M$,

$$
\begin{equation*}
t^{\mathcal{Q}^{M}(q) / 2} e(t, q, q)=\widehat{e}^{q}(1,0,0)+c_{1}(q) t+\cdots+c_{N}(q) t^{N}+\mathrm{o}\left(t^{N}\right) \tag{96}
\end{equation*}
$$

as $t \rightarrow 0^{+}$. Moreover if $q$ is regular then the functions $c_{j}$ are smooth locally around $q$. This small-time expansion of the heat kernel along the diagonal was already known (see [13], see also [66]). The equivalent $t^{\mathcal{Q}^{M}}(q) / 2 e(t, q, q) \sim \widehat{e}^{q}(1,0,0)$ gives the main term in the local Weyl law in the equiregular case.

The expansion (93) is more general because, in addition to have identified the main coefficients in terms of the nilpotentization, the expansion is valid in an asymptotic neighborhood of the diagonal, which is instrumental to derive the microlocal Weyl law and to treat the case of singular sR structures, as done in the present paper.

## D Asymptotic expansions of some integrals

## D. 1 Integrals with a single layer

In the following, given any $G \in C^{\infty}\left(\mathbb{R}^{2}\right)$, any $k \in \mathbb{Z}$ and any $j \in \mathbb{N}$, we define

$$
I_{k}^{j}[G](x)=\int_{x}^{1} \tau^{k} G\left(\tau, \frac{x}{\tau}\right) \ln ^{j} \frac{\tau}{x} d \tau \quad \forall x \in(0,1)
$$

Proposition D.1. We have

$$
\begin{equation*}
I_{k}^{j}[G](x)=x^{\min (0, k+1)} F_{0}(x)+x^{\max (0, k+1)} \sum_{i=1}^{j+1} F_{i}(x) \ln ^{i} \frac{1}{x} \quad \forall x \in(0,1) \tag{97}
\end{equation*}
$$

for some $F_{0}, \ldots, F_{j+1} \in \mathbb{C}^{\infty}(\mathbb{R})$, and more precisely,

$$
I_{k}^{j}[G](x)= \begin{cases}\sum_{i=0}^{k} \frac{x^{i}}{i!} \int_{0}^{1} \tau^{k-i} \partial_{2}^{i} G(\tau, 0) \ln ^{j} \frac{\tau}{x} d \tau+x^{k+1} \sum_{i=0}^{j+1} F_{i}(x) \ln ^{i} \frac{1}{x} & \text { if } k \in \mathbb{N} \\ \frac{G(0,0)}{j+1} \ln ^{j+1} \frac{1}{x}+\int_{0}^{1} \frac{G(0, \varepsilon)-G(0,0)}{\varepsilon} \ln ^{j} \frac{1}{\varepsilon} d \varepsilon & \\ \quad+\int_{0}^{1} \frac{G(\tau, 0)-G(0,0)}{\tau} \ln ^{j} \frac{\tau}{x} d \tau+x \sum_{i=0}^{j+1} \tilde{F}_{i}(x) \ln ^{i} \frac{1}{x} & \text { if } \quad k=-1 \\ \sum_{i=0}^{-k-2} \frac{x^{k+1+i}}{i!} \int_{0}^{1} \varepsilon^{-k-2-i} \partial_{1}^{i} G(0, \varepsilon) \ln ^{j} \frac{1}{\varepsilon} d \varepsilon+\sum_{i=0}^{j+1} F_{i}(x) \ln ^{p} \frac{1}{x} & \text { if } k \leqslant-2\end{cases}
$$

for every $x \in(0,1)$, for some $\tilde{F}_{0}, \ldots, \tilde{F}_{j+1} \in \mathbb{C}^{\infty}(\mathbb{R})$. The function $I_{k}^{j}[G](x)$ can be written as a sum (over $p$ ) of formal series as $x \rightarrow 0^{+}$, multiplied by $\ln ^{i} \frac{1}{x}$, where the coefficients are distributions.

When $G$ is only continuous, we get only the first term in the asymptotics as $x \rightarrow 0^{+}$. When $G$ is only of class $C^{1}$ and $k=-1$, we get only the three first terms (i.e., we replace the sum involving the $\tilde{F}_{i}$ 's with a remainder term).

Moreover, for every $i \in \mathbb{N}$, we have

$$
F_{j+1}^{(i)}(0)= \begin{cases}\frac{1}{j+1} \frac{1}{(k+1+2 i)!}\binom{k+1+2 i}{i} \partial_{1}^{i} \partial_{2}^{k+1+i} G(0,0) & \text { if } k \in \mathbb{N}  \tag{98}\\ \frac{1}{j+1} \frac{1}{(-k-1+2 i)!}\binom{-k-1+2 i}{i} \partial_{1}^{-k-1+i} \partial_{2}^{i} G(0,0) & \text { if } k \in-\mathbb{N}^{*}\end{cases}
$$

Remark D.1. If $G$ is even with respect to its second variable (i.e., if $G(\tau, \varepsilon)$ is a function of $\left(\tau, \varepsilon^{2}\right)$ ), then $\partial_{2}^{i} G(\tau, 0)=0$ for every $i \in \mathbb{N}$ odd and hence many terms vanish in the above expansion; in particular, (98) implies that $F_{j+1}$ has the parity of $k+1$ if $k \in \mathbb{N}$ and is even if $k \in-\mathbb{N}^{*}$.
Remark D.2. If $G$ does not depend on $\tau$ then $\partial_{1}^{i} G(\tau, \varepsilon)=0$ for every $i \in \mathbb{N}^{*}$, and, by (98), $F_{j+1}(x)=F_{j+1}(0)+\mathrm{O}\left(x^{\infty}\right)$ with $F_{j+1}(0)=\frac{1}{j+1} \frac{1}{(k+1)!} \partial_{2}^{k+1} G(0,0)$ if $k \geqslant-1$ and $F_{j+1}(0)=0$ if $k \leqslant-2$. Moreover, for $k=-1$, the functions $F_{i}, i=0, \ldots, j+1$, are even.

Proof. We define

$$
J_{k}^{j}[G](x)=\int_{x}^{1} \tau^{k} G\left(\tau, \frac{x}{\tau}\right) \ln ^{j} \frac{1}{\tau} d \tau
$$

Using the change of variable $u=\frac{x}{\tau}$, we have $I_{k}^{j}[G](x)=x^{k+1} J_{-k-2}^{j}[\check{G}](x)$ where $\check{G}(\tau, \varepsilon)=G(\varepsilon, \tau)$. Actually, we are going to prove that, given any $G \in C^{\infty}\left(\mathbb{R}^{2}\right), J_{k}^{j}[G](x)$ has the same expansion as $I_{k}^{j}[G](x)$, except that $\ln ^{j} \frac{\tau}{x}$ is changed to $\ln ^{j} \frac{1}{\tau}$, and $\ln ^{j} \frac{1}{\varepsilon}$ is changed to $\ln ^{j} \frac{\varepsilon}{x}$. This gives the proposition. Let us then establish the result for $J_{k}^{j}[G](x)$.

Using the change of variable $u=\frac{x}{\tau}$, we first note that

$$
J_{k}^{j}[G](x)=\sum_{i=0}^{j}(-1)^{j-i}\binom{j}{i} x^{k+1} \ln ^{i} \frac{1}{x} J_{-k-2}^{j-i}[\check{G}](x),
$$

and thus it suffices to prove the statement for $k \in \mathbb{N}$.
Second, since $J_{0}^{j}[G]$ is continuous and

$$
J_{k}^{j}[G]^{\prime}(x)=-x^{k} \ln ^{j} \frac{1}{x} G(x, 1)+x J_{k-1}^{j}\left[\partial_{2} G\right](x)
$$

it follows that $J_{k}^{j}[G]$ is at least of class $C^{k}$ when $k \in \mathbb{N}$.
Now, if $G(\tau, \varepsilon)=\mathrm{O}\left(\tau^{2 N}+\varepsilon^{2 N}\right)$ for some $N \in \mathbb{N}^{*}$, then $G(\tau, \varepsilon)=\tau^{N} G_{1}(\tau, \varepsilon)+\varepsilon^{N} G_{2}(\tau, \varepsilon)$ for some $G_{1}, G_{2} \in C^{\infty}\left(\mathbb{R}^{2}\right)$, and it follows that

$$
J_{k}^{j}[G](x)=J_{k+N}^{j}\left[G_{1}\right](x)+\sum_{i=0}^{j}(-1)^{j-i}\binom{j}{i} x^{k+1} \ln ^{i} \frac{1}{x} J_{N-k-2}^{j-i}\left[\check{G}_{2}\right](x)
$$

and thus $J_{k}^{j}[G]$ is at least of class $C^{N-k-2}$.
Therefore, taking $N$ sufficiently large, it suffices to check the result on monomials $G(\tau, \varepsilon)=\tau^{p} \varepsilon^{q}$ with $p, q \in \mathbb{N}$ : we have $J_{k}^{j}[G](x)=x^{q} \int_{x}^{1} \tau^{k+p-q} \ln ^{j} \frac{1}{\tau} d \tau$ and the result is then easily established. The case $k=-1$ is treated separately, writing $G(\tau, u)=G(0, u)+\tau G_{1}(\tau, u)$ with $G_{1}$ continuous.

Remark D.3. When $k=-1$ and $j=0$, assuming that $G$ is only of class $C^{2}$, we have

$$
\begin{array}{r}
I_{-1}^{0}[G](x)=\int_{x}^{1} \frac{1}{\tau} G\left(\tau, \frac{x}{\tau}\right) d \tau=G(0,0) \ln \frac{1}{x}+\int_{0}^{1} \frac{G(0, \varepsilon)-G(0,0)}{\varepsilon} d \varepsilon+\int_{0}^{1} \frac{G(\tau, 0)-G(0,0)}{\tau} d \tau \\
+\partial_{1} \partial_{2} G(0,0) x \ln \frac{1}{x}+\left(-\partial_{1} G(0,0)-\partial_{2} G(0,0)+\int_{0}^{1} \frac{\partial_{1} G(0, \varepsilon)-\partial_{1} G(0,0)-\varepsilon \partial_{1} \partial_{2} G(0,0)}{\varepsilon^{2}} d \varepsilon\right. \\
\left.+\int_{0}^{1} \frac{\partial_{2} G(\tau, 0)-\partial_{2} G(0,0)-\tau \partial_{1} \partial_{2} G(0,0)}{\tau^{2}} d \tau\right) x+\mathrm{o}(x)
\end{array}
$$

as $x \rightarrow 0^{+}$, i.e., we have identified the four first terms of the expansion.

## D. 2 Nested integrals

Let $p \in \mathbb{N}^{*}$ be arbitrary. Given any $G \in C^{\infty}\left(\mathbb{R}^{p+1}\right)$ and any $\left(k_{1}, \ldots, k_{p}\right) \in \mathbb{Z}^{p}$, we define

$$
I_{k_{1}, \ldots, k_{p}}[G](x)=\int_{x}^{1} \tau_{1}^{k_{1}} \int_{\frac{x}{\tau_{1}}}^{1} \tau_{2}^{k_{2}} \int_{\frac{x}{\tau_{1} \tau_{2}}}^{1} \tau_{3}^{k_{3}} \cdots \int_{\overline{\tau_{1} \cdots \tau_{p-1}}}^{1} \tau_{p}^{k_{p}} G\left(\tau_{1}, \ldots, \tau_{p}, \frac{x}{\tau_{1} \cdots \tau_{p}}\right) d \tau_{p} \cdots d \tau_{1}
$$

for every $x \in(0,1)$. Setting $k_{p+1}=-1$, we define $s \in \mathbb{N}^{*}$ and $\left(j_{1}, \ldots, j_{s}\right) \in \mathbb{Z}^{s}$ so that $\left\{j_{1}, \ldots, j_{s}\right\}=$ $\left\{k_{1}, \ldots, k_{p+1}\right\}$ and $j_{1}=\min \left(k_{1}, \ldots, k_{p+1}\right)<j_{2}<\cdots<j_{s}=\max \left(k_{1}, \ldots, k_{p+1}\right)$. For every $i \in$ $\{1, \ldots, s\}$, we denote by $m_{i}$ the "multiplicity" of $j_{i}$, that is, the number of integers $l \in\{1, \ldots, p+1\}$ such that $k_{l}=j_{i}$. In particular, $m_{1}=\# \operatorname{argmin}\left(k_{1}, \ldots, k_{p+1}\right) \in\{1, \ldots, s+1\}$ is the number of elements $k_{l}$ reaching the minimum $j_{1}$.
Proposition D.2. We have

$$
\begin{equation*}
I_{k_{1}, \ldots, k_{p}}[G](x)=\sum_{i=1}^{s} F_{i}(x) x^{j_{i}+1}|\ln x|^{m_{i}-1} \quad \forall x \in(0,1) \tag{99}
\end{equation*}
$$

i.e., the function $I_{k_{1}, \ldots, k_{p}}[G](x)$ can be written as a sum of $s$ formal series multiplied by $\ln ^{i} \frac{1}{x}$, where the coefficients are distributions (thus, depending on integrals and derivatives of $G$ ). Moreover,

$$
I_{k_{1}, \ldots, k_{p}}[G](x)=C(G) x^{j_{1}+1}|\ln x|^{m_{1}-1}+\mathrm{o}\left(x^{j_{1}+1}|\ln x|^{m_{1}-1}\right)
$$

as $x \rightarrow 0^{+}$, for some $C(G) \in \mathbb{R}$. Actually, $C$ is a Radon measure.
Concentration properties. Denoting $G\left(\tau_{1}, \ldots, \tau_{p}, \varepsilon\right)$, we say that we have " $\varepsilon$-concentration" whenever $C(G)$ depends only on $G$ restricted to $\varepsilon=0$. We say that we have " $\tau$-concentration" if there exist at least one index $i \in\{1, \ldots, p\}$ such that we have concentration on $\tau_{i}=0$, i.e., $C(G)$ depends only on $G$ restricted to $\tau_{i}=0$ (in other words, $C$ is Dirac in its $i^{\text {th }}$ variable). In this case, we say that we have $\tau$-concentration at minimal index $i \in\{1, \ldots, p\}$ if we have concentration on $\tau_{i}=0$ but not on $\tau_{j}=0$ for any $j<i$, i.e., $C$ is absolutely continuous with respect to its $(i-1)$ first variables and is Dirac in its $i^{\text {th }}$ one.

We have $\varepsilon$-concentration if and only if $k_{i} \geqslant-1$ for every $i \in\{1, \ldots, p\}$. We have $\tau$-concentration if and only if $j_{1}<0$ (i.e., at least one of the integers $k_{1}, \ldots, k_{p}$ is negative); in this case, we have concentration on $\tau_{i}=0$ at least for all indices $i \in\{1, \ldots, p\}$ such that $k_{i}=j_{1}=\min \left(k_{1}, \ldots, k_{p+1}\right)$ and, denoting $i_{1}$ the minimal index of those $k_{i}$, we do not have concentration on $\tau_{i}=0$ if $i<i_{1}$.

The explicit expression of $C(G)$ is complicated in general. It is given below for $p=1$ and $p=2$. In the particular case where $k_{1}=\cdots=k_{p}=j_{1}<0$ :

- if $j_{1} \leqslant-2$ then $m_{s}=s$ and $C(G)=\frac{1}{(s-1)!} \int_{0}^{1} \varepsilon^{-j_{1}-2} G(0, \ldots, 0, \varepsilon) d \varepsilon$;
- if $j_{1}=-1$ then $m_{s}=s+1$ and $C(G)=\frac{1}{s!} G(0, \ldots, 0)$.

To prove Proposition D.2, setting $G_{\tau_{1}}\left(\tau_{2}, \ldots, \tau_{p}, x_{1}\right)=G\left(\tau_{1}, \tau_{2}, \ldots, \tau_{p}, x_{1}\right)$ for every $x_{1}>0$ (we will take $x_{1}=x / \tau_{1}$ ), we first note that

$$
I_{k_{1}, \ldots, k_{p}}[G](x)=\int_{x}^{1} \tau_{1}^{k_{1}} I_{k_{2}, \ldots, k_{p}}\left[G_{\tau_{1}}\right]\left(\frac{x}{\tau_{1}}\right) d \tau_{1}
$$

Then, similarly, we have

$$
I_{k_{2}, \ldots, k_{p}}\left[G_{\tau_{1}}\right]\left(x_{1}\right)=\int_{x_{1}}^{1} \tau_{2}^{k_{2}} I_{k_{3}, \ldots, k_{p}}\left[G_{\tau_{1}, \tau_{2}}\right]\left(\frac{x_{1}}{\tau_{2}}\right) d \tau_{2}
$$

where $G_{\tau_{1}, \tau_{2}}\left(\tau_{3}, \ldots, \tau_{p}, x_{2}\right)=G\left(\tau_{1}, \ldots, \tau_{p}, x_{2}\right)$ (we will take $x_{2}=x_{1} / \tau_{2}$ ), and so on until we reach

$$
I_{k_{p}}\left[G_{\tau_{1}, \ldots, \tau_{p-1}}\right]\left(x_{p-1}\right)=\int_{x_{p-1}}^{1} \tau_{p}^{k_{p}} G_{\tau_{1}, \ldots, \tau_{p-1}}\left(\tau_{p}, \frac{x_{p-1}}{\tau_{p}}\right) d \tau_{p}
$$

By applying iteratively (97) in Proposition D.1, we obtain (99). Besides, recalling that $k_{p+1}=-1$, setting $\varepsilon_{i}=1$ for $i=1, \ldots, s$, and $\varepsilon_{p+1}=-1$, we establish by induction on $s$ that

$$
\begin{equation*}
\int_{x}^{1} \tau_{1}^{k_{1}} \int_{\frac{x}{\tau_{1}}}^{1} \tau_{2}^{k_{2}} \int_{\frac{x}{\tau_{1} \tau_{2}}}^{1} \tau_{3}^{k_{3}} \cdots \int_{\frac{x}{\tau_{1} \cdots \tau_{p-1}}}^{1} \tau_{p}^{k_{p}} d \tau_{p} \cdots d \tau_{1}=(-1)^{s} \sum_{i=1}^{p+1} \varepsilon_{i} \prod_{\substack{j=1 \\ j \neq i}}^{p+1}\left(k_{i}-k_{j}\right)^{-1} x^{k_{i}+1} \tag{100}
\end{equation*}
$$

for any $\left(k_{1}, \ldots, k_{p}\right) \in \mathbb{R}^{p}$ (not only integer) if $k_{1}, \ldots, k_{p+1}$ are paiwise distinct; when $m$ of them are equal, $k_{i_{1}}=\cdots=k_{i_{m}}$, the linear combination of $x^{k_{i_{1}}+1}, \ldots, x^{k_{i_{m}}+1}$ is replaced with the linear combination $x^{k_{i_{1}}+1}\left(c_{0}+c_{1}|\ln x|+\cdots+c_{m-1}|\ln x|^{m-1}\right)$, where the coefficients $c_{i}$ can be explicitly computed by Taylor expansions. In particular, if $k_{1}=\cdots=k_{p}=j_{1}$ then (100) is equal to $\frac{1}{p!}|\ln x|^{p}$ when $j_{1}=-1$, and to $\frac{1}{(p-1)!\left|j_{1}+1\right|} x^{j_{1}+1}|\ln x|^{p-1}(1+\mathrm{o}(1))\left(\right.$ as $\left.x \rightarrow 0^{+}\right)$when $j_{1} \leqslant-2$.

The concentration properties are established by Taylor expansions and by considering monomial functions $G$ as in the proof of Proposition D.1.

Case $p=1$. By Proposition D.1, the dominating term of $I_{k_{1}}[G](x)$ as $x \rightarrow 0^{+}$is:

- $\int_{0}^{1} \tau_{1}^{k_{1}} G\left(\tau_{1}, 0\right) d \tau_{1}$ if $k_{1} \geqslant 0$ (no $\tau$-concentration, concentration on $\varepsilon=0$ );
- $G(0,0) \ln \frac{1}{x}$ if $k_{1}=-1$ (concentration on $\tau_{1}=0$ and on $\varepsilon=0$ );
- $\left(\int_{0}^{1} \varepsilon^{-k_{1}-2} G(0, \varepsilon) d \varepsilon\right) x^{k_{1}+1}$ if $k_{1} \leqslant-2$ (concentration on $\tau_{1}=0$, no $\varepsilon$-concentration).

Case $p=2$. Starting from $I_{k_{1}, k_{2}}[G](x)=\int_{x}^{1} \tau_{1}^{k_{1}} I_{k_{2}}\left[G_{\tau_{1}}\right]\left(\frac{x}{\tau_{1}}\right) d \tau_{1}$, using Proposition D.1, we obtain that the dominating term of $I_{k_{1}, k_{2}}[G](x)$ as $x \rightarrow 0^{+}$is:

$$
\begin{aligned}
\int_{0}^{1} \tau_{1}^{k_{1}} \int_{0}^{1} \tau_{2}^{k_{2}} G\left(\tau_{1}, \tau_{2}, 0\right) d \tau_{2} d \tau_{1} & \text { if } k_{1} \geqslant 0 \text { and } k_{2} \geqslant 0 \\
\left(\int_{0}^{1} \tau_{2}^{k_{2}} G\left(0, \tau_{2}, 0\right) d \tau_{2}\right)|\ln x| & \text { if } k_{1}=-1 \text { and } k_{2} \geqslant 0 \\
\left(\int_{0}^{1} \varepsilon^{-k_{1}-2} \int_{\varepsilon}^{1} \tau_{2}^{k_{2}} G\left(0, \tau_{2}, \varepsilon\right) d \tau_{2} d \varepsilon\right) x^{k_{1}+1} & \text { if } k_{1} \leqslant-2 \text { and } k_{2} \geqslant 0 \\
\left(\int_{0}^{1} \tau_{1}^{k_{1}} G\left(\tau_{1}, 0,0\right) d \tau_{1}\right)|\ln x| & \text { if } k_{1} \geqslant 0 \text { and } k_{2}=-1 \\
\frac{1}{2} G(0,0,0)|\ln x|^{2} & \text { if } k_{1}=-1 \text { and } k_{2}=-1 \\
\left(\int_{0}^{1} \varepsilon^{-k_{1}-2} \int_{\varepsilon}^{1} \frac{1}{\tau_{2}} G\left(0, \tau_{2}, \varepsilon\right) d \tau_{2} d \varepsilon\right) x^{k_{1}+1} & \text { if } k_{1} \leqslant-2 \text { and } k_{2}=-1 \\
\left(\int_{0}^{1} \tau_{1}^{k_{1}-k_{2}-1} \int_{0}^{1} \varepsilon^{-k_{2}-2} G\left(\tau_{1}, 0, \varepsilon\right) d \varepsilon d \tau_{1}\right) x^{k_{2}+1} & \text { if } k_{1} \geqslant k_{2}+1 \text { and } k_{2} \leqslant-2 \\
\left(\int_{0}^{1} \varepsilon^{-k_{1}-2} G(0,0, \varepsilon) d \varepsilon\right) x^{k_{1}+1}|\ln x| & \text { if } k_{1}=k_{2} \text { and } k_{2} \leqslant-2 \\
\left(\int_{0}^{1} u^{k_{2}-k_{1}-2} \int_{u}^{1} \varepsilon^{-k_{2}-2} G(0, u, \varepsilon) d \varepsilon d u\right) x^{k_{1}+1} & \text { if } k_{1} \leqslant k_{2}-1 \text { and } k_{2} \leqslant-2
\end{aligned}
$$

## E Subanalytic sets and functions

In this appendix we concisely recall the definitions and main properties of subanalytic sets and functions, as well as some desingularization and cell preparation theorems for subanalytic functions, from which we derive some useful results. This section is based on the references [15, 26, 27, 48, $55,58,59,61,72,73,84,86,87]$.

## E. 1 Reminders on subanalytic geometry

Definitions. Given any $n \in \mathbb{N}^{*}$ and any real analytic manifold $M$ of dimension $n$, a subset $X \subset M$ is locally semianalytic if for every $x \in M$ there exists an open neighborhood $U$ of $x$ in $M$ such that, in a local analytic chart, $X \cap U$ can be defined by a finite number of equalities and inequalities using real analytic functions on $U$.

The projection of a locally semianalytic set, even compact, may fail to be locally semianalytic (see [61]), this is what has motivated the definition of subanalytic sets.

The subset $X$ is locally subanalytic if for every $x \in M$ there exists an open neighborhood $U$ of $x$ in $M$ such that, in a local analytic chart, $X \cap U$ is the projection of a relatively compact semianalytic set, i.e., there exists a real analytic manifold $N$ and a relatively compact semianalytic subset $A \subset M \times N$ such that $X \cap U=\pi(A)$ where $\pi: M \times N \rightarrow M$ is the canonical projection (see [15]).

Assuming that $M$ is an analytic submanifold of $\mathbb{R}^{n}$, the subset $X \subset M$ is globally semianalytic (resp., globally subanalytic) if its image under the natural embedding $\left(x_{1}, \ldots, x_{n}\right) \mapsto\left(1: x_{1}: \cdots\right.$ : $x_{n}$ ) from $\mathbb{R}^{n}$ to the projective space $\mathcal{P}^{n}(\mathbb{R})$ is a locally semianalytic (resp., locally subanalytic) subset of the analytic manifold $\mathcal{P}^{n}(\mathbb{R})$ (see [27, 55, 58, 86]). Here, ( $\left.1: x_{1}: \cdots: x_{n}\right)$ is the equivalence class of the collinearity equivalence relation in $\mathbb{R}^{n+1} \backslash\{0\}$. One can equivalently use other embeddings provided they have a subanalytic graph (see [55]).

Hereafter, when we speak of a globally subanalytic subset $X \subset M$, it is understood that $M$ is an analytic submanifold of $\mathbb{R}^{n}$.

Of course, globally semianalytic or subanalytic sets are locally semianalytic or subanalytic. Any relatively compact subset of $M$ is locally subanalytic if and only if it is globally subanalytic. For instance, $\mathbb{N}$ is analytic but is not globally subanalytic. The graph of the sine function in $\mathbb{R}^{2}$ is locally but not globally subanalytic.

The class of (locally or globally) subanalytic sets is stable under locally finite unions and intersections, taking complement, interior, closure, product, image under proper analytic mapping, taking connected components. Moreover, the family of connected components of such a set is locally finite (see [15, 61]).

Given a real analytic finite-dimensional manifold $N$, a mapping $f: X \rightarrow N$ is (locally or globally) subanalytic if its graph is (locally or globally) subanalytic in $M \times N$. The composition of two globally subanalytic mappings is globally subanalytic, while the property may fail for locally subanalytic mappings (unless one adds an adequate properness property, see [55]). A function $f: X \rightarrow \mathbb{R}$ on a globally subanalytic set $X$ is globally subanalytic if and only if $f$ and $1 / f$ (defined on $\left.X \backslash f^{-1}(0)\right)$ are locally subanalytic.

Smoothness and stratification properties. Any (locally or globally) subanalytic subset $X$ of a real analytic finite-dimensional manifold $M$ is Whitney stratifiable, with a locally finite number of strata that are connected analytic submanifolds of $M$ and are also (locally or globally) subanalytic sets (see $[15,84]$ ). The topological dimension $\operatorname{dim} X$ of $X$ is defined as the maximal topological dimension of its strata. The singular set of $X$, which is a closed (locally or globally) subanalytic subset of $X$ of codimension at least one, is the union of strata of dimension less than $\operatorname{dim} X$.

We recall that a stratification of $M$ is a locally finite partition in smooth submanifolds (strata), such that, if the stratum $\mathscr{S}_{1}$ has a nonempty intersection with the closure $\overline{\mathscr{S}_{2}}$ of another stratum $\mathscr{S}_{2}$ then $\mathscr{S}_{1} \subset \overline{\mathscr{S}_{2}}$. The strata are glued one to another, at their boundary, according to some rules. The most standard ones are the Whitney $(\mathrm{A})$ and $(\mathrm{B})$ conditions: assuming that $\mathscr{S}_{1} \subset \overline{\mathscr{S}_{2}}$, (A) if a sequence of $q_{k} \in \mathscr{S}_{2}$ converges to $q \in \mathscr{S}_{1}$ then $T_{q} \mathscr{S}_{1} \subset \lim _{k} T_{q_{k}} \mathscr{S}_{2} ;(\mathrm{B})$ if two sequences $q_{k} \in \mathscr{S}_{2}$ and $q_{k}^{\prime} \in \mathscr{S}_{1}$ converge to the same $q \in \mathscr{S}_{1}$ then the limit of the chords $\left[q_{k}, q_{k}^{\prime}\right]$ (in local coordinates) is contained in $\lim _{k} T_{q_{k}} \mathscr{S}_{2}$ provided that both limits exist. We then speak of a Whitney stratification.

Finer stratifications concepts and results can be found, e.g., in [61, 72].
Uniformization and rectilinearization. Let $X$ be a closed (locally or globally) subanalytic subset of a real analytic manifold $M$ of dimension $n$.

According to the uniformization theorem, there exists a real analytic manifold $N$ of the same dimension as $X$ and a proper real analytic mapping $\phi: N \rightarrow M$ such that $X=\phi(N)$.

According to the rectilinearization theorem, on every compact subset of $M$ there exists a locally finite covering on each component of which there exists an analytic mapping $\phi: \mathbb{R}^{n} \rightarrow M$ such that, locally, $\phi^{-1}(X)$ is a union of quadrants of $\mathbb{R}^{n}$, where a quadrant is a subset of $\mathbb{R}^{n}$ defined by $x_{i}=0$ or $x_{i}>0$ or $x_{i}<0$, for $i \in\{1, \ldots, n\}$.

These theorems have first been proved in [48] by desingularization and resolution of singularities (following the deep celebrated [47]), and later in [15] by a more direct and elementary approach in
the context of what is now called subanalytic geometry.
As concerns functions, any bounded globally subanalytic (not necessarily continuous) function $f: X \rightarrow \mathbb{R}$ can be desingularized as follows: there exists a real analytic manifold $N$ of the same dimension as $X$ and a proper analytic mapping $\phi: N \rightarrow M$ (which is a local diffeomorphism on a dense subset of $N$ if moreover $X=M)$ such that $X=\phi(N)$ and $f \circ \phi$ is locally normal crossings on the components of $N$ where it does not vanish identically, i.e., $f \circ \phi$ can be written in some local charts as $f \circ \phi(x)=\prod_{i=1}^{n} x_{i}^{\alpha_{i}} g(x)$ for some $\alpha_{i} \in \mathbb{N}$, for $i \in\{1, \ldots, n\}$, and some unit subanalytic function $g$ (i.e., bounded and not vanishing in the chart). Actually, it is always possible to define $\phi$, locally and piecewise, as a finite composition of blowings-up, substitutions of powers and shifts (see [15, 73]). Unfolding such transforms then yields various versions of rectilinearization or preparation theorems, all of them aiming at writing $f$, locally, in a "cusp-prepared" (locally fractional normal crossings) form, as the product of a fractional monomial (i.e., as above but with $\alpha_{i} \in \mathbb{Q}$ ) with a unit subanalytic function (see [73]), as explained hereafter.

Subanalytic cell decompositions. A subanalytic cell decomposition of $\mathbb{R}^{n}$ is a finite partition of $\mathbb{R}^{n}$ into so-called subanalytic cells that are disjoint globally subanalytic subsets and analytic connected submanifolds of $\mathbb{R}^{n}$ having a particular cylindrical form. There exist various possible cell decompositions (see [27, 58, 72, 86, 87]). Here, we follow [27, 87].

Given any $n \in \mathbb{N}^{*}$, we denote by $\Pi_{n}: \mathbb{R}^{n+1} \rightarrow \mathbb{R}^{n}$ the projection onto the first $n$ coordinates, i.e., taking coordinates $(x, y) \in \mathbb{R}^{n+1}=\mathbb{R}^{n} \times \mathbb{R}$ with $x \in \mathbb{R}^{n}$ and $y \in \mathbb{R}$, we have $\Pi_{n}(x, y)=x$.

Subanalytic cell decompositions are defined by induction. For $n=1$, a subanalytic cell decomposition $\mathcal{C}_{1}$ of $\mathbb{R}$ is given by a partition on $\mathbb{R}$ in a finite number of singletons $\{a\}$ and open intervals $(b, c)$ with $a \in \mathbb{R}, b \in\{-\infty\} \cup \mathbb{R}$ and $c \in \mathbb{R} \cup\{+\infty\}$. Then, by induction, a subanalytic cell decomposition $\mathcal{C}_{n+1}$ of $\mathbb{R}^{n+1}$ is given by a subanalytic cell decomposition $\mathcal{C}_{n}$ of $\mathbb{R}^{n}=\Pi_{n}\left(\mathbb{R}^{n+1}\right)$ and each subanalytic cell $C \in \mathcal{C}_{n+1}$ of $\mathbb{R}^{n+1}$ is such that $\Pi_{n}(C) \in \mathcal{C}_{n}$ (called basis of the cell $C$ ) and either $C$ is of the form

$$
C=\left\{(x, y) \in \Pi_{n}(C) \times \mathbb{R} \mid y=a(x)\right\}
$$

called a thin cell in $y$, where $a$ is an analytic and globally subanalytic function on $\Pi_{n}(C)$, i.e., $C$ is the graph of $a$ above the basis $\Pi_{n}(C)$, or $C$ is of the form

$$
C=\left\{(x, y) \in \Pi_{n}(C) \times \mathbb{R} \mid a(x)<y<b(x)\right\}
$$

called a fat cell in $y$, where $a$ and $b$ are analytic and globally subanalytic functions on $\Pi_{n}(C)$, with possibly $a \equiv-\infty$ or $b \equiv+\infty$, i.e., $C$ is a a cylindrical set between $a$ and $b$ above the basis $\Pi_{n}(C)$. Moreover, in the fat case, following [26, Definition 3.4] or [27, Definition 3.2 and Definitions 3.4], it is always possible to write $C$ in the form

$$
C=\left\{(x, y) \in \Pi_{n}(C) \times \mathbb{R} \mid \tilde{a}(x)<\tilde{y}<\tilde{b}(x)\right\} \quad \text { with } \quad \tilde{y}=\varepsilon(y-\zeta(x))^{\delta}
$$

for some $\varepsilon, \delta \in\{ \pm 1\}$ and for some analytic and globally subanalytic functions $\tilde{a}, \tilde{b}$ and $\zeta$ on $\Pi_{n}(C)$ satisfying $0 \leqslant \tilde{a}(\cdot)<\tilde{b}(\cdot) \leqslant 1$, with either $\tilde{a}(\cdot)>0$ or $\tilde{a}(\cdot) \equiv 0$, the graph of $\zeta$ being disjoint from $C$. There is an infinite number of possible choices for the function $\zeta$, which is called a center for $C$. When $0 \leqslant a<b \leqslant 1$, we can take $\zeta=0$ and $\varepsilon=\delta=1$ (this is what we use in Section 9.3.3).

Every subanalytic cell of $\mathbb{R}^{n}$ is an analytic connected submanifold of $\mathbb{R}^{n}$ and is also a globally subanalytic subset of $\mathbb{R}^{n}$.

A subanalytic cell decomposition is said to be compatible with a finite number of given globally subanalytic sets if each of those sets is itself a union of cells. The subanalytic cell decomposition theorem states that, given a finite number of arbitrary globally subanalytic subsets of $\mathbb{R}^{n}$, there exists a (finite) subanalytic cell decomposition of $\mathbb{R}^{n}$ compatible with those sets (see [87, Chapter 3 , Section 2] or [72, Theorem 1.1] or [86]).

Subanalytic preparation theorems. Preparation theorems for subanalytic functions are farreaching versions of the celebrated Weierstrass and Malgrange preparation theorems. As alluded above, there are various existing versions in the literature (see [26, 27, 58, 59, 73, 86]), with possible variants in the reduced normal form or in the definition of the unit functions.

The statement that we give hereafter is based on [27, Theorem 2.4], which extends [58, Théorème 1] to a finite set of functions, with unit functions defined in [26, Definition 3.8] (this form of unit function being better suited to our needs; see [26, Proof of Proposition 3.10] to see how it can be obtained from the more usual unit functions found in [27, 58]).

Given any $n \in \mathbb{N}$, we consider $\mathbb{R}^{n+1}=\mathbb{R}^{n} \times \mathbb{R}$ with a system of coordinates $(x, y)$ with $x \in \mathbb{R}^{n}$ and $y \in \mathbb{R}$. As before, we denote $\Pi_{n}(x, y)=x$. Let $X$ be a globally subanalytic subset of $\mathbb{R}^{n+1}$, let $\mathcal{F}$ be a finite set of globally subanalytic functions on $X$, and let $\mathcal{X}$ be a finite set of globally subanalytic subsets of $X$. Then, there exists a (finite) subanalytic cell decomposition of $\mathbb{R}^{n+1}$, compatible with $\mathcal{X}$, such that, for any subanalytic cell $C \subset \mathbb{R}^{n+1}$ of that decomposition:

- either $C$ is thin in $y$ and for every $f \in \mathcal{F}$ there exists an analytic and globally subanalytic function $a$ on the cell $\Pi_{n}(C)$ such that $f(x, y)=a(x)$ on $C$;
- or $C$ is fat in $y$, of the form $C=\left\{(x, y) \in \Pi_{n}(C) \times \mathbb{R} \mid \tilde{a}(x)<\tilde{y}<\tilde{b}(x)\right\}$ where $\tilde{y}=$ $\varepsilon(y-\zeta(x))^{\delta}$ and each function $f \in \mathcal{F}$ can be written in $C$ as

$$
f(x, y)=F(x) \tilde{y}^{\alpha} U\left(\left(c_{i}(x)\right)_{1 \leqslant i \leqslant N},\left(\frac{\tilde{a}(x)}{\tilde{y}}\right)^{1 / \ell},\left(\frac{\tilde{y}}{\tilde{b}(x)}\right)^{1 / \ell}\right)
$$

for some $\alpha \in \mathbb{Q}, N, \ell \in \mathbb{N}^{*}, \varepsilon, \delta \in\{ \pm 1\}$, for some analytic and globally subanalytic functions $F, \zeta, a, b, c_{1}, \ldots, c_{N}$ on the cell $\Pi_{n}(C)$, with $0 \leqslant \tilde{a}(\cdot)<\tilde{b}(\cdot) \leqslant 1$ on $\Pi_{n}(C)$ and either $\tilde{a}(\cdot)>0$ or $\tilde{a}(\cdot) \equiv 0$, the graph of $\zeta$ being disjoint from $C$ and the functions $c_{1}, \ldots, c_{N}$ taking their values in $[0,1]$, and for some unit (i.e., not vanishing) analytic function $U$ on an open subset of $\mathbb{R}^{N+2}$ containing $[0,1]^{N+2}$.

We say that we have prepared the functions $f \in \mathcal{F}$ with respect to the variable $y$. Note that, by permutation, we can prepare $f$ with respect to any of its variables.

Now, the above statement can be iterated, as done in [27, Theorem 3.9], leading to the following result. Given any $n, p \in \mathbb{N}$, we consider $\mathbb{R}^{n+p}=\mathbb{R}^{n} \times \mathbb{R}^{p}$ with a system of coordinates $(x, y)$ with $x \in \mathbb{R}^{n}$ and $y=\left(y_{1}, \ldots, y_{p}\right) \in \mathbb{R}^{p}$. For every $i \in\{1, \ldots, p\}$, we denote $\Pi_{n+i}(x, y)=\left(x, y_{\leqslant i}\right)$ where $y_{\leqslant i}=\left(y_{1}, \ldots, y_{i}\right)$, and $\Pi_{n}(x, y)=x$. We also use the notation $y_{<i}=\left(y_{1}, \ldots, y_{i-1}\right)$ for $i>1$.

Let $X$ be a globally subanalytic subset of $\mathbb{R}^{n+p}$, let $\mathcal{F}$ be a finite set of globally subanalytic functions on $X$, and let $\mathcal{X}$ be a finite set of globally subanalytic subsets of $X$. Then, there exists a (finite) subanalytic cell decomposition of $\mathbb{R}^{n+p}$, compatible with $\mathcal{X}$, such that, for any open subanalytic cell $C \subset \mathbb{R}^{n+p}$ of that decomposition (here, we give the result only for open cells because this is enough for our needs; for more general results, see [27, Section 3]), for every $i \in\{0, \ldots, p\}$, we have

$$
\Pi_{n+i}(C)=\left\{\left(x, y_{\leqslant i}\right) \in \Pi_{n+i-1}(C) \times \mathbb{R} \mid a_{i}\left(x, y_{<i}\right)<\tilde{y}_{i}<b_{i}\left(x, y_{<i}\right)\right\}
$$

where $\tilde{y}_{i}=\varepsilon_{i}\left(y_{i}-\zeta_{i}\left(x, y_{<i}\right)\right)^{\delta_{i}}$ and each function $f \in \mathcal{F}$ can be written in $C$ as

$$
f(x, y)=F(x) \prod_{i=1}^{p} \tilde{y}_{i}^{\alpha_{i}} U\left(\left(c_{i}(x)\right)_{1 \leqslant i \leqslant N},\left(\frac{a_{i}\left(x, y_{<i}\right)}{\tilde{y}_{i}}\right)_{1 \leqslant i \leqslant p}^{1 / \ell_{i}},\left(\frac{\tilde{y}_{i}}{b_{i}\left(x, y_{<i}\right)}\right)_{1 \leqslant i \leqslant p}^{1 / \ell_{i}}\right)
$$

for some $\alpha_{i} \in \mathbb{Q}, N, \ell_{i} \in \mathbb{N}^{*}, \varepsilon_{i}, \delta_{i} \in\{ \pm 1\}(1 \leqslant i \leqslant p)$, for some analytic and globally subanalytic functions $F, c_{1}, \ldots, c_{N}$ (defined on $\left.\Pi_{n}(C)\right), \zeta_{i}, a_{i}, b_{i}$ (defined on $\left.\Pi_{n+i-1}(C)\right)$ satisfying $0 \leqslant a_{i}(\cdot)<$
$b_{i}(\cdot) \leqslant 1$, the graph of $\zeta_{i}$ being disjoint from $\Pi_{n+i}(C)$ and the functions $c_{1}, \ldots, c_{N}$ taking their values in $[0,1]$, and for some unit (i.e., not vanishing) analytic function $U$ on an open subset of $\mathbb{R}^{N+2 p}$ containing $[0,1]^{N+2 p}$.

## E. 2 A useful result

The following result ${ }^{12}$ is, in some sense, a parametric version of Hironaka's uniformization theorem, in the spirit of [73, Proof of Theorem 6.1].

Lemma E.1. Let $P$ be a real analytic compact manifold of dimension $p$ and let $X$ be a globally subanalytic compact subset of $P \times \mathbb{R}^{n}$ such that $\Pi_{P}(X)=P$, where $\Pi_{P}: P \times \mathbb{R}^{n} \rightarrow P$ is the canonical projection. We assume that the fibers $X_{q}=\left\{x \in \mathbb{R}^{n} \mid(q, x) \in X\right\}$ are bounded and have dimension at most $k$, for any $q \in P$. Then, there exist a real analytic compact manifold $N$ of dimension $k$ and a bounded globally subanalytic mapping $\Phi: P \times N \rightarrow \mathbb{R}^{n}$ such that $X=\Phi(P \times N)$ and $X_{q}=\Phi(q, N)$ for every $q \in P$.

Proof. By the subanalytic cell decomposition theorem, $X$ is the finite union of (disjoint) relatively compact cells. Let us first assume that $X$ is a single cell, of dimension $p+k$. Assuming that $X$ is sufficiently small (otherwise, do what follows on a finite covering), performing if necessary an orthogonal change of coordinates and reordering variables, it is always possible to choose a system of coordinates $x=\left(x_{1}, \ldots, x_{n}\right)$ on $\mathbb{R}^{n}$ such that, denoting by $\Pi_{i}: P \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{i}$ the projection defined by $\Pi_{i}(q, x)=\left(q, x_{\leqslant i}\right)$, where $q \in P$ and $x_{\leqslant i}=\left(x_{1}, \ldots, x_{i}\right)$ :

- for every $i \in\{k+1, \ldots, n\}$ (if $k<n$ ), the subanalytic cell $\Pi_{i}(X)$ is thin and there exists a bounded analytic and globally subanalytic function $a_{i}$ on $\Pi_{i-1}(X)$ such that $x_{i}=a_{i}\left(q, x_{\leqslant i-1}\right)$ for every $(q, x) \in X$;
- for every $i \in\{1, \ldots, k\}$, the subanalytic cell $\Pi_{i}(X)$ is fat, of dimension $p+i$, and there exist bounded analytic and globally subanalytic functions $a_{i}$ and $b_{i}$ on the subanalytic cell $\Pi_{i}(X)$ such that $a_{i}\left(q, x_{\leqslant i-1}\right)<x_{i}<b_{i}\left(q, x_{\leqslant i-1}\right)$ for every $(q, x) \in X$ (with the agreement that $a_{1}(q)<x_{1}<b_{1}(q)$ for $\left.i=1\right)$.
Now, setting $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right) \in[0,1]^{k}$, we define the parametrization $x_{1}(q, \theta)=\left(1-\theta_{1}\right) b_{1}(q)+$ $\theta_{1} c_{1}(q)$, then $x_{2}(q, \theta)=\left(1-\theta_{2}\right) b_{2}\left(q, x_{1}(q, \theta)\right)+\theta_{2} c_{2}\left(q, x_{1}(q, \theta)\right)$, etc, until $x_{k}$, and then $x_{k+1}, \ldots, x_{n}$ are then defined accordingly in function of $(q, \theta)$ by composing with $a_{i}$. Finally, defining the globally subanalytic function $\phi(q, \theta)=\left(x_{1}(q, \theta), \ldots, x_{n}(q, \theta)\right)$ on $P \times[0,1]^{k}$, we have $X=\phi\left(P \times[0,1]^{k}\right)$ and $X_{q}=\phi\left(q \times[0,1]^{k}\right)$. The lemma is thus obtained when $X$ is a cell. In the general case, $X$ is a finite union of cells and to obtain the global statement of lemma, it suffices to proceed for example as in the proof of $[15$, Corollary 4.9 or Theorem 5.1$]$ by "pasting" copies of $[0,1]^{k}$.
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[^1]:    ${ }^{1}$ Actually, we have written this paper as a preliminary to the present one.

[^2]:    ${ }^{2}$ In the case without tangency point, the measure $\nu$ coincides with the Popp measure $P_{\mathscr{S}}$ along the equisingular submanifold $\mathscr{S}$, as defined in [41] (see also Appendix A.7).

[^3]:    ${ }^{3}$ Alternatively, one may use the explicit formula for the flat Baouendi-Grushin case (see, e.g., [23])

    $$
    e\left(t, x, x^{\prime}\right)=\frac{1}{(2 \pi t)^{3 / 2}} \int_{\mathbb{R}} \sqrt{\frac{\tau}{\sinh \tau}} e^{\left(i \tau\left(x_{2}^{\prime}-x_{2}\right)-\frac{1}{2}\left(x_{1}^{2}+x_{1}^{\prime 2}\right) \tau \operatorname{cotanh} \tau-2 x_{1} x_{1}^{\prime}\right) / t} d \tau
    $$

[^4]:    ${ }^{4}$ Given any $a>0$, the classical Hurwitz zeta function $\zeta(\cdot, a)$ is defined by $\zeta(s, a)=\sum_{j=0}^{+\infty} \frac{1}{(j+a)^{s}}$. Its meromorphic extension has a unique pole, at $s=1$, and $\zeta(s, a)=\frac{1}{s-1}-\psi(a)+\mathrm{O}(1)$ as $s \rightarrow 1$, where $\psi$ is the digamma function. We have $\psi_{0}(1 / 4)=-\pi / 2-3 \ln 2-\gamma$ and $\psi_{0}(3 / 4)=\pi / 2-3 \ln 2-\gamma$.

[^5]:    ${ }^{5}$ Given a bounded sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ of nonnegative real numbers, the Cesáro mean $\frac{1}{n} \sum_{k=0}^{n-1} u_{k}$ converges to 0 if and only if there exists a subset $S \subset \mathbb{N}$ of density one such that $\left(u_{k}\right)_{k \in S}$ converges to 0 . We recall that $S$ is of density one if $\frac{1}{n} \#\{k \in S \mid k \leqslant n-1\}$ converges to 1 as $n$ tends to $+\infty$.

[^6]:    ${ }^{6}$ This means that $\left(\delta_{\varepsilon}^{q}\right)^{-1}\left(\mathrm{~B}_{\mathrm{sR}}(q, \varepsilon)\right) \rightarrow \widehat{\mathrm{B}}_{\mathrm{sR}}^{q}(0,1)$ for the Gromov-Hausdorff topology in the privileged coordinates introduced hereafter, where $\widehat{\mathrm{B}}_{\mathrm{sR}}^{q}(0,1)$ is the sR unit ball for the sR structure ( $\widehat{M}^{q}, \widehat{D}^{q}, \widehat{g}^{q}$ ).
    ${ }^{7}$ A usual way to construct an adapted local frame $\left(Z_{1}, \ldots, Z_{n}\right)$ of $T_{q} M$ at $q$ is the following: choose vector fields $Z_{1}, \ldots, Z_{n_{1}(q)} \in D$ whose values at $q$ form a basis of $D(q)$; complete them to vector fields $Z_{1}, \ldots, Z_{n_{2}(q)} \in D^{2}$ whose values at $q$ form a basis of $D^{2}(q)$; etc. With such a choice, we have $Z_{i}(q) \in D^{w_{i}(q)}(q)$ for every $i \in\{1, \ldots, n\}$; but in the definition of adapted frame that we adopt, we can consider as well a permutation of $\left(Z_{1}, \ldots, Z_{n}\right)$.

[^7]:    ${ }^{8}$ Indeed, take $n_{1}^{N}$ vector fields $Z_{1}, \ldots, Z_{n_{1}^{N}} \in D \cap T N$ whose values at any point $q^{\prime} \in N \cap U$ form a basis of $D\left(q^{\prime}\right) \cap T_{q^{\prime}} N$; complete them to vector fields $Z_{1}, \ldots, Z_{n_{1}} \in D$ whose values at any point $q^{\prime} \in N \cap U$ form a basis of $D\left(q^{\prime}\right)$; then iterate this construction along the flag. Finally, re-index the vector fields by a permutation.

[^8]:    ${ }^{9}$ Note that we consider a smooth section of the subsheaf $D$, otherwise there are some difficulties: take $M=\mathbb{R}^{2}$, $D$ spanned by $X_{1}=\partial_{x}$ and $X_{2}=x^{6} \partial_{y}$, and the vector field $Y=x^{2} \partial_{y}$.

[^9]:    ${ }^{10}$ Actually, the flags of two sR structures coincide at any point if and only if the sR structures are locally Lipschitz equivalent, meaning that the corresponding sR distances satisfy $c_{1} d_{2}\left(q, q^{\prime}\right) \leqslant d_{1}\left(q, q^{\prime}\right) \leqslant c_{2} d_{2}\left(q, q^{\prime}\right)$ for some uniform constants $c_{1}>0$ and $c_{2}>0$.

[^10]:    ${ }^{11}$ Indeed, following [5], considering a basis $\left(e_{1}, \ldots, e_{n}\right)$ of $T_{q} M$ that is adapted to the flag, that is, such that $e_{i} \in D^{w_{i}(q)}(q)$, the wedge product $e_{1} \wedge \cdots \wedge e_{n}$ depends only on $e_{i} \bmod D_{q}^{w_{i}(q)-1}$. This induces the canonical isomorphism.

[^11]:    ${ }^{12}$ We thank Jean-Philippe Rolin for a useful discussion on this topic.

