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‡Sorbonne Université, CNRS, Université de Paris, Inria, Laboratoire Jacques-Louis Lions (LJLL), F-75005 Paris,
France (emmanuel.trelat@sorbonne-universite.fr).

1



7 Local Weyl law in the equisingular nilpotentizable case 33
7.1 Hadamard finite part . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
7.2 Local Weyl law . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
7.3 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
7.4 Proof of Theorem 7.1 and of the subsequent remarks . . . . . . . . . . . . . . . . . 38
7.5 Baouendi-Grushin case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

7.5.1 Definition of the model and local Weyl law . . . . . . . . . . . . . . . . . . 41
7.5.2 Proof of Theorem 7.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
7.5.3 The Baouendi-Grushin case on the sphere S2 . . . . . . . . . . . . . . . . . 43
7.5.4 An additional remark . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

7.6 Martinet case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
7.7 Quantum Ergodicity properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

7.7.1 Concentration of Quantum Limits on the singular set . . . . . . . . . . . . 46
7.7.2 Quantum Limits (QLs) and Quantum Ergodicity (QE) . . . . . . . . . . . . 47
7.7.3 QE in the Baouendi-Grushin case . . . . . . . . . . . . . . . . . . . . . . . . 47
7.7.4 QE in the Martinet case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

7.8 The Baouendi-Grushin and Martinet Laplacians associated with the Popp measure 48

8 Local Weyl law in the equisingular stratified nilpotentizable case 49
8.1 Main result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
8.2 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
8.3 Proof of Theorem 8.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

9 Local Weyl law in the non-nilpotentizable case 55
9.1 Analytic sR structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
9.2 Proof of Theorem 9.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

9.2.1 A first motivating example . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
9.2.2 Preliminaries: difficulties due to the absence of nilpotentizability . . . . . . 59
9.2.3 The key lemma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
9.2.4 End of the proof of Theorem 9.1 . . . . . . . . . . . . . . . . . . . . . . . . 62

9.3 Proof of Lemma 9.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
9.3.1 Subanalytic parametrization of Sn−kj−1−1 ∩ (Sj)

q<j
τ<j . . . . . . . . . . . . . 63

9.3.2 Desingularization of X
q6j
τ6j in subanalytic cells . . . . . . . . . . . . . . . . . 64

9.3.3 Desingularization of the heat kernel . . . . . . . . . . . . . . . . . . . . . . 67
9.3.4 End of the proof of Lemma 9.1 . . . . . . . . . . . . . . . . . . . . . . . . . 68
9.3.5 Further comments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

9.4 Examples of non-analytic sR structures . . . . . . . . . . . . . . . . . . . . . . . . 70

III Appendix 71

A Sub-Riemannian geometry 71
A.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
A.2 Sub-Riemannian Laplacian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
A.3 Sub-Riemannian flag . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
A.4 Sub-Riemannian isometries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
A.5 Nilpotentization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

A.5.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
A.5.2 Privileged coordinates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
A.5.3 Dilations and nilpotentization of smooth sections of D . . . . . . . . . . . . 76

2



A.5.4 Nilpotentization of the sR structure . . . . . . . . . . . . . . . . . . . . . . 77
A.5.5 Nilpotentized sR Laplacian . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
A.5.6 Nilpotentization of measures . . . . . . . . . . . . . . . . . . . . . . . . . . 78
A.5.7 Nilpotentization of diffeomorphisms . . . . . . . . . . . . . . . . . . . . . . 78

A.6 Uniform ball-box theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
A.7 The Popp measure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
A.8 Schwartz kernels, heat kernels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

A.8.1 Schwartz kernels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
A.8.2 Heat kernels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
A.8.3 Sub-Riemannian heat kernels . . . . . . . . . . . . . . . . . . . . . . . . . . 83

B Parameter-dependent sR heat kernels 84
B.1 Hypoelliptic Kac’s principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
B.2 Continuity with respect to parameters . . . . . . . . . . . . . . . . . . . . . . . . . 84

C Small-time asymptotic expansion of sR heat kernels near the diagonal 85

D Asymptotic expansions of some integrals 86
D.1 Integrals with a single layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
D.2 Nested integrals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

E Subanalytic sets and functions 90
E.1 Reminders on subanalytic geometry . . . . . . . . . . . . . . . . . . . . . . . . . . 90
E.2 A useful result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

3



1 Introduction

This section is devoted to provide a short overview of our main results. More general and complete
statements are given in the subsequent sections. We refer to Appendix A for reminders on sub-
Riemannian geometry and details on all notions used hereafter.

Setting. Let (M,D, g) be a sub-Riemannian (in short, sR) structure, where M is a smooth (i.e.,
C∞) connected compact manifold of dimension n ∈ N∗, D is a subsheaf of TM called horizontal
distribution and g is the sR metric (defined in Appendix). In particular, when D is a subbundle of
TM , g is a Riemannian metric on D, but the rank of D may vary on M . When D = TM , we are
in the Riemannian case. The situation of interest in this article is when D 6= TM . This includes
the almost-Riemannian case. Throughout the article, we assume that Lie(D) = TM (Hörmander
condition). Endowed with the sR distance dsR, M is a complete metric space.

The sR structure (M,D, g) is said to be equiregular if the sR flag of D is everywhere regular,
which means that the subsheafs Dk of TM , generated by the Lie brackets of length k of smooth
sections of D, keep everywhere on M the same dimension. Otherwise, the sR structure is said to
be singular and we denote by S the singular set, that is the closed subset of M where the sR flag
of D is not regular. For instance, the Heisenberg (contact) sR structures and the Engel case are
equiregular, while the Baouendi-Grushin and Martinet cases are singular.

Let µ be an arbitrary smooth Borel measure on M . Let △ be the sR Laplacian associated with
the metric g and with the smooth measure µ. The operator △ is defined globally (see Appendix
A.2) and is locally defined as

△ = −
m∑

i=1

X∗
iXi =

m∑

i=1

(
X2

i + divµ(Xi)Xi

)
(1)

where the star is the transpose in L2(M,µ) and where D is locally spanned by m vector fields
X1, . . . , Xm. The Hörmander condition implies that the operator △, defined on D(△) = {f ∈
L2(M,µ) | △f ∈ L2(M,µ)} is subelliptic, nonpositive, selfadjoint, −△ has a discrete spectrum
0 = λ0 < λ1 6 · · · 6 λk 6 · · · with λk → +∞ as k → +∞, and △ generates a strongly continuous
contraction semigroup (et△)t>0 and a smooth positive symmetric heat kernel, denoted by e = e△,µ.

The set Σ = D⊥ (annihilator of D) is called the characteristic manifold of the sR structure.
Outside of Σ, △ is elliptic.

In this article, our main objective is to establish small-time asymptotics of local and microlocal
Weyl laws in general sR cases, to identify the main terms of the expansions in a geometric, intrinsic
way, and in particular to infer the Weyl law by the Karamata tauberian theorem.

Weyl law in sR geometry. The Weyl law consists of describing the asymptotics of the spectral
counting function

N(λ) = #{k ∈ N | λk 6 λ} ∀λ ∈ R (2)

as λ → +∞. In the Riemannian case, the Weyl law stipulates that λ−n/2N(λ) → ωnVol(M)
(2π)n as

λ→ +∞, where ωn is the volume of the n-dimensional Euclidean ball and Vol is the Riemannian
volume (see, e.g., [14, 50] for this very classical result). In contrast, if the codimension of D in
TM is everywhere positive, then λ−n/2N(λ) → +∞ as λ → +∞ (see [31, Proposition 4.2]). The
Weyl law has been investigated in a tremendous number of papers, in the more general setting
of hypoelliptic Hörmander operators with multiple characteristics, in the 70’s and 80’s. Some of
those achievements cover several classes of sR cases. We just cite few of them. The Weyl law is

established in equiregular sR cases in [66]: N(λ) ∼ CstλQ
M/2 whereQM is the Hausdorff dimension
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of M . The results of [65, 67] cover singular sR cases where Σ is a smooth conic submanifold of
T ∗M \ 0, which is either symplectic, like in the Heisenberg case or in the Baouendi-Grushin case
without tangency point, or is not symplectic but the operator △ is transversally elliptic along Σ
(as defined in [21]), meaning that the microlocal quotient △ along Σ is elliptic, like in the Engel
case. The recent paper [25] covers some particular classes of almost-Riemannian cases having
nice singularities. These results show that N(λ) ∼ Cstλr lnλ for some well identified positive
rational number r, where the constant is defined as a volume. But on the one part, there is no
geometric interpretation of the constant, and on the other, for instance the Martinet case where
the characteristic manifold is not symplectic is not covered.

Besides, according to the exponential estimates for sR heat kernels (recalled in Appendix A.8.3,
see [33, 53, 56, 78, 79, 88]), sinceM is compact, there exist C1, C2 > 0 such that, along the diagonal,

C1

µ(BsR(q,
√
t))

6 e(t, q, q) 6
C2

µ(BsR(q,
√
t))

∀q ∈M ∀t ∈ (0, 1]

where BsR(q,
√
t) is the sR ball of center q and radius

√
t. Integrating over M and applying the

Karamata tauberian theorem then yields the well known result

C1

∫

M

1

µ(BsR(q, 1/
√
λ))

dµ(q) 6 N(λ) 6 C2

∫

M

1

µ(BsR(q, 1/
√
λ))

dµ(q) (3)

obtained earlier in [35, Theorem 2], which we will refer to as the Fefferman-Phong estimate. It
implies that N(λ) is bounded above and below, up to scaling, by

∫
M λQ(q)/2 dµ(q), where QM (q),

which depends on q in the singular case, is the homogeneous dimension at q (see Appendix A.3).
The double inequality (3) is general and does not require any assumption on the sR structure
(M,D, g). Anyway it does not give an equivalent of N(λ) as λ→ +∞.

We go much further in the present article. As a consequence of our main results, we compute
explicitly the equivalent of N(λ) and we also characterize the constants appearing in the equivalent
in a geometric way, under the sole assumption that the singular set S be Whitney stratifiable.
With respect to the above-mentioned existing results, the main novelty is that we deeply exploit
the sR context in order to identify the main terms geometrically, using in particular the known
concept of nilpotentization (recalled in Appendix A.5) and more generally using the new concept
of multiple nilpotentization.

The geometric identification of spectral invariants in sR geometry is a recent subject. We
mention however the paper [11] for some early results in this direction, but the paper was written
before the real birth of sR geometry (certainly impulsed by the article [83]). Then, the first results
really established in a sR context are due to [8] and have then been followed by a number of works
aiming at exploiting intrinsic concepts in the sR framework, like good notions of curvatures (see
[3] for a recent textbook), in spectral developments.

Our present study is however not restricted to computing the asymptotics of N(λ).
Much more generally, we give in this article small-time asymptotic expansions at any order of

the local and microlocal Weyl laws.

Spectral asymptotics. The local Weyl law consists of computing the small-time asymptotics
of the function

t 7→ Tr(Mf e
t△) =

∫

M

f(q) e(t, q, q) dµ(q) =

+∞∑

j=0

e−λjt

∫

M

fφ2j dµ

5



for an arbitrary function f on M , where Mf is the operator on L2(M,µ) of multiplication by f ,
and the microlocal Weyl law consists of computing the function

t 7→ Tr(Aet△) =

+∞∑

j=0

e−λjt〈Aφj , φj〉L2(M,µ)

for an arbitrary pseudo-differential operator A of order 0 on M . Here, (φj)j∈N is an arbitrary
orthonormal eigenbasis of L2(M,µ) corresponding to the ordered eigenvalues (λj)j∈N (i.e., △φj =
−λjφj for every j ∈ N).

To reach this objective, an instrumental tool is the main result of [32],1 recalled for sR heat
kernels in Theorem C.1 in Appendix C, establishing a small-time asymptotic expansion for the
heat kernel e in an asymptotic neighborhood of the diagonal (and not only along the diagonal like
it was done in [13]). This is the key to treat singular sR cases or to compute the microlocal Weyl
law.

In turn, exploiting Theorem C.1, we provide in Theorem 3.1 in Section 3 an asymptotic expan-
sion at any order of the Green kernel near the diagonal, thus recovering and improving results of
[36, 79]. As a consequence, we prove that, given any q0 ∈M (regular or not), the sR Laplacian △
on C∞(M \ {q0}) is essentially selfadjoint if and only if Q(q0) > 4.

The main terms of our small-time asymptotic expansions are identified as geometric objects
attached to the sR structure, related to the concept of nilpotentization. Given any q ∈ M , the
nilpotentization (M̂ q, D̂q, ĝq) of the sR structure (M,D, g) at q is the Gromov-Hausdorff metric
tangent space at q of the complete metric space (M, dsR). It is a nilpotent homogeneous sR

structure. In general, M̂ q is a quotient of a Carnot group. Note that, in contrast to Riemannian
geometry where all tangent spaces are isometric, in sR geometry the nilpotentizations of the sR
structure (M,D, g) at two different points are not sR isometric in general. This makes the geometric

picture much more complex. In what follows, we denote by △̂q the selfadjoint sR Laplacian
associated with the metric ĝq and with the nilpotentized measure µ̂q, and by êq = e△̂q,µ̂q the heat

kernel associated with △̂q.

Weyl measures. Our results put in evidence the role of a new intrinsic measure in sR geometry,
that we call the Weyl measure, of which there exists a local and a microlocal version. We underline
that these measures do not depend on the choice of the smooth measure µ. Actually, although the
definition (1) of the operator △ (and thus so does its spectrum) depends on µ, as noticed in [31],
any self-adjoint second-order differential operator whose principal symbol is the cometric g⋆ of the
sR structure, whose sub-principal symbol vanishes, and whose first eigenvalue is λ1 = 0, is equal
to △g,µ for some smooth measure µ. Hence, in the sequel, all our results depend only on the sR
structure (in particular, on the metric g) but not on the smooth measure µ, whose choice has thus
no importance.

Borel measures on M are identified with positive densities on M . Throughout the paper, given
any f ∈ L1(M,µ), we denote by

∫
M
f dµ the integral of f on M with respect to the smooth

measure µ.
The local Weyl measure w△ is the probability measure on M defined by

∫

M

f dw△ = lim
t→0+

∫
M
f(q) e(t, q, q) dµ(q)∫
M e(t, q, q) dµ(q)

for every continuous function onM , whenever the limit exists for all such functions. In all sR cases
investigated in this article (equiregular and stratified singular cases), the measure w△ exists and

1Actually, we have written this paper as a preliminary to the present one.
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is also the weak limit of the sequence of probability measures 1
N(λ)

∑
λj6λ |φj |2 µ (Cesàro mean)

as λ→ +∞.
The local Weyl measure w△ happens to be a canonical measure in sR geometry, enjoying the

same nice properties as the already known Popp measure: like Popp, the local Weyl measure is
“doubly intrinsic” in the equiregular case in the sense that it commutes with nilpotentization, and
it is invariant under sR isometries of M (see Section 4.2).

The microlocal Weyl law W△ is the measure defined on the co-sphere bundle S⋆M by

∫

S⋆M

a dW△ = lim
t→0+

Tr
(
Op(a)et△

)

Tr (et△)

for every classical symbol a of order 0, whenever the limit exists for all such symbols (here, Op
denotes any quantization operator).

General definitions and properties for local and microlocal Weyl measures are provided in
Section 2.

Equiregular sR structures. The equiregular case is the subject of Part I of this article.

Theorem I. In the equiregular case, for every f ∈ C∞(M) there exists F ∈ C∞(R) such that

Tr(Mf e
t△) =

1

tQM/2
F (t) =

1

tQM/2

∫

M

f(q) êq(1, 0, 0) dµ(q) + o

(
1

tQM/2

)
as t→ 0+

(note that êq dµ(q) = e△̂q,µ̂q dµ(q) does not depend on the smooth measure µ), where QM is the

Hausdorff dimension of the metric space (M, dsR). As a consequence, the local Weyl measure w△
exists, is a smooth measure on M and its density with respect to µ at any point q ∈M is

dw△
dµ

(q) =
êq(1, 0, 0)∫

M êq′(1, 0, 0) dµ(q′)
,

and the spectral counting function has the asymptotics

N(λ) ∼
λ→+∞

∫
M êq(1, 0, 0) dµ(q)

Γ(QM/2 + 1)
λQ

M/2.

The general statement is provided in Theorem 4.1 in Section 4.1, with subsequent remarks.
It can be noticed that, in contrast to the Riemannian case, we always have QM > n as soon as
rank(D) < n. Except the sR interpretation, this theorem was essentially stated in [66].

The local Weyl measure coincides with the Popp measure (up to constant scaling) for free
nilpotent sR structures and for nilpotent equiregular sR structures of dimension 6 5 except for the
bi-Heisenberg case (see Section 4.3).

In turn, we prove in Section 4.4 that, as a consequence of Theorem I, the regularized determinant
(defined thanks to the zeta function) exists and is a global spectral invariant.

The general microlocal Weyl law in the equiregular case is provided in Theorem 5.1 in Section
5, generalizing to a wide extent the result established in [85] for contact closed manifolds. We do
not give the statement here, but we mention that, in particular, the microlocal Weyl measure W△
exists and is supported on SΣr−1 = S(Dr−1)⊥ where r is the degree of nonholonomy of the sR
structure. Its explicit expression is given in Theorem 5.1.

7



Singular sR structures. The singular case is the subject of Part II of this article.
The horizontal distribution D is said to be S -nilpotentizable if D is locally diffeomorphic to

its nilpotentization D̂q at every point q of the singular set S . A smooth submanifold N of M is
said to be equisingular if the sR flag of D along N and the sR flag of D restricted to N are regular
(see Appendix A.3).

Theorem II.1. We assume that the singular set S (and thus M) is Whitney stratified by eq-
uisingular smooth submanifolds and that D is S -nilpotentizable. Denoting by Q1 < · · · < Qs

the Hausdorff dimensions of the strata of M (including the equiregular region M \ S ) and by
m1, . . . ,ms their respective maximal multiplicities (see Section 8.1 for the definition), there exists
a Borel measure ν on M such that, for every f ∈ C∞(M), we have

Tr(Mf e
t△) =

s∑

i=1

mi−1∑

j=0

| ln t|j
tQi/2

Fi,j(
√
t) =

(∫

Ns

f dν

) | ln t|ms−1

tQs/2
+ o

( | ln t|ms−1

tQs/2

)
as t→ 0+

for some functions Fi,j ∈ C∞(R). The support Ns of ν is the closure of a union of equisingular
strata of M of maximal Hausdorff dimension Qs. The density of ν is smooth on Ns and is
expressed in terms of multiple nilpotentizations (along the various strata) of the heat kernel e. As
a consequence, the local Weyl measure exists and is w△ = ν/ν(Ns), and

N(λ) ∼
λ→+∞

ν(Ns)

Γ(Qs/2 + 1)
λQ

s

(ln λ)ms−1.

In the particular case where S is an equisingular smooth submanifold ofM (i.e., S has a single
stratum), denoting by QS (resp., by QM\S ) the Hausdorff dimension of S (resp., of M \ S ):

• If QS > QM\S then Ns = S and the density of ν on S is a “transverse trace” of the
nilpotentized heat kernel along S .

• If QS = QM\S then Ns = S , the density of ν on S is given in terms of a double nilpo-
tentization of the heat kernel (one along S and the other along M \ S ), and actually we
have an intrinsic two-terms small-time asymptotic expansion of Tr(Mf e

t△) (i.e., the two
first terms of the asymptotic expansion can be identified geometrically), the dominating term

being in | ln t|
tQS /2

.

• If QS < QM\S then Ns =M : the equiregular part dominates and dν
dµ (q) = êq(1, 0, 0) at any

q ∈M (as in the equiregular case).

The complete statements are given in Section 7 (see Theorem 7.1 for the case of one single
stratum) and in Section 8 (see Theorem 8.1 for the case of multiple strata), as well as some
examples.

We also elaborate in Sections 7.5 and 7.6 on the Baouendi-Grushin and Martinet cases, giving
more details on their two-terms small-time asymptotic expansions. In turn, we establish in Section
7.7 a Quantum Ergodicity (QE) result in the Baouendi-Grushin case when S is connected with at
most one tangency point: there exists a density-one subsequence of probability measures |φjk |2µ
converging weakly to w△ = ν/ν(S ) (see Theorem 7.4). This is the first QE result in sR geometry
where the limit measure is singular (see [31] for QE in the 3D contact case).

Theorem II.1 uses the concept ofmultiple nilpotentization (defined in Section 6.4.2) along chains
of strata of increasing topological dimensions. Roughly speaking, the double nilpotentization

D̂q1,q2 =
̂̂
Dq1

q2

is the horizontal distribution obtained by first nilpotentizing D at some point
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q1 ∈ S1 and then by nilpotentizing D̂q1 at some neighbor point q2 ∈ S2, where S1 and S2 are
two equisingular strata of M such that dimS1 < dimS2 and S1 ⊂ S2.

This is thanks to the nilpotentizability assumption, which is defined and commented in 6.4.1,
that we can identify geometrically the main terms of the spectral asymptotics. When nilpotentiz-
ability fails, the situation becomes more complex.

Theorem II.2. We assume that the sR structure (M,D, g) is real analytic. There exist k ∈
{0, . . . , n} and a rational number γ ∈ Q, only depending on D (not on g), satisfying γ >

1
2Qs and

if γ = 1
2Qs then k > ms − 1, and there exist ℓ ∈ N∗ and a Borel measure ν on M such that, for

every f ∈ C∞(M), we have

Tr(f et△) =
1

tγ

k∑

i=0

Fi(t
1/ℓ)| ln t|i =

(∫

N
f dν

) | ln t|k
tγ

+ o

( | ln t|k
tγ

)
as t→ 0+

for some F0, . . . , Fk ∈ C∞(R). The support N of ν is an equisingular stratified submanifold of M .
As a consequence, the local Weyl measure exists and is w△ = ν/ν(N ), and

N(λ) ∼
λ→+∞

ν(N )

Γ(γ + 1)
λγ lnk λ.

The dominating term of the small-time asymptotics of the local Weyl law is always greater
than or equal to that obtained in Theorem II.1 in the equisingular stratified nilpotentizable case.

This result corresponds to Theorem 9.1 in Section 9.1, where we also give examples showing
that γ is not an integer in general. In contrast to Theorem II.1, here the geometric role of the
Hausdorff dimensions of the strata is lost, due to the lack of nilpotentizability.

Interestingly, in Theorems I, II.1 and II.2, the maximal complexity of the small-time asymptotics
is a positive rational power of 1

t times an integer power of | ln t|. There is no ln | ln t| for instance.
To complete the picture, we give in Section 9.4 some classes of examples where the sR structure is
not real analytic, i.e., the vector fields defining it may involve flat terms. We obtain more “exotic”
Weyl laws, which may have an arbitrarily complex transcendence (see Proposition 9.1).

As concerns the microlocal Weyl law, we do not compute it in the singular case, but the method
that we develop certainly allows for its estimation. We just mention the general fact that, if D is
of codimension 1 in TM , then the microlocal Weyl measure W△ is equal to half of the pullback of
w△ by the double covering SΣ → M which is the restriction to SΣ (with Σ = D⊥) of the canonical
projection of T ⋆M onto M (see Section 2.2).

The (J + K)-decomposition. Let us comment shortly on the main basic technique used for
estimating the small-time heat trace asymptotics in singular cases. While the local Weyl law
straightforwardly follows from the Lebesgue dominated theorem in the equiregular case, the re-
quired domination property fails in general in the singular case (see Section 6.1). In order to
estimate the trace, we split the “singular” integral defining the trace as the sum of two integrals:

Tr(Mf e
t△) =

∫

M

f(q) e(t, q, q) dµ(q) = J(t) +K(t)

(called the (J +K)-decomposition) with

J(t) =

∫

B(S ,
√
t)

f(q′) e(t, q′, q′) dµ(q′) and K(t) =

∫

M\B(S ,
√
t)

f(q′) e(t, q′, q′) dµ(q′).

9



The scaling
√
t is the right one to use properties of the heat kernel (recall that the heat propagation

at small times is, up to exponentially small terms, located inside balls of radius of the order of√
t: this follows from the finite speed propagation of singularities for the sR wave equation, see

[64]), in particular the fact that the function t 7→ (
√
t)Q

M (q) e(t, δq√
t
(x), δq√

t
(x′)) has an asymptotic

expansion at any order at t = 0, whose first term is the nilpotentization êq(1, x, x′) (see Theorem C.1
in Appendix C). This fact immediately yields an asymptotic expansion for J(t). Expanding K(t)
is much more difficult and requires to perform multiple nilpotentizations of e along equisingular
strata of increasing topological dimensions. Nilpotentizability ensures that the multiple limits
are well defined. In the analytic non-nilpotentizable case, we use finer stratifications related to
subanalytic preparation theorems.

2 Weyl measures

In this section, we define Weyl measures. They had already been introduced in [31], in a different
but equivalent way (see Section 2.3). In Section 2.2, we define local and microlocal Weyl measures
in terms of an appropriate limit of the heat kernel. In Section 2.3, using a classical argument
(tauberian theorem), we provide alternative expressions for those measures in terms of an appro-
priate limit of Cesàro means involving an orthonormal basis of eigenfunctions, and we give the
asymptotics of the spectral counting function.

Recall that △ is defined by (1) and that e = e△,µ is the sR heat kernel, where µ is an arbitrary
smooth measure on M .

Given any f ∈ C0(M), we denote by Mf the operator on L2(M,µ) of multiplication by f . The
operator et△ is of trace class and thus the operators Mf e

t△ and more generally Aet△, for any
bounded operator A on L2(M,µ), are of trace class.

2.1 Preliminary remark on the smooth measure

Let us consider two sub-Riemannian Laplacians △µ and △ν associated with two different smooth
measures µ and ν on M , but with the same metric g. Assuming that ν = h2µ with h a positive

smooth function onM , we have divν(X) = divµ(X)+ X(h2)
h2 , for every vector field X , and it follows

that
h△ν(φ) = △µ(hφ) − φ△µ(h) = △µ(hφ) + h2φ△ν(h

−1) ∀φ ∈ C∞(M).

Defining the isometric bijection J : L2(M, ν) → L2(M,µ) by Jφ = hφ (gauge transform), we have

J△νJ
−1 = △µ − 1

h
△µ(h) id = △µ + h△ν(h

−1) id = △ν +W, (4)

i.e., △ν is unitarily equivalent to △µ +W , where W is a bounded operator.

Lemma 2.1. Given any f ∈ C0(M) and any (classical) pseudo-differential operator A of order 0,
we have, as t→ 0+,

Tr
(
et△ν

)
= Tr

(
et△µ

)
(1 + O(t)) , (5)

Tr
(
Mf e

t△ν
)
= Tr

(
Mf e

t△µ
)
+O

(
tTr
(
e

t
2△µ

))
, (6)

Tr
(
Aet△ν

)
= Tr

(
Aet△µ

)
+ o
(
Tr
(
et△µ

))
+O

(
tTr
(
e

t
2△µ

))
. (7)

Proof. Denoting by (λj(µ))j∈N (resp., by (λj(ν))j∈N) the spectrum of △µ (resp., of △ν), it follows
from the Courant-Fischer min-max theorem that

|λj(ν)− λj(µ)| 6 ‖W‖L(L2(M,µ)) ∀j ∈ N,
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and thus e−λj(ν)t = e−λj(µ)t(1 + O(t)) as t → 0+, for every j ∈ N, where the remainder O(t) is
uniform with respect to j, and then (5) follows.

Let us now consider an arbitrary bounded operator A on L2(M,µ) = L2(M, ν) (because M is

compact). From the relation e−λj(ν)t = e−λj(µ)t(1 + O(t)), we infer (5). Note that etJ△νJ
−1

=
Jet△νJ−1 and, using (4), we have Tr

(
et(△µ+W )

)
= Tr

(
et△µ

)
(1 + O(t)).

Now, let A ∈ L(L2(M,µ)) be arbitrary. By the Duhamel formula

Aet(△µ+W ) = Aet△µ +

∫ t

0

Ae(t−s)(△µ+W )Wes△µ ds,

splitting the latter integral at t/2, using the inequality ‖BC‖1 6 ‖B‖L(L2(M,µ))‖C‖1 for all oper-
ators B,C ∈ L(L2(M,µ)) with C of trace class, where ‖ ‖1 is the trace class norm, we obtain

Tr
(
Aet(△µ+W )

)
= Tr

(
Aet△µ

)
+O

(
tTr
(
e

t
2△µ

)
+ tTr

(
e

t
2 (△µ+W )

))

as t → 0+, and thus, using (5), Tr
(
Aet(△µ+W )

)
= Tr

(
Aet△µ

)
+ O

(
tTr
(
e

t
2△µ

))
as t → 0+.

Besides, by (4), we have Tr
(
Aet(△µ+W )

)
= Tr

(
J−1AJ et△ν

)
. Taking A = Mf , the operator of

multiplication by f , we have MfJ = JMf , and then (6). Now, taking A an arbitrary pseudo-
differential operator of order 0, A does not a priori commute with J , but we have J−1AJ =
A + J−1C, with C = [A, J ] that is a pseudo-differential operator of order −1 and thus compact.
Let us prove that

Tr
(
C et△ν

)
= o
(
Tr
(
et△ν

))
(8)

as t → 0+ (which gives (7)). Considering an orthonormal eigenbasis (φνj )j∈N of L2(M, ν) corre-
sponding to the ordered eigenvalues (λj(ν))j∈N of △ν (i.e., △νφ

ν
j = −λj(ν)φjν for every j ∈ N,

with λj(ν) 6 λj+1(ν)), we have

Tr
(
C et△ν

)

Tr (et△ν )
=

∑+∞
j=0 e

−λj(ν)t〈Cφνj , φνj 〉L2(M,ν)∑+∞
j=0 e

−λj(ν)t

Since C is compact, given any ε > 0 there exists N ∈ N∗ such that |〈Cφνj , φνj 〉L2(M,ν)| 6 ε for every
j > N , hence

Tr
(
C et△ν

)

Tr (et△ν )
6

∑N
j=0 e

−λj(ν)t〈Cφνj , φνj 〉L2(M,ν)∑+∞
j=0 e

−λj(ν)t
+ ε

and thus lim sup
Tr(C et△ν )
Tr(et△ν )

6 ε as t→ 0. Since ε > 0 is arbitrary, (8) follows.

2.2 Local and microlocal Weyl measures

Definition 2.1. The local Weyl measure w△ is the probability measure on M defined by

∫

M

f dw△ = lim
t→0+

Tr
(
Mf e

t△)

Tr (et△)
= lim

t→0+

∫
M f(q) e(t, q, q) dµ(q)∫

M
e(t, q, q) dµ(q)

(9)

for every continuous function f on M , whenever the limit exists for all such functions.
The microlocal Weyl measure W△ is the probability measure on S⋆M defined by

∫

S⋆M

a dW△ = lim
t→0+

Tr
(
Op(a) et△

)

Tr (et△)
(10)

for every classical symbol a of order 0, whenever the limit exists for all such symbols. Here, Op
denotes any quantization operator (see Lemma 2.2 hereafter).
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The fact that the limits defining the microlocal Weyl measures are indeed probabilities measures
follows from the use of the Weyl quantization (see the next lemma).

Lemma 2.2. When they exist, the Weyl measures have the following properties:

1. The local Weyl measure w△ is the pushforward of the microlocal Weyl measure W△ under
the canonical projection π : S∗M →M , i.e., π∗W△ = w△.

2. The microlocal Weyl measure W△ does not depend on the quantization, is even with respect
to the canonical involution of S∗M , and supp(W△) ⊂ SΣ where Σ = D⊥.

3. The measures w△ and W△ only depend on the sR structure (in particular, on the metric g),
but they do not depend on the measure µ. Moreover, they are invariant under sR isometries
of M .

Proof. 1. This is obvious.

2. Two quantizations of a bounded operator B on L2(M,µ) differ by a compact operator
C (more precisely, a pseudo-differential operator of order −1) and we know by (8) that
Tr(Cet△)
Tr(et△) → 0 as t→ 0+.

To prove evenness with respect to involution, we use the Weyl quantization OpW . Considering
a real-valued classical symbol a = a(x, p) of order 0, compactly supported with respect to x
in some chart V ⊂ S∗M , the density of the Schwartz kernel of OpW(a) with respect to the
Lebesgue measure m (see Appendix A.8) is given in this chart by

[OpW(a)]m(x, y) =
1

(2π)n

∫

Rn×Rn

ei(x−y).pa

(
x+ y

2
, p

)
dy dp,

and thus

Tr
(
OpW(a) et△

)
=

1

(2π)n

∫

Rn×Rn×Rn

ei(x−y).pa

(
x+ y

2
, p

)
e△,m(t, x, y) dx dy dp

Since a is real-valued, OpW(a) is selfadjoint and thus Tr
(
OpW(a) et△

)
is a real number and

is therefore equal to its complex conjugate. Hence the above integral is also equal to
∫

Rn×Rn×Rn

e−i(x−y).pa
(x+ y

2
, p
)
e△,m(t, x, y) dx dy dp

because a and e△,m are real-valued. Making the change of variable p 7→ −p, we conclude
that Tr

(
OpW(a) et△

)
= Tr

(
OpW(ã) et△

)
where ã(x, p) = a(x,−p). This gives the second

claim.

The third claim has been proved in [31, Proposition 4.3].

3. The first fact follows from Lemma 2.1.

An sR isometry of M preserves the sR metric, but not the volume µ in general; however, w△
and w△ do not depend on µ. The second claim follows.

Remark 2.1. In particular, as observed in [31, Corollary 4.2], if the horizontal distribution D is of
codimension 1 in TM , and if the local Weyl measure w△ exists, then the microlocal Weyl measure
W△ exists and is equal to half of the pullback of w△ by the double covering SΣ →M which is the
restriction of the canonical projection of T ⋆M onto M .
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Generalization: non compact manifold, manifold with boundary. We can generalize the
definition of Weyl measures to the case where M is not compact and/or M has a boundary. In
all cases, we choose a nonpositive selfadjoint extension (△,D(△)) of the second-order operator
△ defined by (1) (see [32, Section 3.1] for the geometric treatment of Dirichlet and Neumann
boundary conditions).

The local and microlocal Weyl measures can always be defined locally. Indeed, by the hypoellip-
tic Kac’s principle (see [32, Theorem 3.1]), the small-time asymptotics of hypoelliptic heat kernels
is purely local, i.e., “does not feel the boundary”. This gives a way to define the Weyl measures
(far from the boundary whenM has a boundary): take any relatively compact open subset Ω ofM
with a smooth boundary. We consider the heat kernel eΩ corresponding to the Dirichlet operator
△Ω defined as the restriction of △ to Ω with Dirichlet boundary conditions. Then, according to
[32, Theorem 3.1], we have eΩ(t, q, q

′) = e(t, q, q′) + O(t∞) as t → 0+, uniformly with respect to
(q, q′) ∈ Ω2. Now, on Ω we can define the Weyl measure.

Making it global is a matter of choosing a normalization. There exists a canonical normalization
when w△(M) < +∞ (equivalently, W△(M) < +∞), and the above definition of probability Weyl
measures still makes sense. When the total Weyl volume is not finite, a canonical normalization may
not exist, however since any positive distribution is a Radon measure, the following construction
always makes sense: assuming that

Tr
(
Mfe

t△) =
∫

M

f(q) e(t, q, q) dµ(q) = ϕ(t)Lf

as t→ 0+, where L is a linear bounded form on the set of compactly supported continuous functions
on M , we define w△(f) = Lf (see also Theorem 2.1 hereafter). The microlocal Weyl measure is
defined similarly. Of course, in this more general case, they are not probability measures. Also,
the main difficulty is in establishing such asymptotics.

2.3 Equivalent expression and asymptotics of the spectral counting func-

tion

Let (φk)k∈N be an orthonormal eigenbasis of L2(M,µ) corresponding to the ordered eigenvalues
(λk)k∈N, i.e., △φk = −λkφk for every k ∈ N.

By a well known argument using the Karamata tauberian theorem, we have the following alter-
native expressions for the Weyl measures and the following asymptotics for the spectral counting
function N(λ) defined by (2). Recall that a function χ : [0,+∞) → (0,+∞) is said to be slowly

varying at +∞ if for every fixed s > 0 we have χ(sλ)
χ(λ) → 1 as λ → +∞. It is said to be slowly

varying at 0 if χ(1/λ) is slowly varying at +∞.

Theorem 2.1. Assume that there exist ρ ∈ [0,+∞) and a function χ : [0,+∞) → (0,+∞) that
is slowly varying at infinity and a linear bounded form L on C0(M) (resp., on S0(M)) such that

Tr
(
Mf e

t△) ∼
t→0+

1

tρ
χ(1/t)Lf

(
resp., Tr

(
Op(a)et△

)
∼

t→0+

1

tρ
χ(1/t)La

)
(11)

for every nontrivial nonnegative continuous function f on M (resp., for every nontrivial nonneg-
ative symbol a of order 0). Then the local (resp., microlocal) Weyl measure exists, and w△ = L

L1

(resp., W△ = L
L1) and we also have

∫

M

f dw△ = lim
λ→+∞

1

N(λ)

∑

λk6λ

∫

M

f |φk|2 dµ = lim
λ→+∞

1

N(λ)

∑

λk6λ

〈Mfφk, φk〉L2(M,µ) (12)
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for every continuous function f on M ; in other words, w△ is the weak limit of the sequence of
probability measures 1

N(λ)

∑
λk6λ |φk|2 µ (Cesàro mean) as λ → +∞. Respectively, the microlocal

Weyl measure W△ is given by
∫

S⋆M

a dW△ = lim
λ→+∞

1

N(λ)

∑

λk6λ

〈Op(a)φk, φk〉L2(M,µ) (13)

for every classical symbol a of order 0, where Op denotes any quantization operator. Moreover,

N(λ) ∼
λ→+∞

L1

Γ(ρ+ 1)
λρχ(λ).

Proof. The argument is standard. Formally, passing from the definition in terms of small-time
asymptotics of the heat kernel as in (9) and (10) to the definition in terms of asymptotic eigenvalues
as in (12) and (13) can be done by a Laplace transform. The precise relationship is well known in
the existing literature and can be achieved thanks to the Karamata tauberian theorem (see [54]).
We recall hereafter the more general version of [37, Chapter XIII, Section 5, Theorem 2].

Lemma 2.3 ([37]). Let F : [0,+∞) → R be a nondecreasing function which is of locally bounded
variation (i.e., the Radon measure dF is nonnegative and locally finite) and whose Laplace-Stieltjes

transform L(F )(t) =
∫ +∞
0 e−tλ dF (λ) is well defined for every t > 0. Let χ : (0,+∞) → R be a

function that is slowly varying at +∞. Let ρ ∈ [0,+∞).

• We have

L(F )(t) ∼
t→0+

1

tρ
χ(1/t) ⇐⇒ F (λ) ∼

λ→+∞
1

Γ(ρ+ 1)
λρχ(λ).

• Note that F (λ)
L(F )(1/λ) → 1

Γ(ρ+1) as λ → +∞ or 0. For ρ = +∞, the result still makes sense: if

there exists s > 1 such that either L(F )(st)
L(F )(t) → 0 as t → 0, or F (sλ)

F (λ) → +∞ as λ → +∞, then
F (λ)

L(F )(1/λ) → 0 as λ→ +∞.

• These results are still valid when exchanging 0 and +∞ in the above limits, i.e., λ → 0 and
t→ +∞.

Let us establish (12). Let f be a nontrivial nonnegative continuous function on M . The
operator Mfe

t△ is of trace class. We define Ff (λ) =
∑

λk6λ

∫
M f |φk|2 dµ, for every λ ∈ R. The

function Ff is nondecreasing, is of local bounded variation, and its Laplace-Stieltjes transform is

L(Ff )(t) =

∫ +∞

0

e−tλ dFf (λ) =

+∞∑

k=0

e−λkt

∫

M

f |φk|2 dµ =

∫

M

f(q)e(t, q, q) dµ(q) = Tr(Mf e
t△)

because e(t, q, q′) =
∑+∞

k=0 e
−λktφk(q)φk(q′). Note that N(λ) = F1(λ). By the assumption (11), we

have L(N)(t) ∼ 1
tρχ(1/t)L1 as t→ 0+. The asymptotics of N(λ) then follows from Lemma 2.3.

Besides, by the assumption (11), the limit (9) exists and is equal to Lf
L1 , hence

∫

M

f dw△ = lim
t→0+

L(Ff )(t)

L(F1)(t)
=
Lf

L1
.

Applying Lemma 2.3, the limit (12) exists and is equal to Lf
L1 , hence

lim
λ→+∞

Ff (λ)

F1(λ)
=
Lf

L1
.

The conclusion follows. The proof is similar for the microlocal Weyl measure.
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Remark 2.2. In [31], the local and microlocal Weyl measures have been defined by (12) and (13).
Note that these expressions do not depend on the choice of the orthonormal basis of eigenfunctions.

Remark 2.3. The assumption (11) is satisfied in all cases treated in this paper (equiregular and
stratified singular cases). We are not aware of any example where it would not be satisfied. Such
an example would have to be a singular case where the singular set is not stratifiable.

2.4 An additional comment

Assuming that µ = hν with h a positive smooth function on M , using (80) (definition of the
nilpotentization of a measure), we have

h(q) =
dµ

dν
(q) =

µ̂q

ν̂q
=
µ̂q
(
B̂q

sR(0, 1)
)

ν̂q
(
B̂q

sR(0, 1)
) (14)

and µ̂q = h(q)ν̂q, and hence h(q)e△̂q,µ̂q = e△̂q,ν̂q (see Appendix A.8), yielding in particular that

e△̂q,µ̂q (t, x, x
′) dµ(q) = e△̂q,ν̂q (t, x, x

′) dν(q) ∀t > 0 ∀x, x′ ∈ M̂ q ∀q ∈M. (15)

In particular, e△̂q,µ̂q (1, 0, 0) dµ(q) does not depend on the smooth measure µ.

Definition 2.2. Given an arbitrary smooth measure µ on M , we define the positive measure ρ on
M as the measure whose density with respect to µ is the function q 7→ e△̂q,µ̂q (1, 0, 0). The measure
ρ does not depend on µ.

The function q 7→ e△̂q,µ̂q (1, 0, 0) may fail to be continuous or even locally integrable at singular

points (for instance, it is not locally integrable near S in the Baouendi-Grushin and Martinet
cases).

We are going to see in Part I that, in the equiregular case, the function q 7→ e△̂q,µ̂q (1, 0, 0) is
smooth and that the measure ρ coincides, up to constant scaling, with the local Weyl measure.

In general, if the function q 7→ e△̂q,µ̂q (1, 0, 0) is locally integrable at q, then, extending the
process of nilpotentization of measures to measures having a locally integrable density, we obtain
that ρ̂q = e△̂q,µ̂q (1, 0, 0)µ̂

q for every smooth measure µ and thus, in particular, e△̂q,ρ̂q (1, 0, 0) = 1.

3 Green kernel estimates and essential selfadjointness

Given any λ ∈ C \ Spec(△), the resolvent kernel Gλ is defined as the Schwartz kernel of the

resolvent (λ id−△)−1. Given any q0 ∈M , the Green kernel Ĝq0 of △̂q0 (proved to exist hereafter)

is defined as the Schwartz kernel of (△̂q0)−1 (see [43, Chapter 13]).

Theorem 3.1. For every q0 ∈ M (regular or not), the Green kernel Ĝq0 exists and we have the
asymptotic expansion at any order N ∈ N∗ in C∞(Rn \ {0})

Gλ(q0, δ
q0
ε (x)) = ε2−Q(q0)

(
Ĝq0 (0, x) +

N∑

i=1

εibq0i (x) + o(|ε|N)

)

as ε→ 0, ε 6= 0, where the functions bq0i are smooth.

15



Proof. Let us first assume that Re(λ) > 0. Since (λ id − △)−1 =
∫ +∞
0

e−λtet△ dt, we have

Gλ(q0, q) =
∫ +∞
0

e−λte(t, q0, q) dt and thus, taking some c > 0 arbitrary,

Gλ(q0, δ
q0
ε (x)) =

∫ +∞

c

e−λte(t, q0, δ
q0
ε (x)) dt+ ε2−Q(q0)

∫ c/ε2

0

e−λε2tεQ(q0)e(ε2t, q0, δ
q0
ε (x)) dt (16)

By boundedness of the heat kernel for t > c, the first integral at the right-hand side of (16) is
a smooth function of ε. Let us treat the second integral. Theorem C.1 in Appendix C gives an
expansion of εQ(q0)e(ε2t, q0, δ

q0
ε (x)) with respect to ε, at any order, whose first term is êq0(t, 0, x),

but the difficulty here is that uniformity with respect to t is ensured only on any compact interval
of (0,+∞). To overcome this difficulty and apply the dominated convergence theorem, we use
the exponential estimates (88) of the heat kernel (recalled in Appendix A.8.3), which imply, since
dsR(0, δε(x)) = ε dsR(0, x) in the local chart, taking c > 0 small enough and ε2t 6 c, that

εQ(q0)e(ε2t, q0, δ
q0
ε (x)) 6

C

tQ(q0)
e−dsR(0,x)2/Ct

for some constant C > 0, for every t ∈ (0, c/ε2] and for every x ∈ K, with K compact subset of
Rn. Now, when K does not contain 0, we obtain a uniform domination term. As concerns the
subsequent terms in the expansion, it follows from the analysis performed in [32, Section 6.2] that
the functions f q0

i in the expansion (93) of Theorem C.1 enjoy similar exponential estimates. The
result follows, for Re(λ) > 0.

Now, let us take any λ ∈ C \ Spec(△). Since e(t, q0, q) =
∑+∞

j=0 e
−λjtφj(q0)φj(q), we split the

sum in two parts, with a first finite sum
∑k

j=0 for some k ∈ N large enough, and an infinite sum∑+∞
j=k+1. The heat kernel ek+1 defined from the latter sum is treated as above, while the first

finite sum, multiplied by e−λt and integrated with respect to t, gives a smooth function because
all eigenfunctions φj have a polynomial growth (this fact follows by rough estimates of the Weyl
law and by Sobolev embedding estimates as developed in [32]).

In Theorem 3.1, not only we recover the main results of [36, 79], according to which the Green
kernel G(q0, q) is bounded above and below, up to scaling, by r2/µ(BsR(q0, r)) with r = dsR(q0, q),
but we also improve them since we obtain an equivalent (and even, a full expansion) in terms of
the nilpotentization. Moreover, thanks to Theorem C.1, the above argument is short.

Application: essential selfadjointness of sR Laplacians. Given any q0 ∈ M , let us study
the possibility of having different self-adjoint extensions of the Laplacian onM \{q0}. This problem
has been studied in [28] in the Riemannian case and in [1] in the 3D sR case. Hereafter we extend
their result to the general sR case, obtaining the following new and simple result.

Corollary 3.1. Given any q0 ∈M (regular or not), the operator △ on C∞(M \{q0}) is essentially
selfadjoint if and only if Q(q0) > 4.

Hence, the operator △ on C∞(M \ {q0}) is not essentially selfadjoint only in the Riemannian
case in dimension 6 3 and, in the non-Riemannian sR case, only in the Baouendi-Grushin case
without tangency point if q0 belongs to the singular set.

Proof. We first note that △ is not essentially selfadjoint if and only if for every λ ∈ C there exists
u ∈ L2(M,µ) such that (λ id −△)u = 0 on M \ {q0} in the sense of distributions. In that case,
(λ id − △)u must be a finite linear combination of the Dirac δq0 and its derivatives, but there
cannot be any derivatives because they are not in H−2(M,µ), hence (λ id −△)u = αδq0 for some
α ∈ R and thus u = αGλ(q0, ·). Now, by Theorem 3.1, we have Gλ(q0, ·) ∈ L2(M,µ) if and only if
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Q(q0) 6 3. Indeed, taking sR polar coordinates, this condition is equivalent to the convergence of

the integral
∫ 1

0 r
3−Q(q0) dr. The result thus follows if dimM > 3.

Remark 3.1. Another argument consists of writing

‖Gλ(q0, ·)‖2L2(M,µ) =

∫

[0,+∞)2
e−λ(t+s)e(t, q0, q) e(s, q, q0) dt ds =

∫

[0,+∞)2
e−λ(t+s)e(t+ s, q0, q0) dt ds

and then of observing that the convergence of this integral only depends on the small-time asymp-
totic expansion of the heat kernel along the diagonal, which is e(t, q0, q0) ∼ Cst/tQ(q0)/2 as t→ 0+.

Part I

Equiregular case

We assume throughout this part that the sR structure (M,D, g) is equiregular. This implies in
particular that the Hausdorff dimension QM (q) = QM and the degree of nonholonomy r(q) = r
are constant for q ∈M .

Recall that e = e△,µ is the heat kernel on (0,+∞)×M ×M associated with the sR Laplacian
△ defined by (1) and with the smooth measure µ on M . For every q ∈M , êq = e△̂q,µ̂q is the heat

kernel (nilpotentized at q) on (0,+∞) × M̂ q × M̂ q associated with △̂q and with the measure µ̂q

on M̂ q (see Appendices A.2, A.5 and A.8).

4 Local Weyl law

4.1 Local Weyl law and local Weyl measure

Theorem 4.1. For every f ∈ C∞(M), we have

Tr(Mf e
t△) =

∫

M

f(q) e(t, q, q) dµ(q) =
1

tQM/2
F (t) ∀t > 0 (17)

for some F ∈ C∞(R), with

F (0) =

∫

M

f(q) êq(1, 0, 0) dµ(q). (18)

The local Weyl measure w△ (defined by (9)) exists, is a smooth measure on M , and its density
with respect to µ is given by

dw△
dµ

(q) =
êq(1, 0, 0)∫

M êq′(1, 0, 0) dµ(q′)
∀q ∈M. (19)

In other words, we have w△ = ρ
ρ(M) (see Definition 2.2). Moreover,

N(λ) ∼
λ→+∞

∫
M êq(1, 0, 0) dµ(q)

Γ(QM/2 + 1)
λQ

M/2. (20)

Proof. By Theorem C.1 in Appendix C, tQ
M/2e(t, q, q) converges to êq(1, 0, 0) as t→ 0+, uniformly

with respect to q because we are in the equiregular case, hence (17) and (18) follow by the dominated
convergence theorem. For the Taylor expansion, it suffices to note that, by (96),

tQ
M/2e(t, q, q) = êq(1, 0, 0) + c1(q)t+ · · ·+ cN (q)tN + o(tN)

is a smooth function of t. The last part follows from Theorem 2.1 (in Section 2).
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Note that, using (15) and (19), we recover the fact that w△ does not depend on µ.
The coefficient F (0) of the leading term in the asymptotic expansion given by (17) as t → 0+

allows us to identify the local Weyl measure. Note that, to obtain the expansion at the first order
Tr(Mf e

t△) = 1

tQM/2
(F (0) + o(1)) as t→ 0+, it is only required that f be continuous.

The coefficients of the subsequent terms in the expansion are of the form
∫
M
cif dµ, where the

smooth functions ci can actually be expressed as iterated convolutions involving derivations and
the nilpotentized heat kernel (see [32]).

Remark 4.1. With the above theorem, we recover and generalize results of [13, 66] that are
established when M = Rn and µ is the Lebesgue measure. In this case, note that a probabilistic
expression of this density is computed in [13, Theorem 7.15], involving the structure constants
of the Lie algebra structure. In [66], the author proves that this density is equal to the limit of

1

λQM e(λ, q, q) as λ→ +∞, where e(λ, q, q′) is the kernel of the spectral resolution of △.

Remark 4.2. It is proved in [2] that the density of the spherical Hausdorff measure with respect
to any smooth measure is of class C3 but not of class C5 in general. Therefore, the local Weyl
measure w△ differs from the spherical Hausdorff measure in general. Comparing Weyl and Popp
measures is done in Section 4.3 hereafter.

Remark 4.3. The constant ρ(M) =
∫
M e△̂q,µ̂q (1, 0, 0) dµ(q) does not depend on the measure µ.

Applying (19) with µ = w△, we obtain that, in the equiregular case,

e△̂q,ŵ△
q (1, 0, 0) = Cst = ρ(M) =

∫

M

e△̂q′ ,µ̂q′ (1, 0, 0) dµ(q
′)

for every q ∈M and for every smooth measure µ on M . For example, if the sR structure (M,D, g)
is itself a Carnot group, then e△,w△(1, q, q) = ρ(M) for every q ∈M .

This is nothing else but saying that e△̂q,ρ̂q (1, 0, 0) = 1 for every q ∈ M (see Section 2.4). In

particular, using (14), we have (still in the equiregular case)

h(q) =
dµ

dν
(q) =

µ̂q

ν̂q
=
µ̂q(B̂q

sR(0, 1))

ν̂q(B̂q
sR(0, 1))

=
e△̂q,ν̂q (1, 0, 0)

e△̂q,µ̂q (1, 0, 0)
.

Taking ν = HS (spherical Hausdorff measure associated with the sR distance on M), we have

ĤS

q
(B̂q

sR(0, 1)) = 2Q
M (q), and then

dµ

dHS
(q) =

µ̂q(B̂q
sR(0, 1))

2QM(q)
=
e△̂q,ĤS

q (1, 0, 0)

e△̂q,µ̂q (1, 0, 0)
.

4.2 The local Weyl measure as a new canonical sR measure

In the equiregular case, the local Weyl measure w△ defined by (9) (or, equivalently, by (12)) is a
canonical measure in sR geometry, enjoying the same nice properties as the Popp measure P (whose
definition and properties are recalled in Appendix A.7), which is a well known canonical smooth
measure on an equiregular sR structure: like P , obviously, w△ is invariant under sR isometries of
M ; moreover, it commutes with nilpotentization, as shown in the following lemma.

Lemma 4.1. In the equiregular case, the construction of the local Weyl measure commutes with
nilpotentization, i.e., ŵ△

q = w△̂q , for every q ∈M .

Proof. By Theorem 4.1 we have w△ = hP with h(q) = e△̂q,P̂ q (1, 0, 0), hence ŵ△
q
= h(q)P̂ q.

Besides, for the sR Laplacian △̂q on L2(M̂ q, P̂ q) with M̂ q ≃ Rn, Theorem 4.1 implies that w△̂q =

γP△̂q with γ = e ̂̂△q
0

,
̂̂
P q

0(1, 0, 0). By equiregularity, we have γ = h(q).
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4.3 Relationship between Weyl and Popp measures

It is natural to apply (19) with µ = P , the Popp measure on M (see Appendix A.7). Then, the
local Weyl measure w△ coincides with the Popp measure P (up to constant scaling) if and only if
the function q 7→ e△̂q,P̂ q (1, 0, 0) is constant on M . We have the following result.

Lemma 4.2. Given any q ∈ M and any sR isometry φ of M , the nilpotentized sR structures
(M̂ q, D̂q, ĝq) and (M̂φ(q), D̂φ(q), ĝφ(q)) are sR isometric.

In particular, if the group IsosR(M) of sR isometries of M acts transitively on M , then the
function q 7→ e△̂q,P̂ q (1, 0, 0) is constant on M .

Proof. The first fact is recalled in Appendix A.5.7. Moreover, using that φ∗△̂qφ∗ = △̂φ(q) and
φ∗P̂ q = P̂φ(q), it follows from (85) in Appendix A.8 that e△̂q,P̂ q (1, 0, 0) = e△̂φ(q),P̂φ(q)(1, 0, 0).

Remark 4.4. As noticed in [9], if IsosR(M) acts transitively on M then the Popp measure is the
unique measure on M that is invariant under sR isometries.

Remark 4.5. In the 3D contact case, assuming that the Popp measure is normalized so that it
is a probability measure on M , we have e△̂q,P̂ q (1, 0, 0) = 1/16 (see [31], see also Example 4.1 in

Section 4.4). Note that this can also be obtained by using the explicit expression

e(t, x, y) =
1

(2πt)2

∫

R

2τ

sinh(2τ)
e(iyτ−|x|2τcotanh(2τ))/t dτ

established in [39] (see also [10]) in the Heisenberg flat case, using that
∫
R

2τ
sinh(2τ) dτ = 4π2

16 .

Remark 4.6. The question of the equality (up to scaling) of the local Weyl measure w△ and
the Popp measure P is related to the problem of classification of sR structures under the action
of sR isometries. They coincide if the sR structure on M is free, but not in general because the
classification of Carnot groups involves moduli in large dimension. For Carnot groups of dimension
less than or equal to 5, for which the classification is known (see [2]), they always coincide except
in the bi-Heisenberg case, studied hereafter.

The bi-Heisenberg case. Let G be the 5-dimensional group bi-Heisenberg defined as G = R5

with the product rule

(x1, y1, x2, y2, z) ⋆ (x
′
1, y

′
1, x

′
2, y

′
2, z

′) = (x1 + x′1, y1 + y′1, x2 + x′2, y2 + y′2, z + z′ + x1y
′
1 + x2y

′
2).

The contact form α = dz − y1 dx1 − y2 dx2 is invariant under right translations. We define the 5-
dimensional compact manifoldM = G/Γ where Γ = (

√
2πZ)4×2πZ is a subgroup of G. The vector

fields Xi = ∂xi+yi ∂z, Yi = ∂yi , i = 1, 2, form a frame of the horizontal distribution D = kerα. Let
g be a smooth Riemannian metric on D. Denoting by ω1 and ω2 the eigenvalues of the symplectic
form dα with respect to g (note that these eigenvalues are Lipschitz functions of q only, in general),
the sR metric g is the pullback of 1

ω1
(dx21 + dy21) +

1
ω2

(dx22 + dy22) under the projection onto the

(x, y) plane. Taking µ the Lebesgue measure, the sR Laplacian is △ = ω1(X
2
1 +Y

2
1 )+ω2(X

2
2 +Y

2
2 ).

Lemma 4.3. The density of w△ with respect to P is given at any point q ∈M by

dw△
dP

(q) =
e△̂q,P̂ q (1, 0, 0)∫

M e△̂q′ ,P̂ q′ (1, 0, 0) dP (q′)
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with

e△̂q,P̂ q (1, 0, 0) =
ω1(q)ω2(q)

√
ω1(q)2 + ω2(q)2

2π3

∑

ℓ,ℓ′>0

1

((2ℓ+ 1)ω1(q) + (2ℓ′ + 1)ω2(q))3
. (21)

Moreover, the function q 7→ e△̂q,P̂ q (1, 0, 0) is smooth on M .

By Lemma 4.3, the density of Weyl with respect to Popp is a smooth function that differs from
1 for any normalization.

Proof. Let us first assume that ω1 and ω2 are constant. Using the explicit expression for the Popp
measure given in [9], we find that the density of the Popp measure with respect to the Lebesgue
measure dµ = dx dy dz is dP

dµ = 1/ω1ω2

√
ω2
1 + ω2

2 . In particular, P (M) = (2π)3/ω1ω2

√
ω2
1 + ω2

2.

Since the operator −i∂z commutes with △, we can write L2(M,dµ) = ⊕m∈ZHm and decompose
functions on M as

∑
m∈Z

eimzfm(x1, y1, x2, y2). We infer that the eigenvalues are all m((2ℓ +
1)ω1 + (2ℓ′ + 1)ω2), m > 1, ℓ, ℓ′ > 0, of multiplicity 2m2, and all eigenvalues of the Riemannian
Laplacian on the 4-dimensional torus R4/

√
2πZ4. After some computations, we obtain

N(λ) ∼ 2λ3

3

∑

ℓ,ℓ′>0

1

((2ℓ + 1)ω1 + (2ℓ′ + 1)ω2)3

as λ → +∞. Since QM = 6 and since the function q 7→ e△̂q,P̂ q (1, 0, 0) is constant on M , we infer

(21) from (20), in the case where ω1 and ω2 are constant.
Now, when ω1 and ω2 are not constant, (21) is still true for every q ∈ M , by comparing at

q the bi-Heisenberg case with non-constant ω1 and ω2 and the bi-Heisenberg case with constant
ω1 = ω1(q) and ω2 = ω2(q).

The last point is to prove that, although ω1 and ω2 are only Lipschitz functions of q in general,
(21) gives anyway a smooth function of q. To prove this fact, we note that the right-hand side
of (21) is a smooth function of (ω1, ω2) that is invariant under permutations. It follows from a
theorem of [42] (see also [80]) that this function is also a smooth function of (ω1+ω2, ω1ω2). Since
ω1 + ω2 and ω1ω2 are smooth functions of the metric (trace and determinant of dα with respect
to g), we conclude that e△̂q,P̂ q (1, 0, 0) depends smoothly on q ∈M .

4.4 Zeta function and regularized determinant

Consider the zeta function associated with the sR Laplacian △, defined by

ζ△(s) =

+∞∑

j=1

1

λsj
∀s ∈ C. (22)

Here and in the sequel, we remove the first mode λ0 = 0, φ0 = 1. Recall that

ζ△(s)Γ(s) =

∫ +∞

0

Tr(et△)ts−1 dt (23)

where Tr(et△) =
∑+∞

j=1 e
−λjt and Γ(s) =

∫ +∞
0

ts−1e−t dt. The series (22) defining ζ△(s) converges
for Re(s) large enough.

When the heat trace has a complete small-time expansion as t→ 0+, ζ△(s) has a meromorphic
extension on C. Usually, ζ△(s) is holomorphic at s = 0 and the regularized determinant is then

defined by det′ △ = e−ζ′
△(0) (see, e.g., [82, Chapter 5]). As a consequence of Theorem 4.1, we have

the following result.
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Lemma 4.4. In the equiregular case, the regularized determinant exists. It is a global spectral
invariant.

More generally, the regularized determinant of the sR Laplacian can be defined as soon as there
is no term t0| ln t|j for some j > 1 in the local Weyl law (otherwise such a term would cause a pole
at s = 0).

Example 4.1. In the 3D flat Heisenberg case (see [31, Section 3.1]), we have

ζ△(s) = 2
∑

m>1,l>0

1

(2l+ 1)sms−1
+ ζT2(s) = 2ζ(s− 1)ζ(s)(1 − 2−s) + ζT2(s)

where ζ (resp., ζT2) is the classical zeta function (resp., the zeta function on the torus T2). We

infer that ζ△(s) ∼ π2

4(s−2) near s = 2. In this way, we recover the fact that êq(1, 0, 0) = 1/16,

obtained in [31] (see also Remark 4.5 in Section 4.3). Indeed, using (23) and splitting the integral

in
∫ 1

0
and

∫ +∞
1

, the latter is holomorphic in s and the first has a pole at s = 2. Since we know

that Tr(et△) ∼ A
t2 as t→ 0+, we obtain A = 1

16 by identification.

5 Microlocal Weyl law

Given any vector bundle E over M , the sphere bundle SE is defined by SE = (E \ {0})/R+.
Homogeneous functions of order 0 on E are identified with functions on SE. We also use the
standard notation S∗M = S(T ∗M) for the co-sphere bundle.

According to Remark 2.1, if the horizontal distribution D is of codimension 1 in TM , then
the microlocal Weyl measure W△ is equal to half of the pullback of w△ by the double covering
SΣ → M which is the restriction to SΣ of the canonical projection of T ⋆M onto M . Recall that
the characteristic manifold is defined by Σ = D⊥ = (g∗)−1(0) where g∗ is the cometric.

For contact closed manifolds, the microlocal Weyl law has been derived in [85]. In the general
equiregular case, we have the following result.

In the equiregular case, Σr−1 = (Dr−1)⊥ ⊂ T ⋆M (annihilator of Dr−1, see Appendix A.3),
where r is the degree of nonholonomy (constant on M), is a subbundle of T ∗M overM . We define
πSΣr−1 as the projection of T ∗M onto SΣr−1. The projection πSΣr−1 is canonical and is defined
by dilations as follows: given any continuous function a on S∗M (identified with a function on
T ∗M \ {0}, homogeneous of degree 0 with respect to p), we have a ◦ πSΣr−1 = limε→0 a ◦ δq1/ε. In
a local chart of privileged coordinates around q, using the notations of Appendix A.3, we have, by
homogeneity, a(q, δq1/ε(p)) = a(q, (ε−w1p1, . . . , ε

−wnpn)) = a(q, (εwn−w1p1, . . . , pn)), whose limit as

ε→ 0 gives πSΣr−1(q, p) = a(q, (0, . . . , 0, pnr−1+1, . . . , pn)).

Theorem 5.1. We denote by K(q, ·) the Fourier transform of y 7→ e△̂q,m(1, y, 0) (where m is the

Lebesgue measure on Rn), that is,

K(q, p) =

∫

Rn

e−iy.p e△̂q,m(1, y, 0) dy =

∫

Rn

e−iy.p e△̂q,µ̂q (1, y, 0) dµ̂
q(y). (24)

Actually, K is the Kohn-Nirenberg symbol (of order −∞) of the smoothing operator e△̂
q

(heat

semi-group of △̂q at time 1).
We denote by Ω = 1

n!ω
n the canonical Liouville volume form on T ∗M , where ω is the canonical

symplectic form.
For every pseudo-differential operator A of order 0 on M , of principal symbol a, we have

Tr(Aet△) =
1

tQM/2
F (

√
t) ∀t > 0 (25)
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for some F ∈ C∞(R), with

F (0) =
1

(2π)n

∫

T∗M
a ◦ πSΣr−1 K dΩ (26)

that depends only on the restriction of a to SΣr−1. As a consequence, the microlocal Weyl measure
W△ (defined by (10)) exists, is a constant times the image under πSΣr−1 of the measure K Ω, i.e.,

W△ =
1

ρ(M)
(πSΣr−1 )∗(K Ω)

where ρ(M) =
∫
M êq(1, 0, 0) dµ(q) (see Definition 2.2). Moreover, we have

supp(W△) = SΣr−1.

Remark 5.1. In Carnot groups of small dimension (see Remark 4.6), the function K defined by
(24) does not depend on q.

Remark 5.2. Compared with the asymptotic expansion given by (17) as t → 0+ for the local

Weyl law, the function F in (25) is a smooth function of
√
t. The coefficient of ti−QM/2 in this

expansion is the sum of several coefficients (which do not have a nice expression); one of which
has the same expression as the leading coefficient in (17), replacing K with the Fourier transform
of the function y 7→ aqi (y, 0), where a

q
i is defined in Theorem C.1 (see Appendix C); the other

coefficients involve restrictions of a to Σj for various integers j 6 r − 1.
We underline that the leading term, which provides the microlocal Weyl measure W△, only

involves the restriction of a to Σr−1. The property supp(W△) = SΣr−1 means that spectral
concentration is exactly on SΣr−1: this reflects the fact that spectral complexity is mainly due to
the highest possible Lie brackets appearing in the generating Lie algebra condition Lie(D) = TM
(Hörmander condition).

Remark 5.3. Let us make precise the density of the microlocal Weyl measure in SΣr−1. Consider
the fibration πSΣr−1 : T ∗M → SΣr−1. Each fiber is given by T ∗

qM/Σr−1
q , for q ∈ M . In a local

chart of coordinates (q, p), we use the notation P1 = (p1, . . . , pnr−1) and P2 = (pnr−1+1, . . . , pn),
so that p = (P1, P2). We have πSΣr−1 (q, p) = (q, (0, P2)). In these local coordinates, we endow
Σr−1 ≃ M × Rn−nr−1 with the measure that is the pullback under the chart of the standard
Lebesgue measure dq dP2 on Rn × Rn−nr−1 . By disintegration of the Liouville volume form dΩ =
dq dp of T ∗M with respect to dq dP2, we write, locally, dΩ = dq dP2 dP1, where dP1 is the Lebesgue
measure on the vertical fiber T ∗

qM/Σr−1
q ≃ Rnr−1 . These volumes are intrinsic and correspond to

Hausdorff measures. Then, taking polar coordinates P2 = ru with r > 0 and u ∈ Sn−nr−1−1, and
using that a is homogeneous of degree 0, we obtain

dW△(q, u)

d(q, u)
=

1

(2π)nρ(M)

∫ +∞

0

K1(q, ru) rn−nr−1−1 dr (27)

where K1(q, P2) =
∫
R

nr−1 K(q, P1, P2) dP1.

Proof. Hereafter, we use the notations of Appendix A.8 for Schwartz kernels and their densities.
Let A be an arbitrary pseudo-differential operator on M of order 0. We have

Tr(Aet△) =

∫

M

[Aet△]ν(t, q, q) dν(q) =

∫

M

G(t, q) dν(q)

with

G(t, q) = [Aet△]ν(t, q, q) =

∫

M

[A]ν(q, q
′) e△,ν(t, q

′, q) dν(q′)
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for any smooth measure ν on M . Let q ∈M be arbitrary and let U be a neighborhood of q in M .
Let us compute the asymptotics of G(t, q) when t → 0+. Since the density [A]ν with respect to ν
of the Schwartz kernel of the pseudo-differential operator A is smooth outside of the diagonal, we
have

[A]ν(q, q
′) = ρq(q

′)[A]ν(q, q
′) +R(q, q′)

where ρq is a smooth cut-off function onM , equal to 1 in a neighborhood U1 ⊂ U of q, to 0 outside
of U , and R is a smooth function. It follows from the exponential estimates (88) for the sR heat
kernel (see Appendix A.8.3) that

∫
M
R(q, q′)e△,µ(t, q

′, q) dµ(q′) = O(t∞) as t → 0+, uniformly
with respect to q, and thus this term yields no contribution to the Taylor expansion of G(t, q).
Hence, in what follows, without loss of generality we assume that R = 0.

Using to a partition of unity, without loss of generality we also assume that A = Op(a), where
Op is the usual (left) quantization and a is a classical symbol of order 0, compactly supported
with respect to its first variable in a sufficiently small neighborhood of q. Hereafter, we take local
privileged coordinates at q (in which q = 0), and we take ν as the Lebesgue measure in this chart.
The heat kernel e△,ν is denoted by e.

In these local coordinates, we have [A]ν(0, x) = ρ0(x)
(2π)n

∫
Rn e

−ix.pa(0, p) dp, i.e., the Schwartz

kernel of the pseudo-differential operator A = Op(a) is a tempered distribution which is the
Fourier transform (as an operator from S ′(Rn) to S ′(Rn)) with respect to p of the symbol a
which is a tempered distribution, and thus

G(t, 0) =
1

(2π)n

∫

Rn×Rn

e−ix.pa(0, p)ρ0(x) e(t, x, 0) dx dp.

Making successively the change of variables x = δ√t(y), of determinant tQ
M/2, using that δ√t(y).p =

y.δ√t(p) and then making the change of variables p 7→ δ1/
√
t(p), we infer that

G(t, 0) =
1

(2π)ntQM/2

∫

Rn×Rn

e−iy.pa
(
0, δ1/

√
t(p)

)
ρ0(δ√t(y))t

QM/2 e
(
t, δ√t(y), 0

)
dy dp.

Assuming that a is homogeneous of degree 0 with respect to p, using the sR weights at q (see
Appendix A.3), we have

a
(
q, δ1/

√
t(p)

)
= a

(
q,
(
t−w1/2p1, . . . , t

−wn/2pn
))

= a
(
0,
(
t(wn−w1)/2p1, . . . , pn

))
. (28)

Similar arguments are developed for all other homogeneous components of the symbol a, but
actually to compute the main term of the asymptotics only the above 0-homogeneous case will be
of interest. Anyway, given any symbol of order 0, the exponential estimates (88) and (89) of the

heat kernel and of its derivatives (see Appendix A.8.3) imply that the function tQ
M/2 e

(
t, δ√t(y), 0

)

and all its derivatives satisfy the domination property, and the Lebesgue dominated convergence

theorem implies that tQ
M/2G(t, q) is a smooth function of

√
t and q, which gives (25). To compute

the equivalent as t → 0+, we start by noting that, by Theorem C.1 in Appendix C,

G(t, q) ∼ 1

(2π)ntQM/2

∫

Rn×Rn

e−iy.pa
(
q, δ1/

√
t(p)

)
êq(1, y, 0) dy dp =

∫
Rn a

(
q, δ1/

√
t(p)

)
K(q, p) dp

(2π)ntQM/2

as t → 0+, where K(q, ·), defined by (24), is the Fourier transform taken at p of y 7→ êq(1, y, 0).
Since the latter function belongs to the Schwartz class S (Rn) (this follows, again, from the expo-
nential estimates, as discussed above), it follows that K(q, ·) ∈ S (Rn). Without loss of generality,
we assume that a is the principal symbol of A (thus, is homogeneous of degree 0). Indeed, we
have A = Op(a) + C where C is a compact operator and thus Tr(Cet△) → 0 as t → 0+ (as in
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the proof of Lemma 2.1). Since a is homogeneous of degree 0 with respect to p, letting t tend to
0 in (28), all terms t(wj−w1)/2 such that wj > w1 vanish. Since wnr−1+1 = · · · = wn(= r), we get

a
(
q, δ1/

√
t(p)

)
= a(q, (0, . . . , 0, pnr−1+1, . . . , pn)) + O(

√
t) as t→ 0+, and thus

G(t, q) ∼ 1

(2π)ntQM/2

∫

Rn

a(q, (0, . . . , 0, pnr−1+1, . . . , pn))K(0, p) dp.

By uniformity with respect to q (see Theorem C.1 in Appendix C) and by dominated convergence,
we obtain (26). It follows that the microlocal Weyl measure W△ exists and is the image under
πSΣr−1 of the measure K dΩ. In particular, we have supp(W△) ⊂ SΣr−1.

Let us prove that we have exactly supp(W△) = SΣr−1. Of course, the projection of supp(W△)
onto M is supp(w△) = M . Hence, it suffices to prove that, for q ∈ M fixed, the support of the
density (27) as a function of u is equal to the whole space Rn−nr−1 . To prove this fact, it suffices
to prove that this density is a nonnegative analytic function of u: indeed, then, either it is zero
everywhere (which is not the case) or it is positive, which gives the result. The fact that the density
(27) is analytic in u is because K(q, ·) is analytic (and this, even if the manifold M is not analytic,
since the argument is applied in Rn−nr−1), as the Fourier transform of a sR heat kernel taken at
time 1, which is exponentially decreasing at infinity. Moreover, it is a real-valued even function,
because the kernel is so.

The fact that the density (27) is a nonnegative function of u follows from the fact that it can

be written as the square of a function. Indeed, in the equiregular case M̂ q is a Carnot group,
isometric to Rn, with the identity of the group given by 0 ∈ Rn, the inverse of an element x
being given by −x, and the Haar measure being identified with the Lebesgue measure m on
Rn. The (symmetric positive) heat kernel has then the property êq(1, x, y) = êq(1, x − y, 0) and
we can write êq(1, y, 0) =

∫
Rn ê

q(1/2, y, z)êq(1/2, z, 0) dz =
∫
Rn ê

q(1/2, y − z, 0) êq(1/2, z, 0) dz =(
êq(1/2, ·, 0) ⋆ êq(1/2, ·, 0)

)
(y), with the usual convolution on a Lie group. The claim follows.

Finally, let us check that K is the Kohn-Nirenberg symbol of the smoothing operator e△̂
q

.

The Schwartz kernel of e△̂
q

satisfies [e△̂
q

](x, y) = êq(1, x, y) = êq(1, x − y, 0). Using that the
Kohn-Nirenberg symbol of an operator A on Rn of Schwartz kernel [A] is given by a(x, ξ) =
e−ix.ξ

∫
Rn [A](x, y)e

iy.ξ dy, the conclusion follows.

Part II

Singular case

In this part, we assume that the sR structure (M,D, g) is singular, i.e., not equiregular. In contrast
to Part I, the integer-valued functions q 7→ QM (q) and q 7→ r(q), which are upper semi-continuous,
now have discontinuities. The singular set is the closed subset of M consisting of all possible
singular points (see Appendix A.3), i.e., the set where the sR flag is not regular, or, equivalently,

S = {q ∈M | QM (q) > inf
q′∈M

QM (q′)} = {q ∈M | QM (q) > QM\S }.

The latter equality is because QM (q) = QM\S for every q ∈M \S , where QM\S is the Hausdorff
dimension of the open regular region M \ S .

In Section 6, we first explain that, because of such discontinuities, the easy argument of dom-
inated convergence used in the equiregular case is bound to fail in general singular cases. We
introduce the geometric context that will be used in the subsequent sections. We explain the
“(J + K)-decomposition”, which is instrumental in computing the local Weyl law in the singu-
lar case, by adequately splitting the integrals to be estimated. This preliminary analysis leads
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us to introduce the nilpotentizability property: we say that the horizontal distribution D is S -
nilpotentizable if D is locally diffeomorphic to its nilpotentization at any point of S . We also
define the concept of double (and more generally, multiple) nilpotentization procedure.

Then, in the subsequent sections, under the assumption that the singular set S is Whitney
stratified by equisingular smooth submanifolds of M , we establish the local Weyl law:

• In Section 7, when S has a single stratum (i.e., S is itself an equisingular smooth subman-
ifold of M) and the horizontal distribution D is S -nilpotentizable. We give more precise
results in the Baouendi-Grushin and Martinet cases, as well as consequences in terms of
Quantum Ergodicity properties.

• In Section 8, when S has multiple strata and D is S -nilpotentizable.

• In Section 9, when D is not S -nilpotentizable: we first provide a general result in the real
analytic case and then give several examples for non-analytic sR structures.

6 Preliminaries

Our objective is to compute the small-time asymptotics of the local Weyl law, i.e., given any
smooth real-valued function f on M , estimate

I(t) =

∫

M

f(q) e(t, q, q) dµ(q) (29)

as t → 0+. Using a partition of unity, this can be done locally. In the neighborhood of a point
q0 ∈M \S (regular point), we have seen in Theorem 4.1 that the argument is very easy: we use the

fact that tQ
M (q)/2e(t, q, q) → êq(1, 0, 0) as t → 0+, uniformly with respect to q in a neighborhood

of q0 where all points q are regular. Hence, if f is supported far from S then Theorem 4.1 can be

applied and in particular the asymptotics of I(t) is in 1/tQ
M(q)/2 as t → 0+. Difficulties appear

when one wants to compute the asymptotics near a singular point q0 ∈ S .

6.1 On the domination property

In the above argument, what is instrumental is to apply the dominated convergence theorem to the

family of functions ht(q) = tQ
M (q)/2e(t, q, q), indexed by t > 0, provided this family is dominated

by an integrable function of q: this domination property is satisfied on every compact subset of
the open regular region M \ S , but may fail near S .

Anyway, in case the domination property is satisfied near S , i.e., if the function (t, q) 7→
tQ

M\S

e(t, q, q) is bounded above, uniformly on (0, 1]× (M \ S ), by a locally integrable function,
then the conclusion of Theorem 4.1 remains valid. Let us comment on this domination property.

First, it implies that the function q′ 7→ êq
′
(1, 0, 0) is locally integrable at q (see Section 2.4).

Second, by the exponential estimates (90) for the heat kernel (see Appendix A.8.3), given any
compact subset K ofM , there exists C1, C2 > 0 such that µ(BsR(q,

√
t)) e(t, q, q) is bounded above

by C2 and below by C1, uniformly with respect to q ∈ K and to t ∈ (0, 1]. Since µ(BsR(q,
√
t)) ∼

tQ
M (q)/2µ̂q(B̂q

sR(0, 1)) as t → 0+ (see (79) in Appendix A.5.6), using (83) and (84) in Appendix

A.6, µ(BsR(q,
√
t))/µ̂q

(
B̂q

sR(0, 1)
)
tQ

M (q)/2 is bounded above by C2 and below by C1, uniformly
with respect to q ∈ K and to t ∈ (0, 1], and thus

C1

µ̂q
(
B̂q

sR(0, 1)
) 6 tQ

M (q)/2e(t, q, q) 6
C2

µ̂q
(
B̂q

sR(0, 1)
) ∀q ∈ K ∀t ∈ (0, 1].

We can replace µ̂q
(
B̂q

sR(0, 1)
)
by w

q
µ(X) (defined in Appendix A.6) in the above inequality.
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As noted in Appendix A.6, the functions q 7→ µ̂q
(
B̂q

sR(0, 1)
)
and q 7→ w

q
µ(X) are positive on

M , smooth near regular points, but discontinuous at singular points (both of them converge to 0
when evaluated along a sequence of regular points converging to a singular point).

We conclude that the domination property for the family of functions ht is satisfied if and only
if the function q 7→ 1/µ̂q

(
B̂q

sR(0, 1)
)
(equivalently, the function q 7→ 1/vqµ(X)) is locally integrable.

Such a property fails in general at singular points (see [40, 41]). For instance, it fails in the
Baouendi-Grushin and Martinet cases (see Sections 7.5 and 7.6). To obtain the Weyl law, then, we
will use an adequate decomposition of the integrals (which we call the “(J +K)-decomposition”).

6.2 Geometric context

Recall that S is the set of all singular points of the sR flag of D. The region M \ S is the
regular region, and QM (q) = QM (M \S ) = QM\S for every q ∈M \S (recall that QM\S is the
Hausdorff dimension of M at such a regular point q).

Equisingularity. We assume that S is an equisingular (see Appendix A.3) smooth submanifold
of M , of topological dimension k ∈ {0, . . . , n− 1}: this means that all integers ni(q) = dimDi

q and

nS
i (q) = dim

(
Di

q ∩ TqS
)
remain constant as q ∈ S . In particular, we have

QM (q) = Cst = QM (S ) and QS (q) = Cst = QS ∀q ∈ S

where QM (q) is defined by (74) and QS (q) is defined by (76) in Appendix A.3. Note that
QM (S ) > max(QS ,QM\S ) and that QS is the Hausdorff dimension of S .

Three dimensions are attached to S : its topological dimension k, its Hausdorff dimension QS ,
and the integer QM (S ). Although the three of them are useful in the forthcoming analysis, only
the Hausdorff dimension QS will play a role in the small-time asymptotics local Weyl law (see
Theorem 7.1 in Section 7 where D is moreover assumed to be S -nilpotentizable), with different
cases depending on whether QS is lower or greater than the Hausdorff dimension QM\S of the
regular region M \ S .

We will treat in Section 8 the more general case where S is stratified by equisingular smooth
submanifolds Si (of topological dimension ki and of Hausdorff dimension QSi). Within this more
general framework, for the moment we assume that S = S1.

Privileged coordinates straightening S . Since S is equisingular, according to Appendix
A.5.2, at each point q ∈ S , we take local privileged coordinates x = (x1, . . . , xn), depending
smoothly on q ∈ S , in which S = {xk+1 = · · · = xn = 0}. If S is a single point then

k = 0 and QS = 0. Recall that QS =
∑k

j=1 w
S
i (D) is the Hausdorff dimension of S and that

QM (S ) =
∑n

j=1 w
S
i (D), where the sR weights along S are labeled according to the coordinates

x (see Appendix A.5.2). Note that 0 6 QS 6 QM (S )− 1.

Transverse dilations and normal bundle. The “topological” normal bundle is the vector
bundle NS over S whose fibers NqS are defined by NqS = TqM/TqS for every q ∈ S . We
denote by πS : NS → S the canonical projection. Using privileged coordinates straightening S ,
the normal bundle NS is identified, in a non-canonical way, to S ×Rn−k with coordinates (q, x′)
for q ∈ S and x′ = (xk+1, . . . , xn) ∈ Rn−k; the fiber NqS is identified with Rn−k endowed with
the dilations along these coordinates (see Appendix A.5.3). Hence, NS ≃ S × Rn−k is endowed
with the family of (so-called) transverse dilations δS

ε (q, x′) = δqε(0, x
′) = (q, δε(x

′)).
Following the nilpotentization procedure (see Appendix A.5.6), considering the smooth measure

µ on M , we define on NS the smooth measure µ̂S , homogeneous of degree QM (S ) −QS with
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respect to transverse dilations, by

µ̂S = lim
ε→0
ε 6=0

µS
ε where µS

ε = |ε|−QM (S )+QS (
δS
ε

)∗
µ (30)

with convergence in the vague topology. It is called the transverse nilpotentization of µ. Locally
near S , the manifold M is identified with NS ≃ S × Rn−k and

µ̂S = µS ⊗ dx′ (31)

where µS is a smooth measure on S and dx′ is the Lebesgue measure on Rn−k.
Finally, denoting by Bn−k the unit Euclidean ball and by Sn−k−1 = ∂Bn−k the unit Euclidean

sphere in Rn−k, we define transverse polar coordinates (q, τ, σ) in S × [0,+∞)×Sn−k−1 on NS .
The set S × Sn−k−1 is endowed with the smooth measure (ιW µ̂S )|S×Sn−k−1 , the restriction

to S × Sn−k−1 of the contraction of µ̂S with the infinitesimal transverse dilation vector W =
d
dε

∣∣
ε=1

δS
ε . In local coordinates, we have

(ιW µ̂S )|S×Sn−k−1 = µS ⊗ dσ with dσ =

n∑

i=k+1

(−1)i−k−1ord(xi) dxk+1 · · · dxi−1 dxi+1 · · · dxn.

Given any continuous function g on M , compactly supported near S , denoting y = (q, σ) ∈
S × Sn−k−1, we have

∫

M

g dµ̂S =

∫ +∞

0

τQ
M (S )−QS −1

∫

S×Sn−k−1

g
(
δS

τ (y)
)
d(ιW µ̂S )(y) dτ

=

∫ +∞

0

τQ
M (S )−QS −1

∫

S

∫

Sn−k−1

g(δqτ (σ)) dσ dµS (q) dτ

(32)

where, with a slight abuse of notation, we write δqτ (σ) instead of δqτ (0, σ). Recall that the d in the
integrals is not the exterior derivative but a notation meaning that the integral is performed with
such or such measure.

Remark 6.1. The formula (32) remains valid if the unit Euclidean sphere Sn−k1−1 is replaced
by any piecewise smooth sphere transverse to the fibers (possibly, depending smoothly on τ).
Piecewise smoothness is required to perform integrations. SR spheres cannot be used in general
because they may fail to be stratifiable (see [16]).

6.3 (J +K)-decomposition

Let us assume that S is an equisingular smooth submanifold of M . The (J +K)-decomposition
consists of splitting the integral I(t) defined by (29) as the sum of two integrals:

I(t) = J(t) +K(t)

with

J(t) =

∫

B(S ,
√
t)

f(q′) e(t, q′, q′) dµ(q′) and K(t) =

∫

M\B(S ,
√
t)

f(q′) e(t, q′, q′) dµ(q′) (33)

where, with a slight abuse of notation, B(S , ε) = δS
ε (S ×Bn−k) is an ε-tubular neighborhood of S

in M . Actually,
√
t is exactly the right scale to use homogeneity properties and nilpotentizations.

As we are going to see, estimating J(t) does not raise any difficulty and can be done without
any specific assumption. The dominating term in J(t) is related to the nilpotentization of the
kernel along S . In contrast, computations for K(t) are much more difficult. We are going to
perform a kind of blow-up along S using dilations. This will lead us to the necessity to consider
iterated nilpotentizations, which complicate significantly the picture.
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6.3.1 Estimating J(t)

Making the change of variable q′ = δS√
t
(y) and using that

(
δS√

t

)∗
µ = (

√
t)Q

M (S )−QS

µS√
t
(see (30)),

we have

J(t) =
1

tQS /2

∫

S×Bn−k

f
(
δS√

t
(y)
)
(
√
t)Q

M (S ) e
(
t, δS√

t
(y), δS√

t
(y)
)
dµS√

t
(y)

and it follows from Theorem C.1 in Appendix C that

J(t) =
FJ(

√
t)

tQS /2
∀t > 0 (34)

for some FJ ∈ C∞(R) such that

FJ (0) =

∫

S×Bn−k

f ◦ πS (y) êS (1, y, y) dµ̂S (y) =

∫

S

f(q)

∫

Bn−k

êq(1, (0, x), (0, x)) dx dµS (q)

where êS is the mapping on S which to any q ∈ S assigns the nilpotentized heat kernel êq

generated by the nilpotentized sR Laplacian △̂q. We have concentration on S in this integral,
which depends on f restricted to S . Note that (34) is completely general and does not require
any specific assumption.

Remark 6.2. When f = 1 near S , there is no odd power of
√
t in (34), i.e., FJ(

√
t) can be

replaced with FJ (t). Indeed, using the homogeneity property (94) of Theorem C.1 (in Appendix
C) with ε = −1, we find that aqi (x, x) = f q

i (1, x, x) satisfies a
q
i (x, x) = (−1)iaqi (δ−1(x), δ−1(x)). As

noted in Theorem C.1, this property implies that aqi (0, 0) = 0 for i odd and thus the expansion
(95) does not involve odd powers of

√
t. But, actually, we can say more: for i odd, aqi is odd with

respect to all variables xj whose nonholonomic order ordq(xj) is odd. Hence, when integrating on
S × Bn−k, all terms in (

√
t)2j+1, for j ∈ N, are vanishing.

This remark remains true if f
(
δS
−1(y)

)
= f(y) for every y ∈ δS

ε (S ×Bn−k) for some ε > 0, i.e.,
if f is even with respect to S , near S , in the local chart (but this evenness property depends a
priori on the choice of the privileged coordinates).

Note that, when e = êq and µ = µ̂q for some q ∈M , we have (
√
t)Q

M (S ) e
(
t, δS√

t
(y), δS√

t
(y)
)
=

e(1, y, y) = êS (1, y, y) and then FJ (t) = FJ (0) + O(t∞).

6.3.2 Estimating K(t)

Since e△,µ(t, q, q) dµ(q) = e△,µ̂S (t, q, q) dµ̂S (q), hereafter we consider the kernel (still denoted by
e to keep readability) associated with the measure µ̂S given by (31). By (32), we have

K(t) =

∫ +∞

√
t

τQ
M (S )−QS −1

∫

S

∫

Sn−k−1

f (δqτ (σ)) e (t, δ
q
τ (σ), δ

q
τ (σ)) dσ dµS (q) dτ.

Obtaining the small-time asymptotics for K(t) is much more difficult than for J(t).
Having in mind the procedure of nilpotentization at q ∈ S , (91) in Appendix C gives

e (t, δqτ (σ), δ
q
τ (σ)) = τ−QM (S )eqτ

(
t

τ2
, σ, σ

)
+O(|τ |∞) (35)

as τ → 0, becauseQM (q) = QM (S ). In what follows, we will never write the infinite-order remain-
der term O(|τ |∞), because it will have no impact on the small-time asymptotics of K(t). Recall
that eqτ is the heat kernel generated by the sR Laplacian △q

τ where, denoting D = Span(X) with
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X = (X1, . . . , Xm), the sR Laplacian △q
τ corresponds to the m-tuple Xq

τ = ((X1)
q
τ , . . . , (Xm)qτ ),

and Xq
τ = τ(δqτ )

∗X → X̂q as τ → 0, with X̂q = (X̂q
1 , . . . , X̂

q
m) (see Appendix A.5.3). We obtain

K(t) =

∫ +∞

√
t

τ−QS −1

∫

S

∫

Sn−k−1

f (δqτ (σ)) e
q
τ

(
t

τ2
, σ, σ

)
dσ dµS (q) dτ (36)

and since S is equisingular, by Theorem C.1, eqτ depends smoothly on τ and on q ∈ S in C∞

topology, with eq0 = êq (nilpotentization at q of the heat kernel).
Considering (35) and using (91) again, but this time, at some point σ, we have (still neglecting

the remainder terms)

e (t, δqτ (σ), δ
q
τ (σ)) = τ−QM (S )eqτ

(
t

τ2
, σ, σ

)
=
τQ

R
n
(σ)−QM (S )

(
√
t)QRn (σ)

eq,σ
τ,
√
t/τ

(1, 0, 0) (37)

where, given arbitrary (fixed) τ 6= 0 and q ∈ S , for every ε ∈ R and every σ ∈ Sn−k−1 (depending
on (τ, q)), eq,στ,ε = (eqτ )

σ
ε is the heat kernel generated by the sR Laplacian △q,σ

τ,ε = (△q
τ )

σ
ε correspond-

ing to the m-tuple Xq,σ
τ,ε = (Xq

τ )
σ
ε = ε(δσε )

∗Xq
τ . We thus deal here with a double nilpotentization

procedure as the parameters τ and ε converge to 0: the parameter τ stands for the first nilpoten-
tization (of D at q ∈ S ), and the parameter ε stands for the second nilpotentization (of Dq

τ at
σ ∈ Sn−k−1).

We infer from (36) and (37) that

K(t) =

∫ +∞

√
t

∫

S

∫

Sn−k−1

τQ
R
n
(σ)−QS −1

tQRn (σ)/2
f (δqτ (σ)) e

q,σ

τ,
√
t/τ

(1, 0, 0) dσ dµS (q) dτ. (38)

Several remarks are in order.

Remark 6.3. Assuming that S is an equisingular smooth submanifold, we haveQR
n

(σ) = QM\S

in (38) (because σ is outside of S ) and then tQ
M\S /2K(t) is the integral of a function of (q, σ, τ, ε =√

t/τ), which is smooth with respect to q ∈ S and σ ∈ M \ S because S is equisingular (by
Theorem C.1, but not necessarily smooth with respect to (τ, ε): indeed, the limit of eq,στ,ε (1, 0, 0) as
(τ, ε) → (0, 0) is not necessarily well defined! This first remark motivates the next Section 6.4, in
which we are going to prove that, under the so-called S -nilpotentizability assumption, the double
limit exists, eq,στ,ε (1, 0, 0) depends smoothly on (τ, ε, q, σ) and is equal to the double nilpotentization
of the heat kernel at (τ, ε) = (0, 0). Under these two assumptions, in Section 7, we will then infer
the local Weyl law.

Remark 6.4. Assuming that S is an equisingular smooth submanifold, but that the nilpotentiz-
ability assumption is not satisfied, eq,στ,ε (1, 0, 0) may blow up as (τ, ε) → (0, 0), and then, computing
its asymptotics is required to estimate that of K(t). This issue will be investigated in Section 9.

At this step, we can however make the following remark. Since we always have 1 = O(eq1,στ1,ε (1, 0))
for (τ1, ε) ∈ [−1, 1]2, we claim that, when f is a positive continuous function, we have J(t) =
O(K(t)) as t→ 0+. More precisely, as t→ 0+:

• if QM\S > QS then
1

tQM\S /2
= O(K(t)) and J(t) ∼ Cst

tQS /2
= o(K(t));

• if QM\S = QS then
| ln t|

tQM\S /2
= O(K(t)) and J(t) ∼ Cst

tQS /2
= o(K(t));

• if QM\S < QS then
1

tQS /2
= O(K(t)) and J(t) ∼ Cst

tQS /2
= O(K(t)).

Indeed, since QR
n

(σ) > QM\S , we have
(

τ√
t

)QR
n
(σ)

>
(

τ√
t

)QM\S

because τ√
t
> 1 in the integral

(38) , and the result follows, using that 1 = O
(
eq1,σ
τ1,

√
t/τ1

(1, 0, 0)
)
. This implies that the dominating
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term in the small-time asymptotics of I(t) is of the order of that of K(t) (but J(t) may contribute
to the main term when QM\S < QS ).

Remark 6.5. When S is stratified by equisingular smooth submanifolds,QR
n

(σ) may take various
values, depending on whether σ belongs toM \S or to some stratum of S . Then, the integralK(t)
has to be split according to this stratification and this will lead us, in Section 8, in order to establish
the local Weyl law in the equisingular stratified case, to apply iteratively the (J +K)-procedure.

6.4 Nilpotentizability and double nilpotentization

Given any q ∈ M and any τ ∈ R \ {0}, the horizontal distribution Dq
τ = (δqτ )

∗D = Span(Xq
τ )

(where Xq
τ = τ(δqτ )

∗X and X = (X1, . . . , Xm)) is diffeomorphic to D but this diffeomorphism may
fail to be uniform when τ → 0. In other words, all Dq

τ , τ > 0, are diffeomorphic, but may fail to

be diffeomorphic to D̂q.

Example 6.1. For instance, consider a two-dimensional manifold M , locally identified to R2 near
q = (0, 0), endowed with the horizontal distribution D = Span(X) with X = (X1, X2) given by
X1 = ∂1 and X2 = (x21 + x22) ∂2. This is an almost-Riemannian case, of singular set S = {q}. In
M \ S , it is Riemannian and the sR weights are w

M\S

1 (D) = w
M\S

2 (D) = 1, while wq
1(D) = 1

and wq
2(D) = 3. We have (X1)

q
τ = ∂1 and (X2)

q
τ = (x21 + τ4x22) ∂2 and thus the singular set

of Dq
τ = Span(Xq

τ ) is S q
τ = {(0, 0)} for every τ > 0. However, the nilpotentized distribution

is D̂q = Span(X̂q) with X̂q = (X̂q
1 , X̂

q
2 ) given by X̂q

1 = ∂1 and X̂q
2 = x21 ∂2, with singular set

Ŝ q = {x1 = 0}. Hence, on this example, D = Span(X) and D̂q = Span(X̂q) are not diffeomorphic.

6.4.1 Nilpotentizability

The above-mentioned loss of uniformity motivates the following definition.

Definition 6.1. Let N be a smooth submanifold of M .
The horizontal distribution D = Span(X1, . . . , Xm) is said to be N -nilpotentizable if D is

locally diffeomorphic to D̂q at every point q ∈ N , smoothly with respect to q ∈ N , in the fol-
lowing sense: for every q ∈ N , there exist a neighborhood U of q in M , a neighborhood V
of 0 in Rn, and a diffeomorphism φq : U → V , with φq(q) = 0, such that φq∗D = D̂q, i.e.,

dφq((φq)−1(x)).D((φq)−1(x)) = D̂q(x) for every x ∈ V , and such that φq depends smoothly on
q ∈ N in C∞ topology.

This also means that there exist smooth functions aqij on V , smoothly depending on q ∈ N ,

such that dφq((φq)−1(x)).Xj((φ
q)−1(x)) =

∑m
i=1 a

q
ij(x)X̂

q
i (x) for every x ∈ V and for every j ∈

{1, . . . ,m}, and the m-by-m matrix Aq(x) = (aqij(x))16i,j6m is invertible at x = 0. In terms of

the m-tuples X = (X1, . . . , Xm) and X̂q = (X̂q
1 , . . . , X̂

q
m) viewed as n-by-m matrices, the latter

equality is written as φq∗X = X̂qAq.
When N = ∪s

k=1Nk is a Whitney stratified submanifold of M , where the strata Nk are smooth
submanifolds of M , we say that D is N -nilpotentizable if D is Nk-nilpotentizable for every k ∈
{1, . . . , s}.

We have written the above definition for a general submanifold N , but in this article the
nilpotentizability concept is always used with N = S (singular set of D), except in the following
remark.

Remark 6.6. Assume that S = ∪s
k=1Sk is a Whitney stratified submanifold of M , where the

strata Sk are equisingular smooth submanifolds of M . We thus have M = ∪s
k=1Sk

⋃
(M \ S ),
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i.e., M is Whitney stratified by equisingular smooth submanifolds (the stratum M \S is the open
regular region).

Let us make the following important observation: in Definition 6.1, S -nilpotentizability means
that D is Sk-nilpotentizable for every k ∈ {1, . . . , s}. We do not assume that D is (M \ S )-
nilpotentizable, i.e., we do not assume that D is locally diffeomorphic to its nilpotentization in
the regular region. Despite the fact that D may fail to be locally diffeomorphic to D̂q at every
q ∈ M \ S , it is however true that the sR weights of D at q (defined in Appendix A.3) coincide

with the sR weights of D̂q at 0 (on this concern, see also Remark 6.8) further.
It is anyway interesting to note that, if D is not only S -nilpotentizable but also (M \ S )-

nilpotentizable, then automatically S must be Whitney stratifiable by equisingular smooth strata
(because D̂q is so).

The uniformity property mentioned at the beginning of Section 6.4 is recovered under the
nilpotentizability assumption (it fails in Example 6.1 because D is not S -nilpotentizable). Indeed,

when D is S -nilpotentizable, we have D = (φq)∗D̂q. Following Appendix A.5.7, we set φqτ =

δ1/τ ◦ φq ◦ δqτ for every τ ∈ R \ {0} and φq0 = φ̂q
q
= limτ→0 φ

q
τ , for every q ∈ Nk. Here, φ

q
0 = φ̂q

q
is

the nilpotentization of the diffeomorphism φq at the point q. Then the family of diffeomorphisms
φqτ depends smoothly on q ∈ Sk and continuously on τ ∈ R. Moreover, using the homogeneity

property D̂q = δ∗1/τ D̂
q, we have Dq

τ = (φqτ )
∗D̂q for all q ∈ Sk and τ ∈ R. In other words, if

D is S -nilpotentizable then all Dq
τ are diffeomorphic to D̂q, and these diffeomorphisms depend

smoothly on q ∈ Sk and continuously on τ in C∞ topology.

Comments on the concept of nilpotentizability. The nilpotentizability assumption has been
much used with N =M in the context of motion planning (see [52, Sections 3.1 and 3.2]), although
nilpotentizability usually means being diffeomorphic to a nilpotent distribution only. Here, our
definition is stronger since we require that D ∼ D̂q at any q ∈M (hence, a nilpotent distribution
may fail to be nilpotentizable!): it coincides with the notion of being “strongly nilpotent” considered
in [69, 70]. Its validity is related to the theory of normal forms of distributions (see [90]). When
n 6 4, since there are no moduli in their normal forms, all equiregular horizontal distributions are
nilpotentizable (see [2, 45]). By the Darboux theorem, every horizontal distribution of rank m =
n− 1, which is regular at q ∈M , is nilpotentizable near q (see [45, 46]). In the Baouendi-Grushin
case without tangency point and in the nonsingular Martinet case, the horizontal distribution is S -
nilpotentizable. The nilpotentizability assumption allows however to have moduli in the horizontal
distributions. Given any two integers 2 6 m < n and any q ∈ M , there exists a horizontal
distribution of m vector fields (singular at q) that is not nilpotentizable near q (see [45]). The
nilpotentizability assumption is not generic when n is large enough (see [52, 69, 70]).

6.4.2 Double nilpotentization

Throughout this section, we assume that the singular set S (and thus M) is Whitney stratified
by equisingular smooth submanifolds and that D is S -nilpotentizable.

Let S1 and S2 be two equisingular strata of M such that dimS1 < dimS2 and S1 ⊂ S2. In
the case where S is an equisingular smooth submanifold of M (as in Section 7), we have S1 = S

and S2 =M \ S .
In this section, we explain how to perform a double nilpotentization: the first at some point

q1 ∈ S1 and the second (in a sense to made precise) at some point of S2 nearby q1.

Let ψq1 be a chart of privileged coordinates at q1 ∈ M (see Appendix A.5.2) defined as the

composition of a chart of privileged coordinates at 0 ∈ M̂ q1 ≃ Rn with the local diffeomorphism
φq1 given by Definition 6.1 that maps D to D̂q1 .
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Recalling that X = (X1, . . . , Xm) and that δq1τ1 = (ψq1 )−1 ◦ δτ1 , in the chart ψq1 we identify

Xq1
τ1 = τ1(δ

q1
τ1 )

∗X with X and with its nilpotentization X̂q1 at q1, for any τ1 ∈ [−1, 1] (actually, if
we do not perform this identification, we have a diffeomorphism depending smoothly on τ1 ∈ [−1, 1]

and on q1 ∈ S1), with the agreement that Xq1
0 = X̂q1 for τ1 = 0.

Hence, the horizontal distribution Dq1
τ1 = (δq1τ1 )

∗D = Span(Xq1
τ1 ) is identified with D = Span(X)

and with D̂q1 = Span(X̂q1). The singular set S q1
τ1 = (δq1τ1 )

−1(S ) of Dq1
τ1 is identified with the

singular set S of D and with the singular set Ŝ q1 of D̂q1 , and similarly for the strata: (Sj)
q1
τ1 ≃

Si ≃ Ŝj

q1
, for j = 1, 2.

Now, let q2 ∈ S2 belong to the chart ψq1 , and let us nilpotentize Xq1
τ1 ≃ X at q2, for any

τ1 ∈ [−1, 1]. To perform this second nilpotentization, we use another chart ψq2 of privileged
coordinates y = ψq2(x) at q2. We set

Xq1,q2
τ1,τ2 = (Xq1

τ1 )
q2
τ2 = τ2

(
δq2τ2
)∗
Xq1

τ1 and Dq1,q2
τ1,τ2 =

(
δq2τ2
)∗
Dq1

τ1 = Span(Xq1,q2
τ1,τ2 )

(where δq2τ2 = (ψq2)−1 ◦ δτ2). Note that the dilation δτ1 in δq1τ1 = (ψq1 )−1 ◦ δτ1 is defined with

the sR weights wS1

i (D) of D along the stratum S1 (see Appendix A.3), while the dilation δτ2
in δq2τ2 = (ψq2)−1 ◦ δτ2 is defined with the sR weights wS2

i (D) of D along S2. Since D is S -

nilpotentizable, we have w
Sj

i (D) = w
Ŝj

q1

i (D̂q1).
Therefore, Xq1,q2

τ1,τ2 has an extension at τ1τ2 = 0 that depends smoothly on (τ1, τ2) ∈ [−1, 1]2,

q1 ∈ S1, q2 ∈ S2 and that Xq1,q2
τ1,τ2 = X̂q1,q2 +O(τ1, τ2) as (τ1, τ2) → (0, 0), where we have set

X̂q1,q2 =
̂̂
Xq1

q2

which is the nilpotentization of X̂q1 at q2: this double nilpotentization is the nilpotentization at q2
of the nilpotentization of X at q1.

Accordingly, we denote by eq1,q2τ1,τ2 the heat kernel generated by the sR Laplacian corresponding

to Xq1,q2
τ1,τ2 . When τ1 = τ2 = 0, ê q1,q2 = ̂̂eq1

q2
is the heat kernel generated by the sR Laplacian

△̂q1,q2 =
̂̂△q1

q2

corresponding to the m-tuple X̂q1,q2 =
̂̂
Xq1

q2

(double nilpotentization).

Lemma 6.1. The heat kernel eq1,q2τ1,τ2(t, y, y
′) is a smooth function of (τ1, τ2) ∈ [−1, 1]2, q1 ∈ S1,

q2 ∈ S2, t ∈ (0,+∞), (y, y′) ∈ Rn ×Rn. This function is even with respect to τ2 when y = y′ = 0,
and eq1,q2τ1,τ2(t, y, y

′) = ê q1,q2(t, y, y′) + O(τ1, τ2) as (τ1, τ2) → (0, 0) in C∞((0,+∞)× Rn × Rn).

Proof. The smoothness of the heat kernel with respect to its arguments comes from Theorem C.1
in Appendix C.

The fact that eq1,q2τ1,τ2(t, 0, 0) is an even function of τ2 follows from (93) and (94) in Theorem
C.1, applied to the kernel eq1τ1 (depending smoothly on τ1 and q1), which give eq1,q2τ1,τ2(t, 0, 0) =

êq1τ1
q2
(t, 0, 0) +

∑
i τ

2i
2 f

q1,q2,τ
2i (t, 0, 0) + O(|τ2|∞) as τ2 → 0.

Remark 6.7. [Multiple nilpotentization] We have defined the double nilpotentization. By induc-
tion, it is straightforward to define the multiple nilpotentization, which will be used in Section
8 in order to investigate the equisingular stratified nilpotentizable case. Taking j > 2 strata of
increasing dimensions such that S1 ⊂ · · · ⊂ Sj and taking points qi ∈ Sj , for i ∈ {1, . . . , j}, all
of them in a sufficiently small neighborhood, the m-tuple of vector fields

Xq1,...,qj
τ1,...,τj = τj

(
δqjτj
)∗
Xq1,...,qj−1

τ1,...,τj−1
= τ1 · · · τj

(
δq1τ1 ◦ · · · ◦ δqjτj

)∗
X (39)

32



has an extension at τ1 · · · τj that depends smoothly on (τ1, . . . , τj) ∈ [−1, 1]j and on (q1, . . . , qj) ∈
S1 × · · · × Sj , and is equal to X̂q1,...,qj at (τ1, . . . , τj) = (0, . . . , 0). Here, the multiple nilpotenti-

zation X̂q1,...,qj is the m-tuple X that is first nilpotentized at q1, then at q2, etc, and finally at qj ;
i.e., it is defined by the induction

X̂q1,...,qi+1 = ̂̂Xq1,...,qi

qi+1

∀i ∈ {1, . . . , j}.

Accordingly, the singular set (S )
q1,...,qj
τ1,...,τj of D

q1,...,qj
τ1,...,τj = Span(X

q1,...,qj
τ1,...,τj ) is diffeomorphic to S .

Lemma 6.1 is straightforwardly generalized as follows: denoting by e
q1,...,qj
τ1,...,τj the heat kernel

generated by the sR Laplacian corresponding to X
q1,...,qj
τ1,...,τj , the function e

q1,...,qj
τ1,...,τj(t, y, y

′) depends
smoothly on (τ1, . . . , τj) ∈ [−1, 1]2, qi ∈ Si for i ∈ {1, . . . , j}, t ∈ (0,+∞) and (y, y′) ∈ Rn × Rn.

Remark 6.8. In Lemma 6.1, the S -nilpotentizability assumption can be slightly weakened to

the following assumption: Ŝj

q1
is a nonempty equisingular submanifold whose sR weights coincide

with the sR weights along Sj, for j = 1, 2.
More generally, if the nilpotentizability or the above more general assumption fails, although

S q1
τ1 is diffeomorphic to S for every τ1 6= 0, for τ1 = 0 the singular set Ŝ q1 of D̂q1 may fail to

be diffeomorphic to S in general (it may even be empty). This situation, studied in Section 9,
is much more challenging because eq1,q2τ1,τ2(t, y, y

′) has no limit as (τ1, τ2) → 0 and its blowing-up
asymptotics must be studied.

7 Local Weyl law in the equisingular nilpotentizable case

Throughout this section, we assume that the singular set S is an equisingular smooth submanifold
of M , of topological dimension k ∈ {0, . . . , n − 1} and of Hausdorff dimension QS , and that the
horizontal distribution D is S -nilpotentizable.

We establish the local Weyl law in Theorem 7.1 and we identify the main terms in an intrinsic
way. This case is already representative of a number of examples (see Section 7.3). The result
that we obtain covers, in particular, the Baouendi-Grushin case without tangency point and the
nonsingular Martinet case, which we treat in more generality in Sections 7.5 and 7.6. In Section
7.7, we also derive Quantum Ergodicity properties.

7.1 Hadamard finite part

In order to identify terms in the local Weyl law in an intrinsic way in particular in the case where
QS = QM\S , we use the concept of Hadamard finite part.

The Hadamard finite part can be defined in several ways, depending on the class of singular
integrals under consideration. Here, we use the following definition. Let g be a function of class

C1 on R. Let β be the Borel measure on R \ {0} defined by dβ
ds = g(s)

|s| . Given any C1 function f of

compact support on R, the integral
∫
R
f dβ is singular at 0. Its Hadamard finite part (in french,

“partie finie”, which explains the usual short notation p.f.) is defined by

p.f.

∫

R\{0}
f dβ = lim

ε→0+

(∫

|s|>ε

f(s)
g(s)

|s| ds− C ln
1

ε

)

where C is the unique real number for which this limit exists, namely, C = 2f(0)g(0). Note that,

since the function s 7→ f(s)g(s)−f(0)g(0)
|s| has a continuous extension at 0, we have

p.f.

∫

R\{0}
f dβ = 2f(0)g(0) ln(a) +

∫ a

−a

f(s)g(s)− f(0)g(0)

|s| ds
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for every a > 0 such that supp(f) ⊂ [−a, a]. The quantity at the right-hand side does not depend
on a.

In view of generalizing the definition to manifolds, it is useful to make the following remark. The
set R is endowed with the family of dilations δε(s) = εs, for ε > 0. Defining β0 = limε→0+ δ

∗
εβ, we

have dβ0

ds = g(0) ds|s| and β
0 is homogeneous of degree 0. Denoting by S(R) the quotient of R under

positive dilations and by W = s ∂s the infinitesimal dilation vector, we have 2g(0) = (ιWβ0)|S(R)

and the above unique constant C such that the limit exists is C =
∫
S(R)

f(0) (ιWβ0)|S(R)(dx).

Let us now define the Hadamard finite part in an intrinsic way on the sR manifold (M,D, g). Let
β be a smooth measure onM\S , blowing up near S , assumed to have a transverse nilpotentization

β̂S = limτ→0(δ
S
τ )∗β that is homogeneous of degree 0. An example is the Popp measure in the

nilpotentizable case where QS = QM\S : it has a smooth density with respect to µ in M \ S ,
which blows up near S . Like in Section 6.2, S ×Sn−k−1 is then endowed with the smooth measure
(ιW β̂S )|S×Sn−k−1 . Note that β̂S = dτ

τ ⊗ (ιW β̂S )|S×Sn−k−1 : indeed, both sides of the equality
are homogeneous of degree 0 and coincide on τ = 1.

Given any C1 function f of compact support on M , the integral
∫
M f dβ is singular along S .

We define its Hadamard finite part by

p.f.

∫

M\S

f dβ = lim
ε→0+

(∫

M\B(S ,ε)

f dβ − C ln
1

ε

)

where C =
∫

S×Sn−k−1 f ◦ πS (y) d(ιW β̂S )(y) is the unique real number for which the limit exists.
The Hadamard finite part is intrinsic: it depends only on the sR structure and on β.

Given any q ∈ S , recalling that, near q, µ = µS ⊗ dx where µS is a smooth measure on S

and dx is the Lebesgue measure on NqS ≃ Rn−k, we define the “transverse trace”

TrNqS (e△̂
q

) =

∫

NqS

êq(1, (0, x), (0, x)) dx

of the nilpotentized heat semi-group. The mesure on S of density TrNqS (e△̂
q

) which respect to

µS does not depend on the smooth measure µ. We will see that TrNqS (e△̂
q

) < +∞ if and only

if QM (q) > QM\S . When QM (q) = QM\S , the integral diverges in a logarithmic way at infinity
and we define its Hadamard finite part by

p.f. TrNqS (e△̂
q

) = lim
ε→0+

(∫

Bn−k(0,1/ε)

êq(1, (0, x), (0, x)) dx − C ln
1

ε

)

where C is the unique real number for which the limit exists.

Finally, as a prelude to Theorem 7.1 hereafter, we start by noting that, by Theorem 4.1 in the
equiregular case, given any f ∈ C∞

c (M \S ) (the set of smooth functions compactly supported on
M \ S ), we have the expansion

Tr(Mf e
t△) =

∫

M

f(q) e(t, q, q) dµ(q) =
1

tQM\S /2

+∞∑

j=0

Tj(f)t
j +O(t∞) (40)

as t→ 0+, where Tj is the Schwartz distribution defined by Tj(f) =
∫
M aj(q)f(q) dµ(q), for some

function aj ∈ C∞(M \ S ), for every j ∈ N.
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Let C∞
0 (M \ S ) be the closure of C∞

c (M \ S ) in the Fréchet space C∞(M): any function
f ∈ C∞

0 (M \S ) can be extended to a function onM that is flat on S , i.e., f and all its derivatives
vanish on S . Under the assumptions of Theorem 7.1 below (in particular, S -nilpotentizability), for
every j ∈ N, by the Hahn-Banach theorem applied in the Fréchet space C∞(M) to the continuous
linear form Tj on the closed subspace C∞

0 (M \ S ), the distribution Tj can be extended in a
non-unique and non-canonical way to a distribution on M . Such an extension is done modulo a
distribution supported on S and can be seen as a generalized Hadamard finite part (which we do
not make explicit).

7.2 Local Weyl law

Theorem 7.1. Given any f ∈ C∞(M), the function t 7→ Tr(Mf e
t△) =

∫
M f(q) e(t, q, q) dµ(q)

can be written in a unique way, modulo functions which are O(t∞) as well as their derivatives as
t→ 0+, as the sum of three terms:

1

tQM\S /2

+∞∑

j=0

T̃j(f)t
j +

1

tQS /2

+∞∑

j=0

Rj(f)t
j/2 +

| ln t|
tmin(QM\S ,QS )/2

+∞∑

j=0

Sj(f)t
j/2 (41)

where, for every j ∈ N, Rj and Sj are distributions supported on S , with Rj = 0 whenever tj/2 is

already represented in the first sum (so that each power of t appears at most one time), and T̃j is
a uniquely defined extension to M of the distribution Tj defined in (40).

In addition, we have the following more precise statements, depending on the respective values
of the Hausdorff dimensions QS and QM\S . We have three cases.

Case QS > QM\S . In this case, we have Sj = 0 for j odd, and

Tr(Mf e
t△) =

1

tQS /2
R0(f) + o

(
1

tQS /2

)

as t→ 0+ (this one-term small-time expansion only requires f to be continuous), with

R0(f) =

∫

NS

f ◦ πS (y) êS (1, y, y) dµ̂S (y) =

∫

S

f(q)

∫

NqS

êq(1, (0, x), (0, x)) dx dµS (q) =

∫

S

f dν

where ν is a smooth measure on S , of density dν
dµS

(q) = TrNqS (e△̂
q

) at any q ∈ S with respect

to the smooth measure µS on S (defined by (31)). Therefore, the local Weyl measure exists, and
we have supp(w△) = S and w△ = ν/ν(S ). Moreover,

N(λ) ∼
λ→+∞

∫
NS

êS (1, y, y) dµ̂S (y)

Γ(QS /2 + 1)
λQ

S /2.

In addition, if f = 1 near S then Rj(f) = 0 for every odd integer j < QS − QM\S . If e = êq

and µ = µ̂q for some q ∈ M , and if f = 1 near S , then Rj(f) = 0 for 0 < j < QS −QM\S and
Sj(f) = 0 for every j ∈ N, i.e., the expansion (41) has no term in | ln t|.

Case QS = QM\S . In this case, we have Sj = 0 for j odd, and

Tr(Mf e
t△) =

| ln t|
tQM\S /2

S0(f) +
1

tQM\S /2
T̃0(f) + o

(
1

tQM\S /2

)
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as t→ 0+ (this two-terms small-time expansion only requires f to be C1; when f is only continuous

then we get only the first term), where, defining the mapping êS ,Sn−k−1

which to any q ∈ S and

any σ ∈ Sn−k−1 assigns the heat kernel ê q,σ = ̂̂eq
σ
(double nilpotentization, see Section 6.4.2),

S0(f) =
1

2

∫

S×Sn−k−1

f ◦ πS êS ,Sn−k−1

(1, 0, 0) d(ιW µ̂S ) =
1

2

∫

S

f(q)

∫

Sn−k−1

ê q,σ(1, 0, 0) dσ dµS (q) =
1

2

∫

S

f dν

T̃0(f) = p.f.

∫

M\S

f(q) êq(1, 0, 0) dµ(q) + p.f.

∫

S

f(q)TrNqS (e△̂
q

) dµS (q)

where ν is a smooth measure on S , of density dν
dµS

(q) =
∫
Sn−k−1 ê

q,σ(1, 0, 0) d(ιW µ̂S
q )(σ) at

any q ∈ S (moreover, this integral does not depend on the radius of the sphere on which the
integration is performed). Therefore, the local Weyl measure exists, and we have supp(w△) = S

and w△ = ν/ν(M). Moreover,

N(λ) ∼
λ→+∞

∫
S×Sn−k−1 ê

S ,Sn−k−1

(1, 0, 0) d(ιW µ̂S )

2 Γ(QS /2 + 1)
λQ

S /2 lnλ.

If e = êq and µ = µ̂q for some q ∈ M , and if f = 1 near S , then Rj(f) = 0 for every j ∈ N,
and Sj(f) = 0 for every j > 1, i.e., the expansion (41) as a unique term in | ln t| (which is also the
dominating one).

Case QS < QM\S . In this case, we have Sj = 0 for j having the parity of QM\S − QS + 1,
and

Tr(Mf e
t△) =

1

tQM\S /2
T̃0(f) + o

(
1

tQM\S /2

)

as t→ 0+ (this one-term small-time expansion only requires f to be continuous), with T̃0(f)(0) =∫
M
f dν where ν is a smooth measure onM , of density dν

dµ(q) = êq(1, 0, 0) at any q ∈M . Therefore,
the local Weyl measure exists, is absolutely continuous with respect to any smooth measure on M
(in particular, supp(w△) =M) and is given by w△ = ν/ν(M) as in the equiregular case. Moreover,
we have as well the Weyl law (20). This means that the equiregular part dominates in this case.

If e = êq and µ = µ̂q for some q ∈M , and if f = 1 near S , then Sj(f) = 0 for every j > 1, and
thus, the expansion (41) as a unique term in | ln t| if QM\S −QS is even, and no term in | ln t| if
QM\S −QS is odd.

Remark 7.1. The local Weyl measure is such that supp(w△) = S if and only if QS > QM\S ,
in contrast to the case QS < QM\S in which the local Weyl law does not differ from the one in
the regular region and does not detect the singular set.

In all cases, we have identified the main term of the local Weyl law in an intrinsic way. When
QS = QM\S , we have identified intrinsically the coefficients of the two-terms small-time asymp-
totics; this case covers the Baouendi-Grushin case without tangency point and the nonsingular
Martinet case, studied with more generality in Sections 7.5 and 7.6.

Remark 7.2. If k = dimS = n − 1 and if rankD = n − 1 then wn = 1 necessarily and thus
QS = QM (S )− 1. Hence we always have QS > QM\S in this case.

Remark 7.3. When f = 1 near S , we have seen in Remark 6.2 that the expansion of J(t) does
not involve any odd power of

√
t. This fact is however not true for K(t) in general, in other words,

the function F0 may fail to be even (see Section 7.5.4 for an explicit example).

Remark 7.4. In Theorem 7.1 it is assumed that D is S -nilpotentizable, i.e., that D is locally
diffeomorphic to D̂q at every point q ∈ S , but nothing is assumed at q ∈M \S , as underlined in
Remark 6.6.
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7.3 Examples

Let us give some examples of application of Theorem 7.1. In all these examples, the singular set
S is an equisingular smooth submanifold and the horizontal distribution D is S -nilpotentizable.

– Consider the p-Baouendi-Grushin case, that is the almost-Riemannian case around (0, 0) in R2

generated by X1 = ∂1, X2 = xp1a(x1, x2) ∂2, where p ∈ N∗ and a is a smooth function such that
a(0, 0) = 1. The singular set is S = {x1 = 0}. We have QM\S = 2 and QS = p+ 1. The main

term in the small-time asymptotics of the local Weyl law is then of the order of | ln t|
t if p = 1 and

t−(p+1)/2 if p > 2. The local Weyl measure is supported on S .
The case p = 1 is studied in more detail in Section 7.5.

– Consider the sR case around (0, 0, 0) in R3 generated by X1 = ∂1, X2 = ∂2 + xp1a(x1, x2, x3) ∂3,
where p ∈ N∗ and a is a smooth function such that a(0, 0, 0) = 1. When p = 1, we recover the 3D
contact case, which is equiregular. When p = 2, we recover the Martinet case. The singular set
is S = {x1 = 0}, and we have QM\S = 4 and QS = p + 2. The main term in the small-time

asymptotics of the local Weyl law is then of the order of t−2 if p = 1, | ln t|
t2 if p = 2 and t−p/2−1 if

p > 2. The local Weyl measure is supported on S if p > 2.
The Martinet case, for p = 2, is studied in more detail in Section 7.6.

– Consider the nilpotent tangential elliptic case (see [16]), that is the sR case in R3 generated by

X1 = ∂1, X2 = ∂2 +
(x3

1

3 + x1x
2
2

)
∂3. The singular set is S = {x1 = x2 = 0}. We have QM\S = 4

and QS = 4. The main term in the small-time asymptotics of the local Weyl law is then of the

order of | ln t|
t2 . The local Weyl measure is supported on S .

It is interesting to note that, in this example, there is a nontrivial singular curve (equivalently,
there is a nontrivial abnormal), which is not minimizing (see [16]), and however, there is a logarithm
in the local Weyl law. This observation invalidates the (folklore) conjecture according to which a
log in the Weyl law would be due to the presence of abnormal minimizers.

– Consider the (nilpotent) aR case in R3 generated by X1 = ∂1, X2 = ∂2, X3 = (x21 + x22) ∂3. We
have S = {x1 = x2 = 0} and QS = QM\S = 3. The main term in the small-time asymptotics of

the local Weyl law is of the order of | ln t|
t3/2

. The local Weyl measure is supported on S1.

– Consider the (nilpotent) sR cases in R4 generated either by X1 = ∂1, X2 = ∂2 + x21 ∂3 + x1x2 ∂4,

or by X1 = ∂1, X2 = ∂2 + x1 ∂3 +
(x3

1

3 + x1x
2
2

)
∂4, or by X1 = ∂1, X2 = ∂2 + x1 ∂3 + x21x2 ∂4

(these are non-isometric normal forms for horizontal distributions of rank 2 in R4). In all cases,
the singular set is S = {x1 = x2 = 0}, QM\S = 7 and QS = 6. The main term in the small-time
asymptotics of the local Weyl law at any point of S is then of the order of 1/t7/2. The local Weyl
measure is not concentrated (the equiregular part dominates).

– Consider the (nilpotent) almost-Riemannian case in Rn generated by X1 = ∂1 ,. . ., Xn−1 = ∂n−1,
Xn = (x2ℓ1 + · · ·+ x2ℓn−1) ∂n for some ℓ ∈ N∗. For n = 2, we recover the 2ℓ-Baouendi-Grushin case.

The singular set is S = {x1 = · · · = xn−1 = 0} and QM\S = n and QS = 2ℓ+1. The main term

in the small-time asymptotics of the local Weyl law is then of the order of t−ℓ− 1
2 if n < 2ℓ + 1,

t−n/2| ln t| if n = 2ℓ+ 1 and t−n/2 if n > 2ℓ+1. The local Weyl measure is supported on S when
n 6 2ℓ+ 1 and is not concentrated if n > 2ℓ+ 1.

Note that, in this example, there is no nontrivial singular curve (equivalently, there is no
nontrivial abnormal), and however, when n = 2ℓ+ 1, there is a logarithm in the Weyl law.

– As a generalization of the previous case, consider the nilpotent aR case in Rn generated byXi = ∂i
for i = 1, . . . , n1, Xn1+1 = (x2ℓ11 + · · ·+ x2ℓ1k1

) ∂n1+1, . . . , Xn1+p = (x
2ℓp
kp−1+1 + · · ·+ x

2ℓp
kp

) ∂n1+p, for

some integers ℓ1 6 ℓ2 6 · · · 6 ℓp, kp = n1, n1+p = n. The singular set is S = {x1 = · · · , xn1 = 0}
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and QM\S = n and QS = 2ℓ+p where ℓ =
∑p

i=1 ℓi. The main term in the small-time asymptotics

of the local Weyl law is then of the order of t−
p
2−ℓ if n1 < 2ℓ, t−n/2| ln t| if n1 = 2ℓ and t−n/2 if

n1 > 2ℓ. The local Weyl measure is supported on S if n1 6 2ℓ and is not concentrated if n1 > 2ℓ.

Other examples by taking products. We can generate plenty of other examples by taking
products of cases covered by Theorem 7.1. Indeed, when taking the product of two sR structures
(M1, D1, g1) and (M2, D2, g2), by the formula (86) of Appendix A.8, the resulting heat kernel on
the product manifold is the tensor product of the heat kernels on M1 and M2. This simple remark
thus yields interesting classes of examples that are not covered by Theorem 7.1.

For instance, taking the product ofN Baouendi-Grushin cases without tangency point (for some
N ∈ N∗) gives a 2N -dimensional manifold on which the main term of the small-time asymptotics

of the local Weyl law is of the order of | ln t|N
tN . Taking the product of a Baouendi-Grushin case

without tangency point with a nonsingular Martinet case gives a 6-dimensional manifold on which

the main term of the small-time asymptotics of the local Weyl law is of the order of | ln t|2
t3 .

In particular, we can always find cases where the local Weyl law involves an arbitrarily large
integer power of | ln t|.

7.4 Proof of Theorem 7.1 and of the subsequent remarks

As explained in Section 6.3, our main task is to derive the small-time asymptotic expansion for
the integral K(t) given by (38) in Section 6.3.2. Assuming that f is supported near S , we have

K(t) =
1

tQM\S /2

∫ 1

√
t

τQ
M\S −QS −1G

(
τ,

√
t

τ

)
dτ (42)

where the function G : R2 → R is defined by

G(τ, ε) =

∫

S

∫

Sn−k−1

f(δqτ (σ)) e
q,σ
τ,ε (1, 0, 0) dσ dµS (q). (43)

Since D is S -nilpotentizable, Lemma 6.1 in Section 6.4.2 implies that G is smooth, even with
respect to ε, and

G(0, 0) =

∫

S

f(q)

∫

Sn−k−1

ê q,σ(1, 0, 0) dσ dµS (q).

We are going to apply Proposition D.1 (in Appendix D) to K(t), with x =
√
t, k = QM\S −QS −1

and j = 0. Remark D.1 can be applied because G is even with respect to ε. If f = 1 near S and
if e = êq and µ = µ̂q for some q ∈M , then eqτ = e and G does not depend on τ , and then Remark
D.2 can be applied.

As a preliminary remark, we have, by definition (see (91) in Appendix C),

eq,στ,ε (1, 0, 0) = εQ
M\S

eqτ (ε
2, σ, σ) = εQ

M\S

τQ
M (S ) e(τ2ε2, δqτ (σ), δ

q
τ (σ)) (44)

and we note that QM\S = QR
n

(δτ (σ)) = QR
n

(σ) and QM (S ) = QM (q).
First, taking the limit ε→ 0 in (44) and using the homogeneity property (87) of the nilpoten-

tized heat kernel, we obtain

êqτ
σ
(1, 0, 0) = τQ

M (S ) êδ
q
τ (σ)(τ2, 0, 0) = τQ

M (S )−QM\S

êδ
q
τ (σ)(1, 0, 0). (45)

Second, taking the limit τ → 0 in (44) and using the homogeneity property (87), we obtain

(êq)σε (1, 0, 0) = εQ
M\S

êq(ε2, σ, σ) = εQ
M\S−QM (S ) êq(1, δ1/ε(σ)). (46)
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Third, we also have (êq)σε (1, 0, 0) = εQ
M\S

êq(ε2, σ, σ) = εQ
M\S

τQ
M (S ) êq(τ2ε2, δτ (σ), δτ (σ)) and,

taking the limit ε→ 0, we obtain

êq,σ(1, 0, 0) = τQ
M (S ) êq,δτ (σ)(τ2, 0, 0) = τQ

M (S )−QM\S

êq,δτ (σ)(1, 0, 0). (47)

Case QS > QM\S . Let us prove that

Tr(Mf e
t△) =

1

tQS /2
F0(

√
t) +

1

tQM\S /2

(
F (

√
t) + F1(t)| ln t|

)
∀t ∈ (0, 1) (48)

for some F0, F, F1 ∈ C∞(R), with F0(0) = R0(f).
Proposition D.1 (in Appendix D) implies that

K(t) =
F̃0(t)

(
√
t)QS

+
1

(
√
t)QM\S

(
F (

√
t) + F1(t)| ln t|

)
∀t ∈ (0, 1)

for some F̃0, F, F1 ∈ C∞(R) (F1 is a smooth function of t by Remark D.1), with

F̃0(0) =

∫

S

f(q)

∫ 1

0

∫

Sn−k−1

εQ
S −QM\S −1 (êq)

σ
ε (1, 0, 0) dσ dε dµS (q).

Using (46), the change of variable ε = 1/s, and then (32) again, we obtain

F̃0(0) =

∫

S

f(q)

∫

Rn−k\Bn−k(0,1)

êq(1, (0, x), (0, x)) dx dµS (q).

Using the asymptotic expansion (34) of J(t) obtained in Section 6.3.1, we obtain (48) with F0(
√
t) =

FJ (
√
t) + F̃0(t) and F0(0) =

∫
NS

f ◦ πS (y) êS (1, y, y) dµ̂S (y).
If f = 1 near S , then by Remark 6.2, FJ is even and thus F0 too. If e = êq and µ = µ̂q for

some q ∈ M , and if f = 1 near S , then F1(t) = O(t∞) (by Remark D.2) and F̃0(t) = F̃0(0) is
constant. By Remark 6.2, we have FJ (

√
t) = FJ (0) + O(t∞). Hence F0(t) = F0(0) + O(t∞).

Case QS = QM\S . Let us prove that

Tr(Mf e
t△) =

| ln t|
tQM\S /2

F1(t) +
1

tQM\S /2
F0(

√
t) ∀t ∈ (0, 1) (49)

for some F0, F1 ∈ C∞(R), with F1(0) = S0(f) and F0(0) = T̃0(f).
Proposition D.1 (in Appendix D) implies that

K(t) =
| ln t|

tQM\S /2
F1(t) +

1

tQM\S /2
F̃0(

√
t) ∀t ∈ (0, 1)

for some F̃0, F1 ∈ C∞(Rn) (F1 is a smooth function of t by Remark D.1), with

F1(0) =
1

2

∫

S

f(q)

∫

Sn−k−1

êq,σ(1, 0, 0) dσ dµS (q)

F̃0(0) =

∫

S

∫

Sn−k−1

(
f(q)

∫ 1

0

(êq)σε (1, 0, 0)− êq,σ(1, 0, 0)

ε
dε

+

∫ 1

0

f(δqτ (σ)) ê
q
τ

σ
(1, 0, 0)− f(q)êq,σ(1, 0, 0)

τ
dτ

)
dσ dµS (q).
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Adding to K(t) the expansion (34) of J(t) obtained in Section 6.3.1, we obtain (49) with F0 =
FJ + F̃0. If e = êq and µ = µ̂q for some q ∈ M , and if f = 1 near S then, by Remark D.2,
F1(t) = F1(0) + O(t∞), F̃0 is even, and FJ (

√
t) = FJ (0) + O(t∞) by Remark 6.2.

Let us identify F0(0) and F1(0) in an intrinsic way. For the term F1(0), let us prove that, given
any q ∈ S , the term

∫
Sn−k−1 ê

q,σ(1, 0, 0) dσ does not depend on the radius of the sphere on which

the integration is performed. The image of (ιW µ̂S )|S×Sn−k−1 = µS ⊗ dσ under the dilation δS
τ is

the measure τ−QM (S )+QS

(ιW µ̂S )|δS
τ (S×Sn−k−1) and the result follows by using (47) and the fact

that QS = QM\S .
The intrinsic identification of F0(0) is inferred from the following lemma.

Lemma 7.1. We have

p.f.

∫

M\S

f(q) êq(1, 0, 0) dµ(q) =

∫

S×Sn−k−1×[0,1]

f(δqτ (σ)) ê
q
τ

σ
(1, 0, 0)− f(q)êq,σ(1, 0, 0)

τ
dτ dσ dµS (q) (50)

∫

S

f(q) p.f. TrNqS (e△̂
q

) dν(q) =

∫

S

f(q)

∫

Bn−k(0,1)

êq(1, (0, x), (0, x)) dx dµS (q)

+

∫

S

∫

Sn−k−1

f(q)

∫ 1

0

(êq)σε (1, 0, 0)− êq,σ(1, 0, 0)

ε
dε dσ dµS (q) (51)

Proof. We establish (50) by using (45), the Fubini theorem and (32), with QS = QM\S . To
establish (51), using successively (46), the change of variable τ = 1/ε, and (32) again, we obtain

∫

Sn−k−1

f(q)

∫ 1

0

(êq)σε (1, 0, 0)− êq,σ(1, 0, 0)

ε
dε dσ dµS (q) = p.f.

∫

Rn−k\Bn−k(0,1)

f(q) êq(1, (0, x), (0, x)) dx

where the latter Hadamard finite part is considered at infinity, because the integral diverges log-
arithmically at infinity. Adding the contribution F (0) due to J(t) (see Section 6.3.1) gives the

integral over the whole Rn−k, which is exactly TrNqS (e△̂
q

).

Case QS < QM\S . Let us prove that

Tr(Mf e
t△) =

1

tQM\S /2
F (t) +

1

tQS /2

(
F0(

√
t) + F1(

√
t)| ln t|

)
∀t ∈ (0, 1) (52)

for some F, F0, F1 ∈ C∞(R), with F (0) = T̃0(f).
Proposition D.1 (in Appendix D) implies that

K(t) =
F (t)

(
√
t)QM\S

+
1

(
√
t)QS

(
F̃0(

√
t) + F1(

√
t)| ln t|

)
∀t ∈ (0, 1)

for some F, F̃0, F1 ∈ C∞(Rn) such that F1 has the parity of QM\S −QS (by Remark D.1) and

F (0) =

∫ 1

0

τQ
M\S −QS −1

∫

S

∫

Sn−k−1

f(δS

τ (σ)) êqτ
σ
(1, 0, 0) dσ dν(q) dτ.

We infer from (45) and from (32) that F (0) =
∫
M f(q) êq(1, 0, 0) dµ(q). Adding the expansion (34)

of J(t) obtained in Section 6.3.1 gives (52) with F0 = FJ + F̃0. If e = êq and µ = µ̂q for some
q ∈M , and if f = 1 near S , then by Remark D.2, F1(

√
t) = F1(0) + O(t∞).
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Proof of (41). Having in mind the prelude to the theorem and in particular (40), now, to arrive
at the decomposition (41), we organize all terms in a different way, as follows. Splitting f into
two parts, one supported near S and the other supported in M \ S to which (40) is applied, to

this expansion coming from the regular region, we add all other possible terms in ti−QM\S /2 (for
the three cases), for i ∈ N, and this gives the first term in (41). The resulting decomposition is
canonical.

7.5 Baouendi-Grushin case

The Baouendi-Grushin case is often named “Grushin case”. It has been mentioned to us by N.
Garofalo that, actually, S. Baouendi designed this famous model in 1967, while V. Grushin studied
its hypoellipticity later, in 1970. This interesting story is reported in [38, Section 11].

7.5.1 Definition of the model and local Weyl law

We assume that n = 2 and that rank(D) = 2 except along the singular set S . This means that
the 2D closed surfaceM is Riemannian outside of S . Under generic assumptions (see [6, 18]), the
set S (along which rank(D) = 1) is a smooth closed curve, i.e., a finite union of embedded circles.
Assume that D = Span(X1, X2) locally. Outside isolated points of S (called tangency points),
TM is spanned by X1, X2 and the Lie bracket [X1, X2]: such points are called Baouendi-Grushin
points.

Near Baouendi-Grushin points, we have the normal form for the metric

X1 = ∂1, X2 = x1a(x1, x2) ∂2

(g-orthonormal basis) where a is a smooth function such that a(0, x2) = 1 for every x2. Locally, the
singular set is S = {x1 = 0}: it is equisingular and we have QS = QM\S = 2 and QM (S ) = 3.
Moreover, D is S -nilpotentizable. We are thus in the framework of Theorem 7.1 there.

Near tangency points, we need one more bracket, and we have the normal form for the distri-
bution

X1 = ∂1, X2 = (x21 − x2) ∂2

(there exists a normal form for the metric but we will not need it). Locally, the singular set is
S = {x21 − x2 = 0}: it is not equisingular but is however stratified by two equisingular manifolds:
S1 = {(0, 0)} and S2 = S \ S1. The stratum S2 consists of Baouendi-Grushin points and
thus Theorem 7.1 can be applied there. For the stratum S1, we have QS1 = 0 and Q(S1) = 4.
Theorem 7.1 does not cover this case. Moreover, D is not S -nilpotentizable near tangency points:
indeed the nilpotentization at a tangency point q is X̂q

1 = ∂1, X̂
q
2 = x21 ∂2, whose singular set is

Ŝ
q
= {x1 = 0} which is not diffeomorphic to S .
Let P be the Popp measure on M \ S , that is, here, the Riemannian measure associated with

the metric g (which is Riemannian outside of S ). Near S , we have dP = dν ⊗
∣∣dφ
φ

∣∣ where ν is a
smooth measure on S and φ = 0 is a local equation of S , with φ a local submersion. The measure
ν does not depend on the choice of φ.2

Theorem 7.2. Given any f ∈ C∞(M) vanishing near the tangency points, we have

Tr(Mf e
t△) =

∫

M

f(q) e(t, q, q) dµ(q) =
| ln t|
t

F1(t) +
1

t
F0(

√
t) ∀t ∈ (0, 1) (53)

2In the case without tangency point, the measure ν coincides with the Popp measure PS along the equisingular
submanifold S , as defined in [41] (see also Appendix A.7).
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for some F0, F1 ∈ C∞(R), with F1(0) =
1
4π

∫
S
f dν. When f is only of class C1 and vanishes near

the tangency points, we have a two-terms small-time asymptotics, with

F0(0) =
1

4π

(
p.f.

∫

M\S

f dP + (γ + 4 ln 2)

∫

S

f dν

)

where γ is the Euler constant. Moreover, if (M,D, g) is a nilpotent Lie group (and µ is the Haar
measure) and if f = 1 near S then F1(t) = F1(0) + O(t∞) and F0 is even.

Given any f ∈ C0(M) (which may be nonzero near the tangency points), we have

Tr(Mf e
t△) =

| ln t|
t

F1(0) + o

( | ln t|
t

)

as t→ 0+. The local Weyl measure is supported on S and is given by w△ = ν/ν(S ). Moreover,

N(λ) ∼
λ→+∞

ν(S )

4π
λ lnλ.

When there are no tangency points, the result follows from Theorem 7.1. In this case, the
consequence on the asymptotics of the spectral counting function is already known: it follows
from results of [65]. But it is new when there are tangency points. What is also new here is the
expression of the local Weyl measure and the intrinsic two-terms small time-asymptotics of the
local Weyl law (far from the tangency points).

Moreover, we establish in Section 7.7 a Quantum Ergodicity (QE) result in the Baouendi-
Grushin case when S is connected with at most one tangency point: there exists a density-one
subsequence of probability measures |φjk |2µ converging weakly to w△. This is the first QE result
in sR geometry where the limit measure is singular.

The more general k-Baouendi-Grushin case X1 = ∂1, X2 = (xk1 − x2), for k > 2 (for which
supp(w△) = S ), as well as other variants like X2 = (x21 − x32) (for which supp(w△) = {(0, 0)}),
much more difficult to treat, are considered in Section 9 in an analytic framework.

7.5.2 Proof of Theorem 7.2

When there is no tangency point (or, when f vanishes near the tangency points), Theorem 7.1 can
be applied. Outside of S , the Popp measure is given by dP = 1

|x1|a(x1,x2)
dx1 dx2.

Since the Baouendi-Grushin case is Riemannian outside of S , noting that a(0, 0) = 1, we have

ê q,σ(1, 0, 0) = eEuclid(1, 0, 0) =
1

4π

for all q ∈ S and σ ∈ S0 = {±1}, where eEuclid(t, x, y) =
1

4πt exp(−‖x− y‖2/4t) is the Euclidean
heat kernel in R2. We obtain F1(0) =

1
4π

∫
S
f dν.

The term F2(0) given by Theorem 7.1 is the sum of two terms. The first is

p.f.

∫

M\S

f(q) êq(1, 0, 0) dµ(q) = p.f.

∫

M\S

f(q) e△̂q,P̂ q(1,0,0) dP (q)

where we have used (15). But since e△̂q,P̂ q (1, 0, 0) = eEuclid(1, 0, 0) = 1
4π , this first term is

1
4π p.f.

∫
M\S

f(q) dP (q). The second is
∫

S
f(q) p.f.TrNqS (e△̂

q

) dν(q), and we claim that, for ev-

ery q ∈ S , p.f. TrNqS (e△̂
q

) = γ+4 ln 2
4π . To prove this fact, we consider an explicit example in the
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equivalence class, and then to identify the unknown coefficient from this example: this is done in
Section 7.5.3.3

It remains to prove that, when there are tangency points, we still have an asymptotic expansion
(53) (but in which we cannot identify F0(0). Since we are in the generic case, the metric normal
form near a tangency point q isX1 = a(x1, x2) ∂1, X2 = (x21−x2)b(x1, x2) ∂2 (g-orthonormal basis),
with a and b germs of smooth positive functions such that a(0, 0) = b(0, 0) = 1. By the uniform
ball-box theorem (see (83) in Appendix (A.6)), we have µ(BsR(q, r)) > Cr2 max(|x21−x2|, r|x1|, r2)
for some constant C > 0. Now, it suffices to split the integral I(t) as an integral over BsR(q, r)
(we do that, actually, around each tangency point) and an integral over the rest. The latter is
estimated by Theorem 7.1. For the integral over BsR(q, r), we use the heat kernel estimate (90)

(see Appendix A.8.3), which yields the upper bound | ln t|
t O(r) with a uniform O(r). The result

follows.

7.5.3 The Baouendi-Grushin case on the sphere S2

In this section, we present an explicit example of the Baouendi-Grushin case without tangency
point on the 2-sphere where we can compute explicitly the eigenelements of the sR Laplacian and
the two-terms expansion of the heat asymptotics.

We set M = S2, the Euclidean 2-sphere of R3 endowed with the canonical Riemannian metric
gR. We denote by µR the associated (smooth) Riemannian measure on M . The vector fields on
M defined by

X1 = −z ∂x + x∂z , X2 = z ∂y − y ∂z , X3 = y ∂x − x∂y

span the tangent space to M at every point. The Laplace-Beltrami Laplacian on M (Riemannian
Laplacian, associated with the canonical Riemannian metric and with the canonical Riemannian
measure) is △R = △gR,µR = X2

1 +X2
2 +X2

3 .
Note that [X1, X2] = −X3, [X1, X3] = X2 and [X2, X3] = −X1. Note also that, in spherical

coordinates x = cosϕ cos θ, y = sinϕ cos θ, z = sin θ, with 0 6 ϕ 6 2π and −π/2 6 θ 6 π/2, we
have X3 = −∂ϕ. For |θ| 6= π/2, we have X1 = sinϕ tan θ ∂ϕ + cosϕ∂θ and X2 = cosϕ tan θ ∂ϕ −
sinϕ∂θ, and the canonical Riemannian measure is dµR = cos θ dθ dϕ.

We consider on M the almost Riemannian structure (M,D, g) with D = Span(X1, X2) and g
the metric on D for which (X1, X2) is an orthonormal frame. We denote by △ = △g,µR = X2

1 +X
2
2

the sR Laplacian associated with the sR metric g and with the (smooth) Riemannian measure µR

on M . The singular set S is the equator {(x, y, z) ∈ S2 | z = 0}: △ is elliptic outside of S

but is only subelliptic on S (it is almost-Riemannian). This operator (which is selfadjoint with
respect to the smooth measure µR) has been considered in [22]. Note that the almost-Riemannian
Laplacian studied in [20] is different: they consider the sR Laplacian △g,P associated with the sR
metric g and with the Popp measure P , which is singular along S . Here, we have dP = 1

tan θ dθ dϕ
outside of S , and thus, with the notations of Theorem 7.2, we have dν = dϕ along S .

Since [△, X3] = 0, considering the standard basis (Yl,m)|m|6l of spherical harmonics, satis-
fying −△RYl,m = l(l + 1)Yl,m, X3Yl,m = −imYl,m for l ∈ N and |m| 6 l, we find −△Yl,m =(
l(l + 1)−m2

)
Yl,m. The eigenvalues are λl,m = l(l+1)−m2 with multiplicity given by the num-

ber of such decompositions of λl,m. The eigenfunctions are Yl,m but the eigenvalues are ordered in
different ways for △R and for △.

3Alternatively, one may use the explicit formula for the flat Baouendi-Grushin case (see, e.g., [23])

e(t, x, x′) =
1

(2πt)3/2

∫

R

√
τ

sinh τ
e

(
iτ(x′

2−x2)−
1
2
(x2

1+x′
1
2)τ cotanh τ−2x1x

′
1

)
/t
dτ.
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The zeta function of △+ 1/4 (whose eigenvalues are (l + 1/2)2 −m2 with |m| 6 l), as defined
in Section 4.4, is then

ζ(s) =
∑

|m|6l

1

(l +m+ 1
2 )

s

1

(l −m+ 1
2 )

s
.

Given any p, q > 0, we can find integers l and m such that p = l +m and q = l −m if and only p
and q have the same parity. Therefore

ζ(s) = 4−s(ζ(s, 1/4))2 + 4−s(ζ(s, 3/4))2

where the functions ζ(·, ·) are the corresponding Hurwitz zeta functions4 (see [82, Section 1.3]).
The function ζΓ is holomorphic for Re(s) > 1. Its meromorphic extension has a pole of order 2 at
s = 1. When s→ 1, we have the expansions

4−s =
1

4
− ln 2

2
(s− 1) + o(s− 1), (ζ(s, 1/4))2 =

(
1

s− 1
+ π/2 + 3 ln 2 + γ + o(1)

)2

,

and a similar one for (ζ(s, 3/4))2 by replacing +π/2 by −π/2. Hence

ζ(s) =
1

2(s− 1)2
+
γ + 2 ln 2

s− 1
+ O(1), ζ(s)Γ(s) =

1

2(s− 1)2
+
γ + 4 ln 2

2(s− 1)
+ O(1)

as s → 1. Setting Z(t) = Tr(et(△+1/4)), we have ζ(s)Γ(s) =
∫ +∞
0

Z(t)ts−1 dt. Splitting this

integral in
∫ 1

0
and

∫ +∞
1

, the latter gives a holomorphic function, while the first is meromorphic

with a pole at s = 1. Since we already know that Z(t) = A | ln t|
t + B

t + O(1) as t → 0+, we find,

by identification, A = 1
2 and B = γ+4 ln 2

2 . Noting that ν(S ) = 2π and that p.f.
∫
M\S

dP = 0, we

can thus identify the unknown coefficient in Section 7.5.2.

7.5.4 An additional remark

In Remark 7.3, we have claimed that, when f = 1 near S , the function F0 may fail to be even.
In this section, we give an explicit example. Take the local Baouendi-Grushin model near (0, 0)
given by the g-orthonormal frame X1 = (1 + x1) ∂1, X2 = x1 ∂2. Let us compute the small-time
expansion of I(t) near (0, 0). According to the procedure described in Sections 6 and 7, we perform
a first nilpotentization at q = (0, 0) and then at σ = (1, 0). Here, we obtain

(X1)
q,σ
τ,ε (y1, y2) = (1 + τ + τεy1) ∂1, (X2)

q,σ
τ,ε (y1, y2) = (1 + εy1) ∂2

and thus △q,σ
τ,ε = △τ +R with

△τ = (1 + τ)2 ∂21 + ∂22 , R = R1 +R2,

R1 = ((1 + τ)τε + τ2ε2y1) ∂1 + τεy1(2(1 + τ) + τεy1) ∂
2
1 , R2 = εy1(1 + εy1) ∂

2
2 .

Using (85) in Appendix A.8, the heat kernel eτ generated by △τ satisfies eτ (1, 0, 0) = 1
4π(1+τ)2

(because eEuclid(1, 0, 0) = 1
4π ). In order to estimate the heat kernel eq,στ,ε generated by △q,σ

τ,ε , we

4Given any a > 0, the classical Hurwitz zeta function ζ(·, a) is defined by ζ(s, a) =
∑+∞

j=0
1

(j+a)s
. Its meromorphic

extension has a unique pole, at s = 1, and ζ(s, a) = 1
s−1

−ψ(a) +O(1) as s→ 1, where ψ is the digamma function.

We have ψ0(1/4) = −π/2− 3 ln 2− γ and ψ0(3/4) = π/2− 3 ln 2− γ.
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follow [32], noting that, by the Duhamel formula, et△
q,σ
τ,ε = et△τ + et△

q,σ
τ,ε ⋆ Ret△τ , where the

convolution is defined by A(t) ⋆ B(t) =
∫ t

0
A(t− s)B(s) ds. Hence we have the expansion

et△
q,σ
τ,ε = et△τ + et△τ ⋆ Ret△τ + et△τ ⋆ Ret△τ ⋆ Ret△τ + · · ·

at any order in (τ, ε), as a sum of locally smoothing operators, as proved in [32, Section 6] (this is
highly nontrivial). Since R = R1 + R2, it follows that

eq,στ,ε (1, 0, 0) = eτ (1, 0, 0) + h1(τ, ε) + h2(τ, ε)

where hi(τ, ε) is the Schwartz kernel of et△τ ⋆ Rie
t△τ + et△τ ⋆ Rie

t△τ ⋆ Rie
t△τ + · · · , for i = 1, 2.

Since R1 = O(τε) and R2 = O(ε) and since we already know that (eqτ )
σ
ε (1, 0, 0) is even with respect

to ε, we obtain that

eq,στ,ε (1, 0, 0) =
1

4π(1 + τ)2
+ τ2ε2h1(τ, ε) + ε2h2(τ, ε)

for some h1, h2 ∈ C∞(R2). Therefore we have (42) with QM\S = 2, QS = 2, f = 1 near S and

G(τ, ε) =

∫

S

∫

S0

eq,στ,ε (1, 0, 0) dσ dν(q) =
ν(S )

2π

1

(1 + τ)2
+ τ2ε2H1(τ, ε) + ε2H2(τ, ε)

for some H1, H2 ∈ C∞(R2). In particular, G(0, 0) = ν(S )
2π , ∂2G(τ, 0) = ∂1∂2G(0, 0) = 0 and

∂1G(0, ε) = − ν(S )
π . According to Remark D.3 in Appendix D, the term in

√
t in the expansion of

I(t) is equal to −∂1G(0, 0) = ν(S )
π . We finally obtain

I(t) =
ν(S )

4π

| ln t|
t

+ F0(0)
1

t
+
ν(S )

π

1√
t
+O(| ln t|)

as t→ 0+ (where F0(0) is given by Theorem 7.2). There is a nontrivial term in 1/
√
t.

7.6 Martinet case

We assume that n = 3 and that D is locally defined by D = kerα where α is a real-valued 1-form
onM such that α∧dα vanishes transversally on a 2D smooth surface S (called Martinet surface).
Let L = (Lz)z∈S be defined by L = D∩TS . We assume that L is line bundle over S . Generically,
L admits singularities (see [63, 90]). We speak of the nonsingular Martinet case when L has no
singularities, and in this case, according to [63], the distribution D can be defined locally near S

by D = kerα with α = dx− x2 dy. The distribution D is of contact type outside of S .
Let P be the Popp measure on M \S (canonical contact measure outside of S ). Near S , we

have dP = dν ⊗
∣∣dφ
φ

∣∣ where ν is a smooth measure on S and φ = 0 is a local equation of S , with
φ a local submersion. The measure ν does not depend on the choice of φ.

Theorem 7.3. Given any f ∈ C∞(M) vanishing near the singularities of S , we have

Tr(Mf e
t△) =

∫

M

f(q) e(t, q, q) dµ(q) =
| ln t|
t2

F1(t) +
1

t2
F0(

√
t) ∀t ∈ (0, 1)

for some F0, F1 ∈ C∞(R), with F1(0) =
1
16

∫
S
f dν. When f is only of class C1 and vanishes near

the singularities of S , we have a two-terms small-time asymptotics, with

F0(0) = p.f.

∫

M\S

fh dµ+A

∫

S

f dν
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for some universal constant A ∈ R and for some smooth function h on M , where p.f.
∫
M
fh dµ is

the Hadamard finite part of the integral with respect to the surface S . Moreover, if (M,D, g) is a
nilpotent Lie group (and µ is the Haar measure) and if f = 1 near S then F1(t) = F1(0)+O(t∞)
as t→ 0+ and F0 is even.

Given any f ∈ C0(M) (which may be nonzero at the singularities of S ), we have

Tr(Mf e
t△) =

| ln t|
t2

F1(0) + o

( | ln t|
t2

)

as t → 0+. The local Weyl measure is the probability measure supported on S defined by w△ =
ν/ν(S ). Moreover,

N(λ) ∼
λ→+∞

ν(S )

32
λ2 lnλ.

The proof is similar to the one done in the Baouendi-Grushin case and is thus skipped. The
coefficient 1

16 in F1(0) is computed thanks to Remark 4.5 (because, outside of the singular set S ,
the Martinet case is a 3D contact case). The fact that the constant A is universal is due to the
knowledge of normal forms (see [4]). In contrast to the Baouendi-Grushin case, we do not know
any sufficiently tractable model for the Martinet case that would allow us to identify the constant
A and the function h in F0(0).

7.7 Quantum Ergodicity properties

In this section, we derive QE (Quantum Ergodicity) properties, as a consequence of the local Weyl
law. We denote by (φj)j∈N an orthonormal eigenbasis, as considered in Section 2.3.

7.7.1 Concentration of Quantum Limits on the singular set

Under the assumptions done in Theorem 7.1, if QS > QM\S then the Weyl measure is supported
on the singular set S . It follows from Theorem 7.1 and from Theorem 2.1 that

lim
λ→+∞

1

N(λ)

∑

λk6λ

∫

M

f |φk|2 dµ =

∫

S

f dw△ ∀f ∈ C0(M).

By using a well known lemma5 due to Koopman and Von Neumann (see, e.g., [75, Chapter 2.6,
Lemma 6.2]), we infer the following corollary.

Corollary 7.1. In the framework of Theorem 7.1, if QS > QM\S then there exists a density-one
sequence (kj)j∈N of positive integers such that, for every real-valued continuous function f on M
whose support does not intersect the singular set S ,

lim
j→+∞

∫

M

f |φkj |2 dµ = 0.

This means that all Quantum Limits (weak limits) on the base of (φkj )j∈N are supported on S .

Remark 7.5. For the Baouendi-Grushin case on the sphere S2, this result may seem surprising
because the eigenfunctions of the aR Laplacian on S2 coincide with those of the usual Laplace-
Beltrami Laplacian, which are the spherical harmonics Yl,m. As mentioned in the previous section,

5Given a bounded sequence (un)n∈N of nonnegative real numbers, the Cesáro mean 1
n

∑n−1
k=0 uk converges to 0

if and only if there exists a subset S ⊂ N of density one such that (uk)k∈S converges to 0. We recall that S is of
density one if 1

n
#{k ∈ S | k 6 n− 1} converges to 1 as n tends to +∞.
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the explanation is that the eigenvalues are ordered in different ways for the two Laplacians. Being
a sequence of density one depends on the order of the sequence: any infinite sequence of density
zero can be reordered as a sequence of density one! More precisely, any weak limit of a sequence
|Yl,m|2µ is supported on the equator if and only if |m/l| converges to 1.

7.7.2 Quantum Limits (QLs) and Quantum Ergodicity (QE)

Let us first briefly recall the definition of what is a QL and of what is QE. Let E be a smooth
compact manifold, endowed with a probability measure Θ, and let T be a self-adjoint operator
on L2(E,Θ), bounded below and having a compact resolvent (and hence a discrete spectrum).
Let (Φk)k∈N be a (complex-valued) Hilbert basis of L2(E,Θ), consisting of eigenfunctions of T ,
associated with the ordered sequence of eigenvalues λ0 6 · · · 6 λj 6 · · · .

A local Quantum Limit (local QL, or QL on the base) is a probability measure on E that is the
weak limit of a subsequence of probability measures |Φkj |2Θ. A microlocal QL (or QL in the phase
space) is a probability measure on the co-sphere bundle S∗E that is the weak limit of a subsequence
of Radon measures µkj (a) = 〈Op(a)Φkj ,Φkj 〉L2(E,Θ) (the measures µj are asymptotically positive),
where Op is an arbitrary quantization and a is a classical symbol of order 0. Microlocal QLs do
not depend on the choice of the quantization. Any local QL is the image of a (not necessarily
unique) microlocal QL under the canonical projection S∗E → E.

We say that Quantum Ergodicity (QE) on the base (resp., in the phase space) is satisfied for
the eigenbasis (Φj)j∈N of T if there exist a local QL β on E (resp., a microlocal QL β on S∗E) and
a density-one sequence (kj)j∈N of positive integers such that the sequence of probability measures
|Φkj |2Θ (resp., µkj ) converges weakly to β.

QE theorems have a glorious history, starting with the well known Shnirelman theorem (see [81]
and see [29, 89] for a proof), establishing QE in the Riemannian case provided that the geodesic
flow be ergodic for the canonical Riemannian measure. This theorem has been extended in a
number of ways in elliptic cases and it is not our objective here to report on such extensions. In
[31], we have established the first QE result in a sR case, namely, in the 3D contact case: QE is
satisfied under the assumption that the Reeb flow be ergodic for the Popp measure, with the Popp
measure (canonical contact measure) as a limit measure.

In all above-mentioned results, the limit QL β is absolutely continuous. Hereafter, we provide
the first example in sR geometry of a QE property with a limit measure that is singular.

7.7.3 QE in the Baouendi-Grushin case

Theorem 7.4. QE is satisfied in the Baouendi-Grushin case when S is connected with at most
one tangency point, with w△ = ν/ν(S ) (Weyl measure) as a limit measure on the base, and W△
in the phase space, which is half of the pullback of w△ by the double covering SΣ → M which is
the restriction to SΣ (with Σ = D⊥) of the canonical projection of T ⋆M onto M .

Proof. By Corollary 7.1, there exists a local QL β, supported on S , which is the weak limit of a
density-one subsequence of probability measures |φkj |2µ on M .

We first treat the Baouendi-Grushin case without tangency point. In order to apply results on
QLs established in [31] in the 3D contact case, let us lift this 2D case in dimension three. A local
normal form is given by the g-orthonormal frame X1 = ∂1, X2 = x1a(x1, x2) ∂2 with a(0, x2) = 1.
As a particular case of the general desingularization procedure (see [52, 77]), the (2D) Baouendi-
Grushin case without tangency point is the projection onto M of the 3D contact structure given
on M ×S1 by the contact form α = dx2 − x1a(x1, x2) dx3, associated with the orthonormal frame
X̃1 = ∂1, X̃2 = X2 + ∂3. We denote by p : M × S1 → M the canonical projection. Endowing
M × S1 with the measure µ̃ = µ⊗ dx3, we have p∗µ̃ = µ. Let △̃ = X̃2

1 + X̃2
2 be the sR Laplacian

on M × S1. The Reeb vector field is (a+ x1∂1a) ∂2.
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Noting that p∗φkj is an eigenfunction of △̃, the sequence of probability measures |p∗φkj |2µ̃ on

M × S1 converges weakly to a QL β̃ of the 3D contact case, such that p∗β̃ = β, which is, in the
local coordinates, supported in {x1 = 0} (by the choice of β) and in {ξ3 = 0} (because p∗φkj does

not depend on x3). By [31, Theorem B], we have the Radon-Nikodym decomposition β̃ = β̃0+ β̃∞
with β̃0 that is invariant under the 3D contact geodesic flow and β̃∞ that is invariant under the
Reeb flow. We claim that there is no 3D contact geodesic contained in {x1 = ξ3 = 0}. Indeed, if
such a geodesic were to exist, since the Hamiltonian of the lifted case is H̃ = 1

2ξ
2
1 +

1
2 (x1ξ2 + ξ3)

2,
this geodesic should be contained in |ξ1| = 1 and satisfy ẋ1 = ξ1 6= 0 on S , thus its projection
should be transverse to S , which is a contradiction. Therefore β̃0 = 0 and β̃ = β̃∞. Moreover, the
projection of the Reeb vector field is tangent to S and lets w△ invariant, as expected. The quantum
ergodicity property on the base follows. In the phase space, since supp(W△) ⊂ {x1 = ξ1 = 0}, the
only possibility is that W△ is supported on the S1-fiber bundle (in ξ2) over S , whence the result.

Let us now treat the Baouendi-Grushin case when S is a circle with exactly one tangency
point q0. Since S \ {q0} is connected and since the Weyl measure w△ is the unique measure that
is invariant under the projection of the Reeb flow, it follows from the above result obtained for the
Baouendi-Grushin case without tangency point that the restriction of β to S \ {q0} coincides with
ν up to scaling. Hence, there exists α ∈ [0, 1] such that β = (1−α)ν/ν(S )+αδq0 , where δq0 is the
Dirac mass at q0. Let α0 ∈ (0, 1) be fixed. Since the Weyl measure is ν/ν(S ), any subsequence
of the sequence of probability measures |φkj |2dµ, for which α > 0, must have density zero. The
result follows by a classical diagonal argument.

7.7.4 QE in the Martinet case

In the Martinet case, QE properties are open. The classical dynamics to consider might be a
suitable normalization of the abnormal geodesics (more precisely, the dynamics of a characteristic
vector field Y on S leaving invariant the measure ν). There does not seem to exist such a vector
field in the general case. Assuming the existence of such a characteristic vector field and the
ergodicity of the corresponding dynamics, we conjecture that the QE property is satisfied for any
eigenbasis of the sR Laplacian △.

7.8 The Baouendi-Grushin and Martinet Laplacians associated with the

Popp measure

We have previously considered the Baouendi-Grushin and Martinet Laplacians △µ associated with
the smooth measure µ on M . To complete our study, in this section we consider the Baouendi-
Grushin and Martinet Laplacians △P associated with the Popp measure P , which is singular on
S . It is proved in [19] that both Baouendi-Grushin and Martinet Laplacians △P are essentially
selfadjoint on M \ S .

Theorem 7.5. Given any f ∈ C0(M), we have

∫

M

f(q) e△,P (t, q, q) dP (q) ∼
{

1
4π

∫
S
f dν | ln t|

t in the Baouendi-Grushin case

1
16

∫
S
f dν | ln t|

t2 in the Martinet case

as t→ 0+, and thus, as in Theorems 7.2 and 7.3, w△ = ν/ν(S ) and

N(λ) ∼
λ→+∞

{
ν(S )
4π λ ln λ in the Baouendi-Grushin case,

ν(S )
32 λ2 lnλ in the Martinet case.
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Moreover, as in Corollary 7.1, there exists density-one sequence (kj)j∈N of positive integers such
that, if supp(f) ∩ S = ∅ then

lim
j→+∞

∫

M

f |φkj |2 dP = 0.

In the Baouendi-Grushin case we can even obtain as in Theorem 7.2 an intrinsic two-terms
expansion. But, although the first term is the same with a smooth measure and with the Popp
measure, the second terms differ: the intrinsic constants are different. We refer to [20] for the
computation of these constants.

To obtain Theorem 7.5 in the Baouendi-Grushin case, we proceed as follows. In a local model
where X1 = ∂1, X2 = x1∂2, we have dP = 1

|x1| dx1 dx2 and, following [19] the aR Laplacian

△P = ∂21 + x21∂2 − 1
x1
∂1 is unitarily equivalent to the second-order operator ∂21 + x21∂2 − 3

4x2
1

considered on L2(R2) with the Euclidean measure, which is proved to be essentially selfadjoint on
M \ S . Then, we use the same general method as before, i.e., a (J +K)-decomposition and the
use of Theorem C.1 in Appendix C. The only difference is that the nilpotentized Laplacian is not
the same as the one obtained with a smooth measure: it has a potential that is singular along S .
It remains anyway Riemannian far from S , which explains why the first term is the same as with
a smooth measure.

The method is the same in the Martinet case: the local model △P = ∂21 + (∂2 +
x2
1

2 ∂3)
2 − 1

x1
∂1

is unitarily equivalent to the second-order operator ∂21 + (∂2 +
x2
1

2 ∂3)
2 − 3

4x2
1
considered on L2(R2)

with the Euclidean measure.
In both cases however, with respect to Theorem C.1, which is established for more general

operators in [32], we need an additional ingredient that is not written in that article: in [32],
we have taken smooth bounded potentials, in particular in order to ensure dissipativity of the
operator and thus existence of the semigroup. But actually the main result of [32] can be extended

to potentials V blowing up only mildly, in the following sense: we assume that ε2(δqε)
∗V → V̂ q as

ε→ 0 in C∞ topology (indeed, in the framework of [32], the operator△ε involves the term ε2(δqε)
∗V

and this assumption is exactly devised to give a sense to its limit). For the above Baouendi-Grushin
and Martinet cases with the Popp measure where the potential V (x) = 1/x21 is added to a smooth

sR Laplacian, we obtain exactly V̂ q = 1/x21.

8 Local Weyl law in the equisingular stratified nilpotentiz-

able case

Throughout this section, we assume that the singular set S is stratified by equisingular smooth
submanifolds, i.e., S is a Whitney stratified submanifold of M , disjoint union of strata, and each
stratum is an equisingular smooth connected submanifold of M (see Appendix A.3). Hence M is
stratified as well by equisingular smooth submanifolds: its strata are the open set M \S (regular
region), of Hausdorff dimension QM\S , and the strata of S . We consider the set {Q1, . . . ,Qs}
(where s ∈ N\{0, 1}) of all possible Hausdorff dimensions of strata ofM , ordered in the increasing
way, i.e., Q1 < · · · < Qs. This means that, for each stratum of M , there exists i ∈ {1, . . . , s} such
that Qi is the Hausdorff dimension of this stratum. In particular, QM\S is equal to one of the
Qi’s. The integer Qs is the maximal possible Hausdorff dimension of a stratum.

The equisingular stratification assumption, which is a refinement of the stratification by topo-
logical dimension, has been introduced in [44] and considered as well in [40, 41]. It is satisfied for
generic smooth sR structures and for analytic sR structures (see [44, Section 1.3.A]), in particular
for nilpotent Lie groups and their quotients (because they have an analytic structure), and thus
for nilpotentizable sR structures.
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As alluded in Remark 6.6, if D is locally diffeomorphic to D̂q for every q ∈M (this is stronger
than S -nilpotentizability where this property is required for every q ∈ S only) then the equisin-
gular stratification property is automatically satisfied.

8.1 Main result

Let q ∈ S be arbitrary. By definition of the Whitney stratification, q belongs to a stratum S1

and to the closure of p other nested strata of increasing topological dimensions:

q ∈ S1 ⊂ S 2 ⊂ · · · ⊂ S p ⊂ S p+1 =M \ S =M

(where p ∈ N∗ and the sequence of strata depend on q), with dimSi < dimSi+1 6 n for i =
1, . . . , p + 1 (hence, p 6 n). We call the sequence C = (S1, . . . ,Sp,Sp+1) a chain of strata at
q, of length p + 1. By convention, we always have Sp+1 = M \ S . Of course, there may exist
several chains of strata at q, of possibly different lengths. The chains are however invariant along
S1, meaning that if C is a chain at q ∈ S1 then C is a chain at any other q′ ∈ S1.

Let q ∈ S and let C = (S1, . . . ,Sp,Sp+1) be a chain of strata at q, of length p+1. For every
j ∈ {1, . . . , p+1}, the Hausdorff dimension QSj is equal to Qi for some i ∈ {1, . . . , s}. We denote
by mi(q,C ) ∈ {0, . . . , n + 1} the “multiplicity” of Qi in the chain C at q, that is, the number of
integers j ∈ {1, . . . , p + 1} such that QSj = Qi. The multiplicity mi(q,C ) does not depend on
q ∈ S1.

Finally, we define the “maximal multiplicity” of Qi by

mi = max{mi(q,C ) | q ∈ S , C chain of strata at q} ∀i ∈ {1, . . . , s}.

Note that 1 6 mi 6 n+ 1. The 2s integers Qi,mi, standing for all possible Hausdorff dimensions
of strata of M together with their maximal multiplicity, are the characteristic integers appearing
in the local Weyl law.

We say that a chain C = (S1, . . . ,Sp,Sp+1) of strata at q, of length p + 1, is maximal if
it contains ms strata of maximal Hausdorff dimension Qs. Let Ms be the equisingular stratified
submanifold of S defined as the set of all q ∈M at which there exists a maximal chain.

Theorem 8.1. Assume that the horizontal distribution D is S -nilpotentizable. Given any f ∈
C∞(M), the function t 7→ Tr(Mf e

t△) =
∫
M f(q) e(t, q, q) dµ(q) has an asymptotic expansion as

t→ 0+ with respect to the scale of functions t(k−Qi)/2| ln t|j, with i ∈ {1, . . . , s}, j ∈ {0, . . . ,mi−1}
and k ∈ N. Moreover, there exists a nontrivial Borel measure ν on M such that, for every f ∈
C0(M),

Tr(Mf e
t△) =

(∫

Ns

f dν

) | ln t|ms−1

tQs/2
+ o

( | ln t|ms−1

tQs/2

)

as t→ 0+. The support of ν is the equisingular stratified submanifold Ns of Ms defined as follows:
take any q ∈ Ms and any maximal chain C of strata at q; among the strata of C of maximal
Hausdorff dimension Qs, consider the stratum that is of minimal topological dimension; then Ns

is the closure of the union of all such strata, over all q ∈Ms and all maximal chains at q.
As a consequence, the local Weyl measure exists, is smooth on Ns and is given by w△ =

ν/ν(Ns), and we have

N(λ) ∼
λ→+∞

ν(Ns)

Γ(Qs/2 + 1)
λQ

s/2(lnλ)ms−1.

Remark 8.1. Let us describe the density of ν on Ns. For every q ∈ Ns, there exists a chain
C = (S1, . . . ,Sp,Sp+1) of strata at q, of length p+ 1, containing ms strata Sij (j = 1, . . . ,ms,

with i1 < · · · < is) of maximal Hausdorff dimension QSij = Qs and of maximal multiplicity ms.
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Among these ms strata Sij , the stratum Si1 is the one that is of minimal topological dimension.
Then the density of ν with respect to µSi1

(the smooth measure on Si1 inferred from µ as in (31)
in Section 6.2) is smooth and is given at any point q1 ∈ Si1 by

dν

dµSi1

(q1) =
1

2ms−1 (ms − 1)!

∫

M2(q1)

· · ·
∫

Mj+1(q1,...,qj)

· · ·
∫

Mims
(q1,...,qms−1)∫

R
n−dim Sims

ê q1,q2,...,qms (1, (0, x), (0, x)) dx dµms(qms) · · · dµ2(q2) (54)

where Mj+1(q1, . . . , qj) = Sn−dimSij
−1 ∩ Ŝij+1

q1,...,qj
.

Here, for a stratum or for the heat kernel, the notation ⋆̂
q1,q2,...,qj stands for the j-th nilpotenti-

zation of ⋆, successively at q1 ∈ Si1 , then at q2 ∈M1(q1), etc, and finally at qj ∈Mj(q1, . . . , qj−1)
(it is defined by induction, see Remark 6.7 in Section 6.4.2). The measure µi is the smooth mea-
sure on Mj(q1, . . . , qj−1) inferred from µ as in (31). In (54), by convention, we remove the nested
integrals

∫
Mj+1(q1,...,qj)

(j = 1, . . . , ims − 1) whenever ms = 1.

Note that, if QM\S = Qs then Sims
= M \ S and thus dimSims

= n and, in (54), we have∫
R

n−dim Sims
ê q1,q2,...,qms (1, (0, x), (0, x)) dx = ê q1,q2,...,qms (1, 0, 0).

Remark 8.2. Theorem 8.1 generalizes Theorem 7.1:

• if ms = 1 and Qs > QM\S then (54) gives dν
dµSi1

(q1) = TrNq1Si1
(e△̂

q1
), as in the first case

of Theorem 7.1: the dominating term and the density are given by the stratum Si1 ;

• if ms = 2 and Qs = QM\S then M2(q1) = Sn−dimSi1−1, Si2 = M \ S and (54) gives
dν

dµSi1

(q1) =
1
2

∫
M2(q1)

ê q1,σ(1, 0, 0) dσ, as in the second case of Theorem 7.1;

• if ms = 1 and Qs = QM\S then Ns = M , dimSims
= n and (54) gives dν

dµ (q) = êq(1, 0, 0)
at any q ∈M , as in the third case of Theorem 7.1: the equiregular part dominates.

Remark 8.3. In Theorem 8.1, the only situation where one has Ns = M is when all strata of
the singular set S have a Hausdorff dimension (stricly) less than QM\S (third case ms = 1 and
Qs = QM\S of the latter remark). As soon as the Hausdorff dimension of one of the strata of S

is greater than or equal to QM\S , the support of the Weyl measure is contained in S .

Remark 8.4. As in Remark 7.4, note that, in Theorem 8.1, it is assumed that D is locally
diffeomorphic to D̂q at every point q of every stratum of S , but nothing is assumed at q ∈M \S .

8.2 Examples

In the examples hereafter, the singular set S is stratified by equisingular smooth submanifolds
and the horizontal distribution D is S -nilpotentizable.

– Consider the sR case in R3 generated by X1 = ∂1, X2 = ∂2 + xk1x2 ∂3, for k ∈ N∗. When k = 2,
this is the so-called nilpotent tangential hyperbolic case (see [16]). The singular set S = {x1 =
0} ∪ {x2 = 0} consists of the three strata S1 = {x1 = x2 = 0}, S2 = {x1 = 0, x2 6= 0} and
S ′

2 = {x1 6= 0, x2 = 0}. We have QS1 = QS2 = k + 2 and QS
′
2 = QM\S = 4. Note that the

possible chains of strata at points of S1 are either (S1,S2,M \ S ) or (S1,S
′
2,M \ S ). If k = 1

then ms = 2 and thus the main term in the small-time asymptotics of the local Weyl law is of the

order of | ln t|
t2 , and the local Weyl measure is supported on S ′

2 = {x2 = 0}. For k > 2, we have
ms = 3 if k = 2 and ms = 2 if k > 3, and thus the main term in the small-time asymptotics of the

local Weyl law is of the order of | ln t|2
t2 if k = 2 and | ln t|

t1+
k
2

if k > 3, and the local Weyl measure is

supported on S1.
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– Consider the (nilpotent) aR case in R5 generated by Xi = ∂i for i = 1, 2, 3, 4, and X5 =
(x21 + x22)(x

2
3 + x24) ∂5. The singular set S = {x1 = x2 = 0} ∪ {x3 = x4 = 0} consists of

the three strata S1 = {x1 = x2 = x3 = x4 = 0}, S2 = {x1 = x2 = 0, x23 + x24 6= 0} and
S ′

2 = {x21 + x22 6= 0, x3 = x4 = 0}. We have QS1 = QS2 = QS
′
2 = QM\S = 5. The main term in

the small-time asymptotics of the local Weyl law is of the order of | ln t|2
t5/2

. The local Weyl measure
is supported on S1.

– As noted as the end of in Section 7.3, we can generate other examples by taking products.

8.3 Proof of Theorem 8.1

Let q ∈ S and let C = (S1, . . . ,Sp,Sp+1) be a chain of strata at q (with Sp+1 =M \S ). We are
going to estimate the local Weyl law around q by iterating the (J +K)-decomposition procedure
along the sequence of strata Si, i = 1, . . . , p. We assume that p > 2. Without loss of generality, we
assume that C is exhaustive in the following sense: for every i ∈ {1, . . . , p}, if P is a stratum such
that Si ⊂ P ⊂ S i+1 then P = Si or P = Si+1. Setting ki = dim(Si) (topological dimension),
we have k1 < · · · < kp < n.

Following Section 6.2, we take privileged coordinates at q straightening the stratum S1. Fol-
lowing Section 6.3, we write I(t) = J(t) +K(t) with J(t) and K(t) defined by (33) (with S = S1

in that formula). The analysis done in Section 6.3.1, which yields the expansion (34) for J(t)
remains valid here (with S = S1). Concerning K(t), the formula (36) in Section 6.3.2 remains
valid (with S = S1), but, as explained in Remark 6.5, (38) raises problems because QR

n

(σ) is
not constant on Sn−k1−1: the set S1 × Sn−k1−1, viewed as a cylinder around the stratum S1,
intersects the other strata Si of the singular set S . We are thus led to consider the stratification
of (S1×Sn−k1−1)∩S and to iterate the (J+K)-decomposition along this stratified submanifold.

By (36), we have

K(t) =

∫ 1

√
t

τ−QS1−1
1 Iτ1

(
t

τ21

)
dτ1 (55)

where

Iτ1(t1) =

∫

S1

Iq1τ1 (t1) dµS1(q1), Iq1τ1 (t1) =

∫

Sn−k1−1

f(δq1τ1 (0, σ)) e
q1
τ1(t1, (0, σ), (0, σ)) dσ

for every τ1 ∈ R and every t1 > 0 (we will take t1 = t
τ2
1
). Given any τ1 ∈ R and any q1 ∈ S1,

the integral Iq1τ1 (t1) is of the same kind as the integral I(t) defined by (29), and we are thus going
to apply to Iq1τ1 (t1) the (J +K)-decomposition procedure developed in Section 7; except that now
the integration is performed over the submanifold Sn−k1−1 (instead of M), which is viewed as a
sphere centered at q1, and we have to consider the heat kernel eq1τ1 (instead of e) associated with
the sR Laplacian △q1

τ1 , depending on the parameters τ1 ∈ R and q1 ∈ S1.
For any τ1 6= 0, the singular set S q1

τ1 = (δq1τ1 )
−1(S ) of Dq1

τ1 = (δq1τ1 )
∗D is stratified by the equi-

singular smooth submanifolds (Si)
q1
τ1 = (δq1τ1 )

−1(Si), for i = 2, . . . , p. Hence Sn−k1−1 is Whitney
stratified by the smooth (but not necessarily equisingular) submanifolds Sn−k1−1 ∩ (Si)

q1
τ1 , for

i = 2, . . . , p. This Whitney stratification of Sn−k1−1 leads to write Iq1τ1 (t1), and thus K(t), as a

sum of integrals over various regions. Note that QR
n

(Sn−k1−1 \S q1
τ1 ) = QM\S , and the results of

Section 7 can be applied in the region Sn−k1−1 \ S q1
τ1 : far from all strata Si, i > 2, we only see

the influence of the single stratum S1.
Let us now investigate the influence of the second stratum S2. Note that Sn−k1−1 and (S2)

q1
τ1

intersect transversally, and dim(Sn−k1−1 ∩ (S2)
q1
τ1) = k2 − k1 − 1. This is due to the Whitney

stratification property and to the fact that n− k1 − 1 + k2 > n.
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Thanks to the nilpotentizability assumption, (Si)
q1
τ1 depends smoothly on τ1 ∈ R, including

τ1 = 0, and for τ1 = 0 we have (Si)
q1
0 = Ŝi

q1
, which is the ith stratum of the singular stratification

of the nilpotentized sR structure at q1. The manifold Sn−k1−1 ∩ Ŝ2

q1
is stratified by equisingular

smooth submanifolds, hence, by nilpotentizability, the manifold Sn−k1−1 ∩ (S2)
q1
τ1 is stratified by

equisingular smooth submanifolds depending smoothly on q1 ∈ S1 and on τ1 ∈ [−1, 1]. Since the
reasoning hereafter can be applied to each equisingular stratum of Sn−k1−1 ∩ (S2)

q1
τ1 , without loss

of generality we assume that Sn−k1−1 ∩ (S2)
q1
τ1 is equisingular.

Let us choose an arbitrary point q2 ∈ Sn−k1−1 ∩ (S2)
q1
τ1 (depending on q1 and τ1). Following

Section 6.2, we take privileged coordinates around q2 straightening (S2)
q1
τ1 , depending smoothly

on q1 ∈ S1 and, thanks to the nilpotentizability assumption, on τ1 ∈ [−1, 1] (including τ1 = 0).
We are led to consider the following characteristic integers, which do not depend on τ1 ∈ R for
|τ1| > 0 small enough nor on q1 ∈ S1:

• QM (S2) = QR
n

((S2)
q1
τ1) (defined by (74) in Appendix A.3);

• QS2 = Q(S2)
q1
τ1 (Hausdorff dimension of S2, defined by (76) in Appendix A.3);

• QSn−k1−1∩(S2)
q1
τ1 = Qδq1τ1 (S

n−k1−1)∩S2 (Hausdorff dimension of Sn−k1−1 ∩ (S2)
q1
τ1);

• QSn−k1−1 (Sn−k1−1 ∩ (S2)
q1
τ1

)
.

Actually, since D is S -nilpotentizable, the above four integers are respectively equal to QR
n

(Ŝ2

q
),

QŜ2
q1

, QSn−k1−1∩Ŝ2
q1

and QSn−k1−1

(Sn−k1−1 ∩ Ŝ2

q1
), but this fact is not useful.

By Lemma A.1 and Remark A.3 (in Appendix A.5.2) applied to P1(q1, τ1) = Sn−k1−1 ∩ (S2)
q1
τ1

and N2(q1, τ1) = (S2)
q1
τ1 , for every q1 ∈ S1 and for every τ1 with |τ1| > 0 small enough, including

τ1 = 0 by using the nilpotentizability assumption, there exists a smooth submanifold P (q1, τ1) of
M of topological dimension n − k1 − 1, depending smoothly on q1 ∈ S1 and on τ1, containing
P1(q1, τ1) and intersecting (S2)

q1
τ1 transversally, such that

QP (q1,τ1)(P (q1, τ1) ∩ (S2)
q1
τ1)−QP (q1,τ1)∩(S2)

q1
τ1 = QM (S2)−QS2 .

Note that the S -nilpotentizability assumption ensures that P (q1, τ1) depends smoothly on τ1 at
τ1 = 0.

Now, we replace Sn−k1−1 by P (q1, τ1). Although it now depends on τ1, we choose to keep the
same notation Sn−k1−1 in what follows. The important formula (32) is still valid although Sn−k1−1

is not exactly the unit Euclidean sphere (see Remark 6.1). Hence, we have

QSn−k1−1 (Sn−k1−1 ∩ (S2)
q1
τ1

)
−QSn−k1−1∩(S2)

q1
τ1 = QM (S2)−QS2 (56)

for every q1 ∈ S1 and every τ1 with |τ1| small enough. Note that (56) may fail if Sn−k1−1

differs from P (q1, τ1) (see Remark A.2 in Appendix A.5.2). Hence, adapting the definition of
Sn−k1−1 is important. Note also that, when Sn−k1−1 ∩ (S2)

q1
τ1 is stratified by equisingular smooth

submanifolds, it is understood that (56) holds for any equisingular stratum of Sn−k1−1 ∩ (S2)
q1
τ1 .

Applying the (J +K)-decomposition to the integral Iq1τ1 (t1), we have

Iq1τ1 (t1) = Jq1
τ1 (t1) +Kq1

τ1 (t1) (57)

for every t1 > 0 with Jq1
τ1 (t1) and K

q1
τ1 (t1) defined as in (33), with M replaced by Sn−k1−1 and S

by Sn−k1−1 ∩ (S2)
q1
τ1 . In what follows, we denote

f q1
τ1 (σ) = f(δq1τ1 (0, σ)), f q1,q2

τ1,τ2 (σ) = f q1
τ1 (δ

q2
τ2 (0, σ)), eq1,q2τ1,τ2 = (eq1τ1)

q2
τ2 .
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Following Section 6.3.1, since (
√
t1)

QM (S2) eq1τ1
(
t1, δ

q2√
t1
(x), δq2√

t1
(x)
)
= eq1,q2

τ1,
√
t1
(1, x, x), we obtain

Jq1
τ1 (t1) =

1

t
QS2/2
1

∫

Sn−k1−1∩(S2)
q1
τ1

∫

Bn−k2

f q1,q2
τ1,

√
t1
(x) eq1,q2

τ1,
√
t1
(1, x, x) dx dµ2(q2).

In order to express Kq1
τ1 (t1), we first need to adapt the change of variable (32) to the new

context: in Section 6.2, we considered transverse polar coordinates along S on the manifold

M ≃ [0,+∞) × S × Sn−k−1 endowed with the measure τQ
M (S )−QS −1 dσ ⊗ µS ⊗ dτ . Now,

we consider transverse polar coordinates along Sn−k1−1 ∩ (S2)
q1
τ1 on the manifold Sn−k1−1 ≃

[0,+∞)×
(
Sn−k1−1 ∩ (S2)

q1
τ1

)
× Sn−k2−1 endowed, thanks to (56), with the measure

τ
QM (S2)−QS2−1
2 dτ ⊗ µ2 ⊗ dσ

where µ2 is the smooth measure defined as in Section 6.2 on the (k2−k1−1)-dimensional subman-
ifold Sn−k1−1 ∩ (S2)

q1
τ1 (in the local chart, Sn−k2−1 is considered as a submanifold of Sn−k1−1).

Recall that, since D is S -nilpotentizable, (S2)
q1
τ1 is diffeomorphic to Ŝ2

q1
with a diffeomorphism

depending smoothly on τ1. Actually, this construction is performed on every equisingular stratum
of Sn−k1−1 ∩ (S2)

q1
τ1 . Then, following Section 6.3.2 and in particular (36), we obtain

Kq1
τ1 (t1) =

∫ 1

√
t1

τ−QS2−1
2

∫

Sn−k1−1∩(S2)
q1
τ1

Iq1,q2τ1,τ2

(
t1
τ22

)
dµ2(q2) dτ2

where

Iq1,q2τ1,τ2 (t2) =

∫

Sn−k2−1

f q1,q2
τ1,τ2 (σ) e

q1,q2
τ1,τ2(t2, σ, σ) dσ ∀t2 > 0. (58)

In (58), Sn−k2−1 is identified with a submanifold of codimension one of Sn−k1−1, that is an
hypersphere of Sn−k2−1 centered around Sn−k1−1 ∩ (S2)

q1
τ1 . Taking t1 = t

τ2
1
, it follows from (55)

and (57) that K(t) is the sum of two terms:

K(t) =
1

tQS2/2

∫ 1

√
t

τQ
S2−QS1−1

1 G1

(
τ1,

√
t

τ1

)
dτ1

+

∫ 1

√
t

τ−QS1−1
1

∫ 1

√
t

τ1

τ−QS2−1
2 Iτ1,τ2

(
t

τ21 τ
2
2

)
dτ2 dτ1 (59)

with

G1(τ1, τ2) =

∫

S1

∫

Sn−k1−1∩(S2)
q1
τ1

∫

Bn−k2

f q1,q2
τ1,τ2 (x) e

q1,q2
τ1,τ2(1, x, x) dx dµ2(q2) dµS1(q1) (60)

for all (τ1, τ2) ∈ R2, and

Iτ1,τ2(t2) =

∫

S1

∫

Sn−k1−1∩(S2)
q1
τ1

Iq1,q2τ1,τ2 (t2) dµ2(q2) dµS1(q1)

for all (τ1, τ2) ∈ R2 and for every t2 > 0 (we will take t2 = t1
τ2
2
= t

τ2
1 τ

2
2
). Note that the two terms at

the right-hand side of (59) are coming from a (J +K)-decomposition. By Remark 6.4, we know
in advance that the dominating term in the small-time asymptotics of K(t) will be of the order of
that of the second term at the right-hand side of (59), although the first term may contribute to
the main term.
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Case p = 2. When p = 2, in the integral (58), the variable σ, which ranges over the sphere
Sn−k2−1, belongs to the regular region S3 = M \ S , hence QR

n

(σ) = QM\S = QS3 and thus,
using (91) (and neglecting the remainder terms),

eq1,q2τ1,τ2

(
t

τ21 τ
2
2

, σ, σ

)
=
τQ

S3

1 τQ
S3

2

tQS3/2
eq1,q2,σ
τ1,τ2,

√
t

τ1τ2

(1, 0, 0)

and therefore, in this case, the second term at the right-hand side of (59) is

1

tQM\S /2

∫ 1

√
t

τQ
S3−QS1−1

1

∫ 1

√
t

τ1

τQ
S3−QS2−1

2 G2

(
τ1, τ2,

√
t

τ1τ2

)
dτ2 dτ1

with

G2 (τ1, τ2, ε) =

∫

S1

∫

Sn−k1−1∩(S2)
q1
τ1

∫

Sn−k2−1

f q1,q2
τ1,τ2 (σ) e

q1,q2,σ
τ1,τ2,ε (1, 0, 0) dσ dµ2(q2) dµS1(q1) (61)

for all (τ1, τ2, ε) ∈ R3. Hence, with the notations of Appendix D.2, we have I(t) = J(t) + K(t)
with

K(t) =
1

tQS2/2
IQS2−QS1−1[G1](

√
t) +

1

tQS3/2
IQS3−QS1−1,QS3−QS2−1[G2](

√
t). (62)

Since D is S -nilpotentizable, by Lemma 6.1, the function G1 defined by (60) is smooth. Using the
extension of Lemma 6.1 stated in Remark 6.7, eq1,q2,στ1,τ2,ε (1, 0, 0) depends smoothly on τ1, τ2, ε ∈ R,

q1 ∈ S1, q2 ∈ Sn−k1−1 ∩ (S2)
q1
τ1 , σ ∈ Sn−k2−1, is even with respect to ε, and hence the function

G2 defined by (61) is smooth and is even with respect to ε.

Case p > 2. When p > 2, the procedure is continued: we apply the (J +K)-decomposition to
Iτ1,τ2(t2). This iterative procedure is performed until we reach the stratum Sp+1 = M \ S . We
do not give any details. We obtain finally, with the notations of Appendix D,

I(t) =
FJ (

√
t)

tQS1/2
+

p+1∑

i=2

1

tQSi/2
IQSi−QS1−1,...,QSi−QSi−1−1[Gi−1](

√
t) (63)

where all functions Gi are smooth thanks to the S -nilpotentizability assumption.
The results stated in the theorem now readily follow from Proposition D.2 in Appendix D.

9 Local Weyl law in the non-nilpotentizable case

In this section, we investigate the more general case where the horizontal distribution D may fail
to be S -nilpotentizable, as in Example 6.1 given in Section 6.4 (X1 = ∂1, X2 = (x21 + x22) ∂2).
We first give in Section 9.1 a general result for analytic sR structures, proved in Sections 9.2 and
9.3. In Section 9.4 we give examples of local Weyl laws for non-analytic sR structures, exhibiting
non-standard Weyl asymptotics.

9.1 Analytic sR structures

In this section, we assume that the sR structure (M,D, g) is real analytic, meaning that the
manifold M and the vector fields X1, . . . , Xm defining the sR structure are real analytic. We also
assume that the measure µ is real analytic. Actually, the following slightly weaker assumption is
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sufficient: given any q ∈ M , there exists a chart at q in which the vector fields X1, . . . , Xm and
the density of µ are real analytic.

Since (M,D, g) is analytic, the singular set S and thus also the manifold M are Whitney
stratified by strata that are equisingular analytic submanifolds of M (this is a consequence of
subanalytic theory, see Appendix E).

With the notations given at the beginning of Section 8, we consider the integers Qs (maximal
Hausdorff dimension of equisingular strata of M) and ms ∈ {1, . . . , n + 1} (maximal multiplicity
of Qs). Let pmax + 1 be the maximal length of all chains of strata at q, over all q ∈M . Note that
pmax ∈ {1, . . . , n}.

Theorem 9.1. There exist k ∈ {0, . . . , pmax} and a rational number γ ∈ Q, depending only on
the horizontal distribution D = Span(X) (and not on the metric g), satisfying γ >

1
2Qs and if

γ = 1
2Qs then k > ms − 1, and there exists ℓ ∈ N∗ such that, for any f ∈ C∞(M), the function

t 7→ Tr(Mf e
t△) =

∫
M f(q) e(t, q, q) dµ(q) has an asymptotic expansion as t → 0+ with respect

to the scale of functions tj/ℓ−γ | ln t|i, with i ∈ {0, . . . , k} and j ∈ N. Moreover, there exists a
nontrivial Borel measure ν on M such that, for every f ∈ C0(M),

Tr(Mf e
t△) =

(∫

N
f dν

) | ln t|k
tγ

+ o

( | ln t|k
tγ

)

as t→ 0+. The support of ν is an equisingular stratified submanifold N of M . As a consequence,
the local Weyl measure exists and is w△ = ν/ν(N ), and

N(λ) ∼
λ→+∞

ν(N )

Γ(γ + 1)
λγ lnk λ.

Theorem 9.1 shows that, in the real analytic case, the maximal complexity of the asymptotics
of N(λ) is a positive rational power of λ times an integer power of lnλ. The asymptotic expansion
of the local Weyl law cannot involve an irrational power of t nor a term in ln | ln t| for instance, as
it may happen for non-analytic sR structures (see Section 9.4).

The statement on γ and k implies that the dominating term | ln t|k/tγ of the small-time asymp-
totics of the local Weyl law is always greater than or equal to the dominating term | ln t|ms−1/tQ

s/2

obtained in Theorem 8.1 in the equisingular stratified nilpotentizable case.
In contrast to Theorem 8.1, as confirmed by the examples hereafter, the Hausdorff dimensions

of equisingular strata do not seem to play a role and we do not have any information on the
submanifold N on which the Weyl measure is concentrated. The next examples and the proof
of the theorem (done in Section 9.2) show anyway that, in the absence of nilpotentizability, the
situation may become extremely complicated. Actually, N , γ and k depend not only on the
nilpotentizations at points of M , but also on terms of higher order which do not seem to have any
evident geometric interpretation.

Examples. In the examples given in Table 1, we give the dominating term (up to a multiplying
scalar) of the trace Tr(Mf e

t△) as t → 0+ and of the Weyl counting function N(λ) as λ → +∞.
For each example, the computations are quite lengthy and are not reported here. They consist
in following the algorithmic procedure described throughout the steps of the proof of the theorem
given in Sections 9.2 and 9.3.

Case 1 of Table 1 is the k-Baouendi-Grushin case with tangency point. For k = 2, it has been
studied in Section 7.5 where it was already observed that the tangency point does not add any
complexity to the trace asymptotics.
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Table 1: Examples of trace asymptotics and Weyl laws

Case Tr(Mf e
t△) N(λ) N

1
X1 = ∂1, X2 = (xk1 − x2) ∂2

k > 2
| ln t|

t λ lnλ {x2 = xk1}

2 X1 = ∂1, X2 = (x2p1 + x1x
k
2) ∂2

| ln t|2
t λ ln2 λ {(0, 0)} if k = 1

p, k ∈ N∗ 1

tp+
1
2
− 2p−1

2k

λp+
1
2−

2p−1
2k {(0, 0)} if k > 2

3 X1 = ∂1, X2 = (x21 + x22)
k ∂2

| ln t|
t λ lnλ {(0, 0)} if k = 1

k ∈ N∗ 1
tk

λk {(0, 0)} if k > 2

4 X1 = ∂1, X2 = xm1 (x2p1 + x2k2 ) ∂2
| ln t|
t1+

m
2

λ1+
m
2 lnλ {(0, 0)} if p = k = 1

m ∈ N, p, k ∈ N∗ 1

t
m+1

2
+p− p

2k

λ
m+1

2 +p− p
2k {(0, 0)} {(0, 0)}

5 X1 = ∂1, X2 = (x21 − x32) ∂2
1

t7/6
λ7/6 {(0, 0)}

6 X1 = ∂1, X2 = (x41 + x21x
2
2 + x2k2 ) ∂2

1
t2 λ2 {(0, 0)} if k > 3

7 X1 = ∂1, X2 = ∂2 + x1 ∂3 + x21 ∂5,
1

t7/2
λ7/2 R5 if k = 2

X3 = ∂4 + (xk1 + xk2) ∂5
| ln t|
t
7
2

λ7/2 lnλ {x1 = x2 = 0} if k = 3

k > 2 1

t
4− 1

k−1
λ4−

1
k−1 {x1 = x2 = 0} if k > 4

Cases 2, 4 and 5 illustrate the genuine rationality of γ in Theorem 9.1, in contrast to Theorem
8.1. Note that, in Cases 2 and 4, the Hausdorff dimensions of the singular strata do not depend
on p and k. For instance in Case 2 we have S = S1 ∪ S2 ∪ S ′

2 with S1 = {x1 = x2 = 0},
S2 = {x1 = 0, x2 6= 0} and S ′

2 = {x1 6= 0, x2p−1
1 + xk2 = 0} (equisingular strata), and we have

QS1 = 0 and QS2 = QS
′
2 = QM\S = 2 for any p, k ∈ N∗, while the dominating term in the

small-time asymptotics of the Weyl law depends on p and k. Since the sR weights do not depend
on k, this shows that, here, terms of higher order, not related to the Lie structure, have an impact
on the Weyl law (contrarily to Case 6).

Case 3 is a generalization of Example 6.1, which was given in Section 6.4 as a simple example
where nilpotentizability fails. We have S = {x1 = x2 = 0} and QS = 0 and QM\S = 2 for any
k ∈ N∗. Note that, although M consists of only two strata and QM\S > QS , the Weyl measure
is concentrated on S , in contrast to Theorem 7.1 (see in particular Remark 7.1).

More generally, in contrast to Theorem 8.1 where the support Ns of the Weyl measure is the
closure of a union of strata of maximal Hausdorff dimension, in Cases 2, 3, 4 and 5 we have
N = {(0, 0)} which is of Hausdorff dimension 0 and thus not maximal. We have N ( Ns on these
examples.

Case 7 corresponds to [40, Example 6.5]. We have S = {x1 = x2 = 0} and QS = 6 and
QM\S = 7 for any k > 2 (see also Example 9.1 further). For k = 3 a logarithm appears in the
asymptotics of the Weyl law, in contrast to Theorem 8.1 where the power of the logarithm was
ms − 1 (here, ms = 1).

In view of those examples, one may wonder whether, given any rational number γ > 1
2Qs and

any k ∈ {0, . . . , n}, there exists a sR structure whose Weyl counting function’s asymptotics is
λγ lnk λ up to a multiplying scalar. We leave this issue open.
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Remark 9.1. The fact that N(λ)/λγ lnk λ is bounded above and below by some positive con-
stants follows from the Fefferman-Phong estimate (3) recalled in the introduction. Indeed, it
can be proved, by following (in a much simpler way) the developments done in Section 9.3, that∫
M

1
µ(BsR(q,1/

√
λ))

dµ(q) is of the order of λγ lnk λ as λ → +∞. This is what is done in the recent

preprint [24] for homogeneous sR structures (also dealing with Dirichlet boundary conditions),
which we have discovered while finishing the present article. As already said in the introduction,
here, our analysis not only leads to an equivalent, but also to a small-time expansion of the local
Weyl law at any order.

9.2 Proof of Theorem 9.1

9.2.1 A first motivating example

As a prelude, let us consider Example 6.1, which is a very simple example where the nilpotentiz-
ability property fails. Near q1 = (0, 0) ∈ M ≃ R2, we have X1(x) = ∂1 and X2(x) = (x21 + x22) ∂2
and thus S = {(0, 0)} (one singular stratum). For any τ1 > 0, we have (X1)

q1
τ1(x) = ∂1 and

(X2)
q1
τ1(x) = (x21+τ

4
1x

2
2) ∂2, so that S q1

τ1 = {(0, 0)} (one singular stratum), QS = 0 andQM\S = 2.
As in (29) in Section 6, we set I(t) =

∫
R2 f(q) e(t, q, q) dq with f smooth, compactly supported in

B(0, 1), such that f(q1) 6= 0. We perform the (J +K)-decomposition (see Section 6.3) and we ob-
tain I(t) = J(t)+K(t) with J(t) that is a smooth function of

√
t, and J(t) ∼ f(q1)

∫
R2 ê

q1(t, y, y) dy
as t → 0+ (see Section 6.3.1), while K(t) is much more difficult to estimate. Here, since there
is only one singular stratum (which is a singleton), we can follow the beginning of Section 7.4:
according to (42) and (43), we have

K(t) =
1

t

∫ 1

√
t

τ1

∫

S1

f(δq1τ1 (σ)) e
q1,σ

τ1,
√
t/τ1

(1, 0, 0) dσ dτ1

but eq1,στ1,τ2(1, 0, 0) does not depend smoothly on (τ1, τ2) due to the lack of nilpotentizability at q1.
Any σ ∈ S1 can be written as σ = (sin θ, cos θ) for θ ∈ [−π, π], and making the change of

variable x1 = sin θ + y1, x2 = cos θ + y2 we find (X1)
q1,σ
τ1,τ2(y) = ∂1 and (X2)

q1,σ
τ1,τ2(y) = (sin2 θ +

τ41 cos2 θ + 2τ2 sin θ y1 + τ22 y
2
1 + 2τ41 τ2 cos θ y2 + τ31 τ

2
2 y

2
2) ∂2.

Far from θ ∈ {0, π}, the sR structure generated by ((X1)
q1,σ
τ1,τ2 , (X2)

q1,σ
τ1,τ2) is “uniformly” Rieman-

nian with respect to (τ1, τ2) and thus in this region eq1,στ1,τ2(1, 0, 0) depends smoothly on (τ1, τ2) and
we can apply the arguments developed in Section 7.4 (see in particular (52)): the corresponding
contribution in K(t) is equivalent to Cst

t as t→ 0. Hence, the difficulty is concentrated near θ = 0
and θ = π. Let us focus on θ = 0.

We have σθ ≃ (θ, 1) and thus (X2)
q1,σθ

τ1,
√
t/τ1

(y) ≃ (τ41 + θ2 + 2 θ
√
t

τ1
y1 + t

τ2
1
y21 + · · · ) ∂2: the

above “uniform” Riemannian property is lost. Here, there is a kind of “competition” between the
parameters t, τ1 and θ, leading to an algebraic decomposition of [0, 1]3:

• The monomial τ41 dominates in the region of [0, 1]3 where τ21 > |θ| and τ1 > t1/6. In this

region, we have (X2)
q1,σθ
τ1,τ2 (y) = τ41 U

(
t, τ1, θ,

θ
τ2
1
, t

1/6

τ1
, y1
)
∂2 = τ41Y2(y) where U is a non-vanishing

smooth function and, setting Y1 = (X1)
q1,σθ
τ1,τ2 , we see that the sR structure generated by (Y1, Y2)

is Riemannian in this region and therefore the corresponding heat kernel is a smooth function of
the variables inside the function U . The corresponding contribution in the integral K(t) is then
equivalent, as t→ 0, to

Cst

t

∫ 1

t1/6
τ1

∫ τ2
1

−τ2
1

1

τ41
dθ dτ1 ∼ Cst

| ln t|
t

.

• The monomial t
τ2
1
dominates in the region of [0, 1]3 where τ1 < t1/6 and |θ| <

√
t/τ1. In this

region, we have (X2)
q1,σθ
τ1,τ2 (y) =

t
τ2
1
Y2(y) where Y2(y) = (y21+· · · ) ∂y2 . The sR structure generated
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by (Y1, Y2) is a 2-Baouendi-Grushin structure in this region. Then, similarly, the corresponding
contribution in the integral K(t) is equivalent, as t→ 0, to

Cst

t

∫ t1/6

√
t

τ1

∫ √
t/τ1

−
√
t/τ1

τ21
t
dθ dτ1 ∼ Cst

t
.

• The monomial θ2 dominates in the region of [0, 1]3 where τ1 <
√
θ and

√
t < τ1θ. In this region,

we have (X2)
q1,σθ
τ1,τ2 (y) = θ2Y2(y), where (Y1, Y2) is Riemannian. The corresponding contribution

in the integral K(t) is equivalent, as t→ 0, to

Cst

t

∫ t1/6

t

τ1

∫ 1

√
t/τ1

dθ

θ2
dτ1 +

Cst

t

∫ 1

t1/6
τ1

∫ 1

τ2
1

dθ

θ2
dτ1 ∼ Cst

| ln t|
t

.

• The monomial
√
t

τ1
can never dominate.

We thus conclude that I(t) ∼ K(t) ∼ Cst | ln t|
t as t→ 0+.

9.2.2 Preliminaries: difficulties due to the absence of nilpotentizability

We follow the strategy developed in Section 7 (case of one singular stratum) and in Section 8
(case of multiple singular strata), but we have to adapt the arguments at all steps where the
nilpotentizability assumption was used: the analysis performed in these sections remains valid
except when we consider limits as τi → 0. Indeed, in the absence of nilpotentizability, these limits
do not exist in general. This complicates significantly the analysis.

Here and in the sequel, we use the following convenient notation: given any k-tuple z =
(z1, . . . , zk) of elements of some set, for any i ∈ {1, . . . , k} we denote z6i = (z1, . . . , zi) and
z<i = (z1, . . . , zi−1), with the agreement that z<1 = ∅.

What has to be done. Like in Section 8.3, we consider q ∈ M and an exhaustive (in terms of
topological dimensions) chain C = (S1, . . . ,Sp,Sp+1) of strata at q, with Sp+1 =M \S . When
p = 1, we have S2 =M \ S like in the case of only one singular stratum treated in Section 7.

When p = 1, in the (J +K)-decomposition (33) written in Section 6.3, the integral J(t) is still
expanded as (34) and the integral K(t), which is performed on

√
t 6 τ1 6 1, is still written as (42)

in Section 7.4 and involves the term eq1,σ
τ1,

√
t

τ1

(1, 0, 0), with q1 ∈ S1 and σ ∈ Sn−k1−1.

When p > 2, we still have (62) or the general formula (63), and we have to estimate the
small-time asymptotics of nested integrals over q1 ∈ S1, over qj ∈ Sn−kj−1−1 ∩ (Sj)

q<j
τ<j for j ∈

{2, . . . , p+ 1}, and possibly over y ∈ Bn−kp , of nested integrals with respect to τ1, . . . , τj that are
of the form

1

tℓ/2

∫ 1

√
t

τ ℓ−ℓ1
1

∫ 1

√
t

τ1

τ ℓ−ℓ2
2 · · ·

∫ 1

√
t

τ1···τj−1

τ
ℓ−ℓj
j f

q6j ,qj+1

τ6j,
√

t
τ1···τj

(y) e
q6j ,qj+1

τ6j ,
√

t
τ1···τj

(1, y, y) dτj · · · dτ2 dτ1 (64)

with ℓ = QSj+1 and ℓi = QSi + 1 for i = 1, . . . , j.
In the absence of nilpotentizability, such integrals (64) are challenging to estimate in small

time t, because not only we have to estimate, for any j ∈ N∗, the (blowing-up) asymptotics of
e
q6j
τ6j (1, y, y) as τ1 · · · τj → 0, but we also have to parametrize the manifold Sn−kj−1−1 ∩ (Sj)

q<j
τ<j in

an adequate way in order to estimate its asymptotics as τ1 · · · τj → 0, as discussed hereafter.
Before coming to that point, similarly as in Remark 6.4 in Section 6.3.2, we can already observe

that, since the heat kernel function inside the nested integral (64) is always greater than a positive
constant (on the domain of integration), it follows that I(t) is always greater than (63), i.e., than
the trace asymptotics given by Theorem 8.1. Taking f = 1, this already shows that γ >

1
2Qs and

that if γ = 1
2Qs then k > ms − 1, in the statement of Theorem 9.1.

59



Loss of smoothness of the heat kernel. The conclusion of Lemma 6.1 (and Remark 6.7)
in Section 6.4.2 fails if D is not S -nilpotentizable: given any j ∈ N∗, it is not true anymore
that e

q6j
τ6j(1, y, y) can be extended to a smooth function of τ6j ∈ [−1, 1]j, equal to ê q6j (1, y, y)

(nilpotentized heat kernel) at τ6j = (0, . . . , 0). Therefore, the functions G defined by (43), G1

defined by (60), G2 defined by (61), and Gj in (63), may fail to have a smooth extension, and thus
Propositions D.1 or D.2 in Appendix D cannot be applied directly to estimate the integrals (64).

We recall that, by definition, e
q6j
τ6j is the heat kernel generated by the sR Laplacian corresponding

to the m-tuple of vector fields X
q6j
τ6j = τ1 · · · τj(δq1τ1 ◦ · · · ◦ δ

qj
τj )

∗X (see (39) in Section 6.4.2). In the

absence of nilpotentizability, X
q6j
τ6j does not depend smoothly on its arguments.

Actually, as alluded above, we are going to show that, in the non-nilpotentizable case, e
q6j
τ6j(1, y, y)

may blow up as τ1 · · · τj → 0, with an asymptotics that is given “piecewise” as a fractional mono-
mial in the τi (see Lemma 9.1 in the next section). Knowing this asymptotics will enable us to
estimate the integral (64).

Problem of smooth parametrization. The manifold Sn−kj−1−1 ∩ (Sj)
q<j
τ<j is constructed by

induction on j ∈ {2, . . . , p+ 1}. Recall that, by definition,

(Sj)
q<j
τ<j

= (Sj)
q<j
τ<j

=
(
δqj−1
τj

)−1(
(Sj)

q1,...,qj−2
τ1,...,τj−2

)
=
(
δq1τ1 ◦ · · · ◦ δqj−1

τj−1

)−1
(Sj)

with δqiτi = (ψqi)−1 ◦ δτi), where ψqi is a chart of privileged coordinates at qi.
For j = 2, we consider Xq1,q2

τ1,τ2 = (δq2τ2 )
∗Xq1

τ1 = (δq1τ1 ◦ δq2τ2 )∗X for τ1, τ2 ∈ (0, 1], q1 ∈ S1 and

q2 ∈ Sn−k1−1 ∩ (S1)
q1
τ1 . Extending the m-tuple Xq1,q2

τ1,τ2 at τ1 = 0 requires to find a parametrization

of the manifold Sn−k1−1∩(S1)
q1
τ1 that can be extended at τ1 = 0 and that depends at least piecewise

smoothly on τ1 ∈ [0, 1] and q1 ∈ S1. But, when nilpotentizability fails, it is not true anymore that

(S1)
q1
τ1 is diffeomorphic to Ŝ1

q1
, uniformly with respect to τ1 ∈ (0, 1]: in Example 6.1 (given at

the beginning of Section 6.4), we have S q
τ = {(0, 0)} for every τ > 0 but Ŝ q = {x1 = 0}. Let us

give another example where, in contrast, we have Ŝ q1 = ∅ while (S )q1τ 6= ∅ for τ > 0.

Example 9.1. Following [40, Example 6.5], consider the sR case in R5 generated by

X1 = ∂x1 , X2 = ∂x2 + x1 ∂x3 + x21 ∂x5 , X3 = ∂x4 + (xk1 + xk2) ∂x5 ,

for k > 2. We have S = {x1 = x2 = 0} (equisingular), QS = 6 and QM\S = 7. Taking
q1 = (0, 0, 0, 0, 0), for every τ 6= 0 we have (X1)

q1
τ = X1, (X2)

q1
τ = X2 and (X3)

q1
τ = ∂x4 +

τk−2(xk1 + xk2) ∂x5 , hence (S )q1τ = S = {x1 = x2 = 0}. However, for τ = 0 we find X̂1

q1
= X1,

X̂2

q1
= X2 and X̂3

q1
= ∂x4 if k > 3 (while X̂3

q1
= ∂x4 + (x21 + x22) ∂x5 if k = 2), hence Ŝ q1 = ∅ if

k > 3, meaning that the nilpotentization at q1 is equiregular.

Moreover, once an adequate parametrization of Sn−k1−1 ∩ (S1)
q1
τ1 in function of τ1 ∈ [0, 1]

(giving a sense to the limit at τ1 = 0) and q1 ∈ S1 has been found, in order to define Xq1,q2
τ1,τ2

and compute an expansion of it for small τ1 and τ2, we have to define δq2τ2 = (ψq2)−1 ◦ δτ2 , which
requires to construct a chart of privileged coordinates ψq2 at any q2 ∈ Sn−k1−1 ∩ (S1)

q1
τ1 that does

not degenerate as τ1 → 0, i.e., such that its Jacobian remains positive and bounded.
Finally, once all these problems have been solved, one has to estimate, by induction, the

asymptotics of the heat kernel e
q6j
τ6j(1, y, y) as τ1 · · · τj → 0 and infer the small-time asymptotics of

the integrals (64).

9.2.3 The key lemma

The lemma hereafter is the key result to establish Theorem 9.1. A mapping F defined on a smooth
finite-dimensional manifold P is said to be piecewise smooth if P is Whitney stratified and F is
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smooth on every stratum of maximal dimension (up to the boundary), i.e., P is the closure of the
finite union of disjoint open smooth submanifolds of P and F is has a smooth extension on an
open set containing the closure of every such submanifold.

Lemma 9.1. We set N1 = S1, θ1 = q1, τ = (τ1, . . . , τp) and θ = (θ1, . . . , θp). For every
j ∈ {2, . . . , p + 1}, there exists a piecewise smooth parametrization of Sn−kj−1−1 ∩ (Sj)

q<j
τ<j given

as follows: there exists a smooth compact manifold Nj of dimension kj − kj−1 − 1 and a piecewise
smooth mapping (τ<j , θ<j , θj) 7→ qj(τ<j , θ<j, θj) on [0, 1]j−1 ×N<j ×Nj such that

qj(τ<j , θ<j , Nj) = Sn−kj−1−1 ∩ (Sj)
q<j
τ<j

∀τ<j ∈ (0, 1]j−1 ∀θ<j ∈ N<j .

For every j ∈ {1, . . . , p}, we define

Dj+1 = {(t, τ6j) ∈ (0, 1]j+1 |
√
t 6 τ1 · · · τj 6 1}. (65)

Denoting for short qj = qj(τ<j , θ6j), we consider the function

e
q6j ,qj+1

τ6j,
√

t
τ1···τj

(1, y, y) (66)

of (t, τ6j) ∈ Dj+1, of θ6j+1 ∈ N6j+1 and of y ∈ W where W is a relatively compact open
neighborhood of 0 in Rn. The set Dj+1 ×N6j+1 ×W is the closure of the finite union of disjoint
open smooth submanifolds, the projection onto (0, 1]j+1 of each of them having the (cylindrical)
form

a0(θ6j+1, y) < t < b0(θ6j+1, y),

ai(t, τ<i, θ6j+1, y) < τi < bi(t, τ<i, θ6j+1, y), i = 1, . . . , j,

for some smooth functions ai and bi such that 0 6 ai(·) < bi(·) 6 1 for every i ∈ {0, . . . , j}, with
either ai(·) > 0 or ai(·) ≡ 0, having a Puiseux expansion with respect to t near t = 0 at any
order with coefficients that are smooth functions of (τ<i, θ6j+1, y), and in each such submanifold
the function (66) can be written as

t−ℓ′/2
j∏

i=1

ταi

i F

(
t1/ℓ,

(
ai(t, τ<i, θ6j+1, y)

τi

)1/ℓi

16i6j

,

(
τi

bi(t, τ<i, θ6j+1, y)

)1/ℓi

16i6j

, θ6j+1, y

)
(67)

for some ℓ′ ∈ N, α1, . . . , αj ∈ Q, ℓ, ℓ1, . . . , ℓj ∈ N∗, and some positive C∞ function F defined on
an open set containing [0, 1]1+2j ×N6j+1 ×W .

What is important in this lemma is that, in each submanifold of the partition, the function F
is smooth up to the boundary of the submanifold and is bounded below and above by a positive
constant. Note that, when t → 0 and τ6j → 0, the limit value of F (⋆) in (67) depends on those
of the ratios ai(t, τ<i, θ6j+1, y)/τi and τi/bi(t, τ<i, θ6j+1, y). Hence, the term F (⋆) in (67) is not
a piecewise smooth function of (t, τ6j , θ6j+1, y) in the closure of the submanifold. In some sense,
F (⋆) plays the role of an angle in polar coordinates, and for each fixed “angle” the asymptotics of

e
q6j ,qj+1

τ6j,
√

t
τ1···τj

(1, y, y) as t → 0 and τ6j → 0 is the fractional monomial t−ℓ′/2
∏j

i=1 τ
αi

i multiplied by

a positive constant. Lemma 9.1 thus provides a kind of desingularization of the heat kernel.
Lemma 9.1 is proved in Section 9.3, where we establish more precise results, based on sub-

analytic geometry and in particular on subanalytic cell preparation theorems (see Appendix E),
showing that any subanalytic function can be written as a locally fractional normal crossings form
in adequate cells partitioning the manifold, i.e., in each cell, as the product of a fractional mono-
mial with a unit analytic function. The prepared form (67) is a bit technical (anyway, this is the
nature of things) but is adequately devised to infer the small-time asymptotics of the integrals
(64), as shown hereafter.
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9.2.4 End of the proof of Theorem 9.1

Thanks to Lemma 9.1, we can establish Theorem 9.1.
For p = 1, it follows from Lemma 9.1 that K(t) (given by (42)) is a finite sum of integrals over

submanifolds of S1 × Sn−k1−1 of integrals of the form

1

t(QM\S +ℓ′)/2

∫ b1(t,q1,σ)

a1(t,q1,σ)

τβ1

1 F

(
t1/ℓ,

(
a1(t, q1, σ)

τ1

)1/ℓ1

,

(
τ1

b1(t, q1, σ)

)1/ℓ1

, q1, σ

)
dτ1

for some ℓ′ ∈ N, β1 ∈ Q and some smooth function F . Using that a1 and b1 have Puiseux
expansions with respect to t at t = 0, with coefficients that are smooth functions of q1 and σ,
by an easy adaptation of the proof of Proposition D.1 in Appendix D, such integrals have an
infinite-order asymptotic expansion as t→ 0 of the form

1

tγ

+∞∑

j=1

(
cj(q1, σ)t

j/ℓ| ln t|+ dj(q1, σ)t
j/ℓ
)
+O(t∞)

for some γ ∈ Q and some smooth functions cj and dj . The result follows.
For p > 2, we have to estimate integrals (64), which are finite sums of integrals of the form

1

t(QM\S +ℓ′)/2

∫ 1

√
t

τβ1

1

∫ 1

√
t

τ1

τβ2

2 · · ·
∫ 1

√
t

τ1···τj−1

τ
βj

j F (⋆) dτj · · · dτ2 dτ1

for some ℓ′ ∈ N, βi ∈ Q, where F (⋆) is like in (67). Integrating iteratively as in the proof of
Proposition D.2 in Appendix D.2, we obtain the result. A new occurence of | ln t| may (only) occur
each time we integrate with respect to a parameter τi, whence k 6 pmax in the theorem.

Remark 9.2. The above argument of proof is close to that done in [59, Théorème 1], in [27,
Theorem 1.3 and Section 8] or in [73, Corollary 6.4], where it is shown that parametric integrals
of globally subanalytic functions are log-analytic functions of order at most 1 (see [58]), meaning
that they can always be written, piecewise, as sums of products of globally subanalytic functions
and their logarithms and thus can be expanded exactly like in the theorem.

9.3 Proof of Lemma 9.1

As alluded above, the proof of Lemma 9.1 uses some results of subanalytic geometry that are
recalled in Appendix E. The reader is thus invited to read this appendix before going through the
details of the present section. Since the proof of Lemma 9.1 also provides an algorithmic way to
compute the trace asymptotics, we also give, along the steps of the proof, a number of examples.
As a remark, we will also see in Section 9.3.5 that Lemma 9.1 allows us to recover the exponential
estimates (88) (see Appendix A.8.3) for the sR heat kernel.

The strategy is in three steps. We first show how to parametrize the manifold Sn−kj−1−1 ∩
(Sj)

q<j
τ<j , for j ∈ {2, . . . , p+1}, in a subanalytic way. Second, we prove that there exists a “uniform”

chart of privileged coordinates at any point qj ∈ Sn−kj−1−1 ∩ (Sj)
q<j
τ<j , “uniform” in the sense

that its Jacobian does not tend to 0 nor blow up as the τi converge to 0, in which the m-tuple
of vector fields X

q6j
τ6j depends subanalytically on its parameters: in other words, we perform a

desingularization of X
q6j
τ6j , in each cell of a subanalytic cell decomposition. Finally, in each cell, we

infer the asymptotics of the heat kernel e
q6j
τ6j (1, y, y) as τ1 · · · τj → 0.

62



9.3.1 Subanalytic parametrization of Sn−kj−1−1 ∩ (Sj)
q<j
τ<j

Since Sj is a globally subanalytic and analytic submanifold of M (with dimSj = kj) whose
closure contains the lower dimensional strata S1, . . . ,Sj−1, for all (τ1, . . . , τj−1) ∈ (0, 1]j−1 the set
Sn−kj−1−1∩(Sj)

q<j
τ<j is a globally subanalytic and analytic submanifold of Sn−kj−1−1 of topological

dimension kj − kj−1 − 1.

Lemma 9.2. We set N1 = S1, θ1 = q1, τ = (τ1, . . . , τp) and θ = (θ1, . . . , θp). For every
j ∈ {1, . . . , p+1}, there exist a real analytic compact manifold Nj of dimension kj − kj−1 − 1 and
a bounded globally subanalytic mapping (τ<j , θ<j , θj) 7→ qj(τ<j , θ<j , θj) on [0, 1]j−1 × N<j × Nj

such that

qj(τ<j , θ<j , Nj) = Sn−kj−1−1 ∩ (Sj)
q<j
τ<j

∀τ<j ∈ (0, 1]j−1 ∀θ<j ∈ N<j .

Proof. For j = 1 there is nothing to prove. For j = 2, let us prove that there exist a real analytic
compact manifold N2 of dimension k2 − k1 − 1 and a bounded globally subanalytic mapping
(τ1, q1, θ2) 7→ q2(τ1, q1, θ2) on [0, 1]× S1 × N2 such that q2(τ1, q1, N2) = Sn−k1−1 ∩ (S2)

q1
τ1 for all

τ1 ∈ (0, 1] and q1 ∈ S1. We consider the globally subanalytic compact subset X of [0, 1]×S1×Rn

defined as the closure of the set of all (τ1, q1, x) ∈ (0, 1]×S1×Rn such that x ∈ Sn−k1−1∩ (S2)
q1
τ1 .

Given any τ ∈ (0, 1] and q1 ∈ S1, the fiber Xτ1,q1 = {x ∈ Rn | (τ1, q1, x) ∈ X} is exactly
Sn−k1−1 ∩ (S2)

q1
τ1 . Applying Lemma E.1 in Appendix E.2 with P = [0, 1] × S1, p = 1 + k1 and

k = k2 − k1 − 1, the claim follows. A straightforward induction, using the same argument, gives
the lemma.

Taking j = 2 to simplify, it is interesting to note that the mapping (τ1, q1, θ2) 7→ q2(τ1, q1, θ2)
may fail to be analytic in τ1 at τ1 = 0. Anyway, it follows from the subanalytic preparation theorem
recalled in Appendix E that there exists a subanalytic cell decomposition of [0, 1]× S1 ×N2 such

that, in each cell of maximal dimension, we can write q2(τ1, q1, θ2) =
∑

i∈N
ai(q1, θ2)τ

i/ℓ1
1 for some

ℓ1 ∈ N∗, i.e., q2(·, q1, θ2) can be expanded as a convergent Puiseux series in τ1 with analytic
coefficients (see also [74]). Here, a nontrivial integer ℓ1 comes into the picture and cannot in
general be avoided, as shown in Example 9.2 below. This is in contrast with the nilpotentizable
case where the dependence in τ1 was smooth at τ1 = 0. Note also that, due to analyticity, this
is a rational power of τ1, and not, for instance, a flat term in τ1 as this could be in non-analytic
non-nilpotentizable cases (see Section 9.4).

Example 9.2. Consider the Baouendi-Grushin case with a tangency point (see Section 7.5), whose
local model in privileged coordinates (x1, x2) at q1 = (0, 0) ∈ R2 is given by X1 = ∂x1 and X2 =
(x21 − x2) ∂x2 . We have S = S1 ∪ S2 with S1 = {q1} and S2 = {x2 = x21, x1 6= 0} (equisingular
smooth strata), and the sR weights along these strata are wq1

1 (D) = 1 and wq1
2 (D) = 3, wS2

1 (D) = 1

and wS2
2 (D) = 2, while outside of S the sR structure is Riemannian. For every τ1 6= 0, we have

(X1)
q1
τ1 = ∂x1 and (X2)

q1
τ1 = (x21 − τ1x2) ∂x2 , hence S q1

τ1 = (S1)
q1
τ1 ∪ (S2)

q1
τ1 with (S1)

q1
τ1 = {(0, 0)}

and (S2)
q1
τ1 = {x21 = τ1x2, x1 6= 0}. For τ1 = 0, we have X̂1

q1
= ∂x1 and X̂2

q1
= x21 ∂x2 and thus

Ŝ q1 = {x1 = 0} (equisingular submanifold).
Here, Sn−k1−1 ∩ (S2)

q1
τ1 is reduced to the single point q2(τ1) = (x1(τ1), x2(τ1)), and an obvious

argument shows that x1(·) and x2(·) are analytic functions of
√
τ1, near τ1 = 0 and for τ1 > 0, and

we have x1(τ1) ∼
√
τ1 and x2(τ1) ∼ 1 as τ1 → 0+. Hence, here, ℓ1 = 2.

More generally, according to Lemma 9.2, the picture is the following: given any fixed θ6j ∈
N6j , the curve τ<j 7→ qj(τ<j , θ6j) on Sn−kj−1−1 ∩ (Sj)

q<j
τ<j (for τ1 · · · τj−1 > 0) has an extension

at τ1 · · · τj−1 = 0, which is globally subanalytic. In particular, there exists a subanalytic cell
decomposition of [0, 1]j−1 × N6j such that, in each cell of maximal dimension, we can write

qj(τ<j , θ6j) as the product of
∏j−1

i=1 τ
αi

i with a unit function (i.e., not vanishing), for some αi ∈ Q.
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9.3.2 Desingularization of X
q6j
τ6j in subanalytic cells

In this section, we are going to define X
q6j
τ6j by induction on j ∈ {2, . . . , p + 1} and show how it

can be desingularized in each cell of a subanalytic cell decomposition.

Preliminary remark. In particular, we are going to construct, by induction on j, a system
of privileged coordinates at qj = qj(τ<j , θ6j), depending subanalytically on (τ<j , θ6j) and not
degenerating as τ1 · · · τj → 0. Starting with j = 2, the first (naive) guess is to take exponential
coordinates of the first or second kind (see Appendix A.5.2) with an adapted frame consisting of
iterated Lie brackets of Xq1

τ1 , but this may fail because the resulting system of coordinates may
degenerate as τ1 → 0, as shown in the following example.

Example 9.3. Consider again Example 9.2 (Baouendi-Grushin case with a tangency point), with
q2 = q2(τ1) = (

√
τ1, 1) to simplify. We have [(X1)

q1
τ1 , (X2)

q1
τ1 ](x) = 2x1 ∂x2 , whose value at q2 is

2
√
τ1 ∂x2 . For every τ1 > 0, the frame ((X1)

q1
τ1), [(X1)

q1
τ1 , (X2)

q1
τ1 ]) is adapted to the sR flag of Dq1

τ1
at q2 but the corresponding change of privileged exponential coordinates

x = exp(y1(X1)
q1
τ1) ◦ exp(y2[(X1)

q1
τ1 , (X2)

q1
τ1 ])(q2)

degenerates when τ1 → 0 in the sense that its Jacobian tends to 0.
Here, instead, we can choose another adapted frame yielding a system of privileged coordinates

at q2 that depends smoothly on
√
τ1 as τ1 → 0: we simply take the adapted frame (∂x1 , ∂x2),

noticing that ∂x2 = 1
2
√
τ1
[(X1)

q1
τ1 , (X2)

q1
τ1 ](q2(τ)) for τ1 > 0. The resulting privileged coordinates

are then y1 = x1 −
√
τ1, y2 = x2 − 1, and we have (X1)

q1
τ1(y) = ∂y1 and (X2)

q1
τ1(y) = (2

√
τ1y1 +

y21 − τ1y2) ∂y2 . For τ1 > 0, the sR structure generated by Xq1
τ1 is of Baouendi-Grushin type, hence

the sR weights at (0, 0) are w1 = 1, w2 = 2 and thus (X1)
q1,q2
τ1,τ2(y) = ∂y1 and (X2)

q1,q2
τ1,τ2(y) =

(2
√
τ1y1 + τ2y

2
1 − τ1τ2y2) ∂y2 . We observe that, in the privileged coordinates y, Xq1,q2

τ1,τ2 depends
analytically on

√
τ1 and on τ2.

Volume of X
q6j
τ6j . As the m-tuple X

q6j
τ6j will be constructed by induction, we will consider its

“volume” V
q6j
τ6j , defined as follows.

In Appendix A.6, it is recalled how to associate to any m-tuple Y = (Y1, . . . , Ym) of vector
fields on Rn endowed with its Lebesgue measure m, the function v

x,ρ
m (Y1, . . . , Ym) of x ∈ Rn

and of ρ > 0, defined by (82), that is bounded above and below, up to scaling, by the volume
m(BsR(x, ρ)) of the sR ball of center x and radius ρ, uniformly with respect to x in a compact
subset of Rn and to ρ ∈ (0, 1] (see (83)). Considering the sR heat kernel e associated with the
sR Laplacian corresponding to Y , the latter fact, combined with the exponential estimate (88)

recalled in Appendix A.8.3, implies that v
x,
√
ρ

m (X1, . . . , Xm) e(ρ, x, x) is bounded above and below
by positive constants on any compact, uniformly with respect to ρ ∈ (0, 1]. Here, ρ plays the role
of a small parameter.

Let us apply this fact to Y = X
q6j
τ6j (constructed by induction in what follows) with x = 0

and ρ = 1. Following Appendix A.6, given any ordered set I = (i1, . . . , ip) of p indices taken in
{1, . . . ,m}, we consider the vector field (X

q6j
τ6j )I defined as the Lie bracket of vector fields (Xij )

q6j
τ6j

of length p = |I| according to I. Finally, we define

V
q6j
τ6j = v

0,1
m (X

q6j
τ6j ) (68)

for all τ1, . . . , τj ∈ (0, 1], q1 ∈ S1 and qi ∈ Sn−ki−1−1 ∩ (Si)
q<i
τ<i , for i ∈ {2, . . . , j}. Now, in (68),

each τi plays the role of a small parameter.

64



Lemma 9.3. For every j ∈ {1, . . . , p+1}, there exist relatively compact open neighborhoods Vj and
Wj of 0 in Rn and a chart ψqj : Vj →Wj of privileged coordinates at qj = qj(τ<j , θ6j), depending
subanalytically on (τ<j , θ6j) ∈ [0, 1]j−1 × N6j, whose Jacobian is uniformly bounded above and
below by positive constants on [0, 1]j−1 × N6j × Vj . In the chart ψqj , the function V

q6j
τ6j and all

coefficients of the m-tuple of vector fields X
q6j
τ6j have an extension at τ1 · · · τj = 0, and are bounded

globally subanalytic functions of (τ6j , θ6j , y) ∈ [0, 1]j ×N6j ×Wj.

By subanalyticity, there exists a subanalytic cell decomposition of [0, 1]j ×N6j×Wj such that,
in each cell, the m-tuple X

q6j
τ6j depends analytically on (τ6j , θ6j , y).

Proof. The proof is done by induction on j. There is nothing to prove for j = 1. Let us assume
that the result is true until the step j − 1 and let us establish it at the step j.

Since M is compact, let Qmax be the maximum of QM (q) over all q ∈M . Using the notations
of Appendix A.6, we consider the finite set X

q<j
τ<j of all n-tuples

X
q<j
τ<j

= ((Xq<j
τ<j

)I1 , . . . , (X
q<j
τ<j

)In)

such that |Xq<j
τ<j | =

∑n
i=1 |Ii| 6 Qmax.

Using the induction assumption, let F be the finite set of globally subanalytic functions of
(τ<j , θ<j, y) ∈ [0, 1]j−1×N<j×Wj−1, consisting of the function V

q<j
τ<j (which does not depend on y)

and of all coefficients of all vector fields of the frames X
q<j
τ<j ∈ X

q<j
τ<j . We consider all these functions

in a neighborhood Wj of the point qj = qj(τ<j , θ<j , θj), with θj ∈ Nj , given by Lemma 9.2. The
elements of F are then globally subanalytic functions of (τ<j , θ6j, y) ∈ [0, 1]j−1 × N6j × Wj .
By the subanalytic cell preparation theorem (see Appendix E), there exists a subanalytic cell
decomposition of [0, 1]j−1 × N6j ×Wj such that, in each cell, each f ∈ F can be prepared with
respect to τ<j (we can choose ζi = 0 as a center, for every i ∈ {1, . . . , j}) and written as the product

of a fractional monomial
∏j−1

i=1 τ
αi

i , for some α1, . . . , αj ∈ Q, with a unit (i.e., not vanishing in the
cell) globally analytic and analytic function.

We remove from X
q<j
τ<j all elements X

q<j
τ<j such that det(X

q<j
τ<j ) = 0 (they are the same for all

τ1, . . . , τj−1 > 0) so that, now, every X
q<j
τ<j ∈ X

q<j
τ<j is a frame at qj , anyway not necessarily adapted

to the sR flag.
In each cell, by definition of the volume, there exists a n-tuple (Y1, . . . , Yn) ∈ X

q<j
τ<j that is an

adapted frame at qj , whose determinant at 0 is equivalent to V
q<j
τ<j as τ<j → 0. This means that

Yk =

j−1∏

i=1

τ
βk,i

i Zk with Zk = Z̃k + o(1) as τ<j → 0, (69)

and the product of all τ
βk,i

i , for 1 6 i 6 j − 1 and 1 6 k 6 n, is equivalent to V
q<j
τ<j as τ<j → 0.

Moreover, any coefficient of any vector field Zk can be written as the product of a monomial∏j−1
i=1 τ

αi

i , for some α1, . . . , αj ∈ Q ∩ [0,+∞), with a unit (i.e., not vanishing in the cell) globally
analytic and analytic function. Note that Yk = (Xk)

q<j
τ<j if 1 6 k 6 m. Since the m-tuple of vector

fields X
q<j
τ<j satisfies the Hörmander condition for all τ1, . . . , τj−1 > 0, with a uniform degree of

nonholonomy, it follows that the m-tuple of vector fields Z = (Z1, . . . , Zm) satisfies the Hörmander
condition with a uniform degree of nonholonomy. In this way, (69) provides a desingularization of
X

q<j
τ<j in each cell of a subanalytic cell decomposition.
Now, in the cell, we define the privileged change of coordinates y = ψqj (x) = exp(x1Z1) ◦

· · · ◦ exp(xnZn)(0). By construction, the Jacobian of ψqj at 0 is positive. Setting (X)
q6j
τ6j =

τj(δ
qj
τj )

∗(X)
q<j
τ<j , the lemma follows.

Let us give several examples.
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Example 9.4. In Example 9.3 (Baouendi-Grushin case with a tangency point), we have Vq1,q2τ1,τ2 =
2
√
τ1 + 2τ2, (X2)

q1,q2
τ1,τ2 converges to 0, but we see here that the set of all (τ1, τ2) ∈ (0, 1]2 has a

partition in two cells, delimited by the (globally subanalytic) curve τ2 =
√
τ1:

• If
√
τ1 > τ2 then (X2)

q1,q2
τ1,τ2(y) =

√
τ1
(
2y1+

τ2√
τ1
y21−

√
τ1τ2y2

)
∂y2 : the asymptotics is given by

a smooth perturbation of a sR structure of Baouendi-Grushin type where the second vector
field is multiplied by

√
τ1.

• If τ2 >
√
τ1 then (X2)

q1,q2
τ1,τ2(y) = τ2

(
y21 + 2

√
τ1
τ2
y1 − τ1

τ2
y2
)
∂y2 : the asymptotics is given by a

smooth perturbation of a sR structure of 2-Baouendi-Grushin type where the second vector
field is multiplied by τ2.

In each cell, the sR structure “resembles” either to a Baouendi-Grushin or to a 2-Baouendi-Grushin
sR structure, multiplied by a rational power of τi.

Example 9.5. Consider the sR structure of Example 6.1, and set q1 = (0, 0) and q2 = (0, 1).
We have S1 = {q1} and S2 = R2 \ S1. We obtain (X1)

q1,q2
τ1,τ2(y) = ∂y1 and (X2)

q1,q2
τ1,τ2(y) =

(τ22 y
2
1 + τ41 + 2τ41 τ2y2 + τ41 τ

2
2 y

2
2) ∂y2 . We have V

q1,q2
τ1,τ2 ∼ τ41 + τ22 as (τ1, τ2) → (0, 0). The set of

parameters (τ1, τ2) ∈ (0, 1]2 is decomposed in two cells, delimited by the (analytic) curve τ2 = τ21 :

• If τ21 > τ2 then (X2)
q1,q2
τ1,τ2(y) is a smooth perturbation of τ41 ∂y2 (more precisely, the coefficient

is written as the product of τ41 with a unit analytic function of (τ1, τ2,
τ2
τ2
1
, y)), i.e., the sR

structure is a smooth perturbation of a Riemannian structure where the second vector field
is multiplied by τ41 .

• If τ2 > τ21 then (X2)
q1,q2
τ1,τ2(y) is a smooth perturbation of τ22 y

2
1 ∂y2 , i.e., the sR structure is a

smooth perturbation of a 2-Baouendi-Grushin type where the second vector field is multiplied
by τ22 ; similarly, we can factorize by τ22 .

Example 9.6. Let us consider a “tower” of intricated Baouendi-Grushin cases with tangency
points, with two “floors”: we set X1 = ∂x1 , X2 = (x21 − x2) ∂x2 and X3 = (x22 − x3) ∂x3 . The
singular set S = {x21 = x2} ∪ {x22 = x3} consists of 7 equisingular strata. Setting q1 = (0, 0, 0)

and q2 = (τ
3/4
1 , τ

1/2
1 , 1), we find

(X1)
q1,q2
τ1,τ2(y) = ∂y1 , (X2)

q1,q2
τ1,τ2(y) = (2τ

3/4
1 y1 + τ2y

2
1 − τ1τ2y2) ∂y2 ,

(X3)
q1,q2
τ1,τ2(y) = (2τ

1/2
1 y2 + τ22 y

2
2 − τ1τ2y3) ∂y3 .

We have V
q1,q2
τ1,τ2 ∼ τ21 + τ

1/2
1 τ22 + τ42 as (τ1, τ2) → (0, 0). The set of parameters (τ1, τ2) ∈ [0, 1]2 is

decomposed in three cells, delimited by the globally subanalytic curves τ2 = τ
1/4
1 and τ2 = τ

3/4
1 :

• If τ2 < τ
3/4
1 then (X2)

q1,q2
τ1,τ2(y) (resp., (X3)

q1,q2
τ1,τ2(y)) is a smooth perturbation of 2τ

3/4
1 y1 ∂y2

(resp., of 2τ
1/2
1 y2 ∂y3).

• If τ
3/4
1 < τ2 ≪ τ

1/4
1 then (X2)

q1,q2
τ1,τ2(y) (resp. (X3)

q1,q2
τ1,τ2(y)) is a smooth perturbation of

τ2y
2
1 ∂y2 (resp., of 2τ

1/2
1 y2 ∂y3).

• If τ
1/4
1 < τ2 then (X2)

q1,q2
τ1,τ2(y) (resp., (X3)

q1,q2
τ1,τ2(y)) is a smooth perturbation of τ2y

2
1 ∂y2

(resp., of τ22 y
2
2 ∂y3).

Note that, here, we have ℓ1 = 4. Taking a tower with more floors, the integer ℓ1 could be arbitrarily
large.

Example 9.7. Consider the sR structure generated in R2 by X1 = ∂x1 and X2 = (x41 + x21x
2
2 +

x2k2 ) ∂x2 where k > 3 (this is the case 6 of the table of examples given in Section 9.1). The singular
set is S = {(0, 0)} and we have w1 = 1 and w2 = 5 at q1 = (0, 0). We have

(X1)
q1
τ1 = ∂x1 , (X2)

q1
τ1 = (x41 + τ81x

2
1x

2
2 + τ10k−4

1 x2k2 ) ∂x2 .
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Hence X̂1

q1
= ∂x1 and X̂2

q1
= x41 ∂x2 and thus Ŝ q1 = {x1 = 0}. Wet set q2 = (0, 1), x1 = y1 and

x2 = 1 + y2. We find

(X1)
q1,q2
τ1,τ2(y) = ∂y1 , (X2)

q1,q2
τ1,τ2(y) = (τ42 y

4
1 + τ81 τ

2
2 y

2
1(1 + τ2y2)

2 + τ10k−4
1 (1 + τ2y2)

2k) ∂y2 .

We have V
q1,q2
τ1,τ2 ∼ τ10k−4

1 + τ81 τ
2
2 + τ42 as (τ1, τ2) → (0, 0). Here, we have ℓ1 = 1, and the “compe-

tition” is between the three monomials τ10k−4
1 , τ81 τ

2
2 and τ42 , yielding as well an appropriate cell

decomposition.

9.3.3 Desingularization of the heat kernel

The volume function V
q6j
τ6j defined by (68) is the good quantity in order to desingularize the heat ker-

nel e
q6j
τ6j(1, y, y). This is not surprising, because we already know that the product V

q6j
τ6j e

q6j
τ6j(1, y, y)

is bounded above and below by positive constants on any compact set of y. Actually, by extend-
ing the uniform ball-box theorem and in particular the estimate (83) of Appendix A.6 and the
exponential estimates (88) of Appendix A.8.3 to parameter-dependent vector fields (framework of
Appendix B), it can even be proved that these bounds are uniform with respect to the τi. But the
following lemma, which can be seen as a counterpart to Lemma 6.1, is much more precise.

Lemma 9.4. Let V be a relatively compact open neighborhood of 0 in Rn. For every j ∈ {1, . . . , p},
denoting for short qj = qj(τ<j , θ6j) as before, the function V

q6j
τ6j e

q6j
τ6j(1, y, y) has an extension at

τ1 · · · τj = 0 that is a bounded positive function of (τ6j , θ6j, y) ∈ [0, 1]j ×N6j ×V . More precisely,
there exists a subanalytic cell decomposition of [0, 1]j×N6j×V such that the projection onto [0, 1]j

of each cell of maximal dimension has the (cylindrical) form

ai(τ<i, θ6j , y) < τi < bi(τ<i, θ6j , y), i = 1, . . . , j,

for some analytic and globally subanalytic functions ai and bi such that 0 6 ai(·) < bi(·) 6 1 for
every i ∈ {0, . . . , j}, with either ai(·) > 0 or ai(·) ≡ 0, and such that in each such cell, we have

V
q6j
τ6j = tℓ

′/2
j∏

i=1

ταi

i U(h(τ6j , θ6j, y)) and V
q6j
τ6j e

q6j
τ6j(1, y, y) = F (h(τ6j , θ6j , y))

where

h(τ6j , θ6j , y) =

(
(ci(θ6j , y))16i6N ,

(
ai(τ<i, θ6j , y)

τi

)1/ℓi

16i6j

,

(
τi

bi(τ<i, θ6j , y)

)1/ℓi

16i6j

)

for some ℓ′ ∈ N, α1, . . . , αj ∈ Q, N, ℓ1, . . . , ℓj ∈ N∗, for some analytic and globally subanalytic
functions c1, . . . , cN taking their values in [0, 1], and for some analytic unit (i.e., not vanishing)
function U and some positive C∞ function F defined on an open set containing [0, 1]N+2j.

Remark 9.3. Lemma 9.4 shows that the function V
q6j
τ6j e

q6j
τ6j(1, y, y) is smooth on each cell of

maximal dimension of a subanalytic cell decomposition of [0, 1]j×N6j×V . Such cells are analytic
manifolds and are also globally subanalytic sets. Anyway, V

q6j
τ6j e

q6j
τ6j(1, y, y) is not a piecewise

smooth function of (τ6j , θ6j , y) ∈ [0, 1]j ×N6j × V in the sense used in Lemma 9.1, i.e., it is not
smooth up to the boundary of each cell: in particular, its limits as τ6j → 0 depend of those of the
ratios ai(τ<i, θ6j , y)/τi and τi/bi(τ<i, θ6j , y).

Remark 9.4. Note that, in Lemma 9.4, the function U is analytic, while the function F is only
smooth and actually may fail to be analytic. Indeed, the heat kernel e

q6j
τ6j (1, y, y) is not, in general,

a subanalytic function of its arguments.
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Proof. We use the same notations as in the proof of Lemma 9.3: in particular, we consider the
finite set X

q6j
τ6j , from which we remove all elements X

q6j
τ6j such that det(X

q6j
τ6j ) = 0, so that every

X
q6j
τ6j ∈ X

q6j
τ6j is a frame at qj , anyway not necessarily adapted to the sR flag.

By Lemma 9.3, there exists a subanalytic cell decomposition of [0, 1]j ×N6j ×Wj such that,
in each cell, the m-tuple X

q6j
τ6j depends analytically on (τ6j , θ6j , y). Each cell can be written in a

cylindrical form as in the statement of the lemma.
Like in the proof of Lemma 9.3, in each cell, by definition, there exists a n-tuple (Y1, . . . , Yn) ∈

X
q6j
τ6j that is an adapted frame at qj , whose determinant at 0 is equivalent to V

q6j
τ6j as τ6j → 0.

Then, in the cell, we define the change of coordinates y = ϕj(z) = exp(z1Y1) ◦ · · · ◦ exp(znYn)(0).
By construction, the Jacobian of ϕj at 0 is equal to V

q6j
τ6j multiplied by a unit globally subanalytic

function of (τ6j , θ6j).

Hence, the pullback m-tuple X̃
q6j
τ6j = ϕ∗

jX
q6j
τ6j and its corresponding volume ~V

q6j
τ6j (as defined in

Appendix A.6) depend globally subanalytically on (τ6j , θ6j , z). Moreover, defining F̃ = ϕ∗
jF , in

the cell, each function of F̃ can be written as

F (θ6j , z)U

(
(ci(θ6j , z))16i6N , τ

1/ℓ1
1 ,

(
ai(τ<i, θ6j , z)

τi

)1/ℓi

26i6j

,

(
τi

bi(τ<i, θ6j, z)

)1/ℓi

26i6j

)

for some N, ℓ1, . . . , ℓj ∈ N∗, some analytic and globally subanalytic functions F , c1, . . . , cN , with
c1, . . . , cN taking their values in [0, 1], and some unit (i.e., not vanishing) analytic function U
defined on an open subset of RN+2j−1 containing [0, 1]N+2j−1.

In particular, all possible limits of X̃
q6j
τ6j as τ6j → 0 in the cell satisfy the Hörmander condition

with a uniform degree of nonholonomy and depend smoothly in the cell on the variables that are
inside the above function U , up to the boundary of the cell. Therefore, denoting by ẽ

q6j
τ6j the

heat kernel generated by X̃
q6j
τ6j , it follows from Theorem B.2 in Appendix B and Theorem C.1 in

Appendix C (in particular, the end of Theorem C.1) that ẽ
q6j
τ6j(1, z, z) depends smoothly on the

same variables in the cell.
To end the proof, it suffices to note that, applying the first formula of (85) in Appendix

A.8 (change of variable in a heat kernel), we have ẽ
q6j
τ6j(1, z, z) = V

q6j
τ6j e

q6j
τ6j (1, y, y). The lemma

follows.

9.3.4 End of the proof of Lemma 9.1

In order to end the proof Lemma 9.1, this is not exactly the functions V
q6j
τ6j and e

q6j
τ6j(1, y, y) studied

in Lemma 9.4 that we need to consider, but rather the functions

f1(t, τ6j , θ6j+1, y) = V
q6j ,qj+1

τ6j,
√

t
τ1···τj

and f2(t, τ6j , θ6j+1, y) = e
q6j ,qj+1

τ6j,
√

t
τ1···τj

(1, y, y)

(f1 does not depend on y), which are globally subanalytic functions on Dj+1 ×N6j+1 ×W (recall
that Dj+1 is defined by (65)), where W is a relatively compact open neighborhood of 0 in Rn.
Moreover, f1 and f1f2 are bounded. We have anyway chosen to present Lemma 9.4 and its proof
in order to keep a better readability.

Now, to obtain Lemma 9.1, we proceed similarly as in the proof of Lemma 9.4, but instead of
preparing the functions f ∈ F with respect to τ6j ∈ [0, 1]j, we now prepare them with respect to
(t, τ6j) ∈ Dj+1: there exists a subanalytic cell decomposition of Dj+1×N6j+1×W , the projection
onto (0, 1]j+1 of each cell of maximal dimension having the (cylindrical) form

a0(θ6j+1, y) < t < b0(θ6j+1, y),

ai(t, τ<i, θ6j+1, y) < τi < bi(t, τ<i, θ6j+1, y), i = 1, . . . , j,
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such that in each such cell the function f1 can be written as tℓ
′/2

j∏

i=1

τβi

i U(h(t, τ6j , θ6j+1, y)) and

the product function f1f2 as F (h(t, τ6j , θ6j+1, y)) with h(t, τ6j , θ6j+1, y) equal to

(
(ci(θ6j+1, y))16i6N , t1/ℓ,

(
ai(t, τ<i, θ6j+1, y)

τi

)1/ℓi

16i6j

,

(
τi

bi(t, τ<i, θ6j+1, y)

)1/ℓi

16i6j

)

for some ℓ′ ∈ N, β1, . . . , βj ∈ Q, N, ℓ, ℓ1, . . . , ℓj ∈ N∗, for some analytic and globally subanalytic
functions a1, . . . , aj, b1, . . . , bj, c1, . . . , cN , with 0 6 ai(·) < bi(·) 6 1 for every i ∈ {1, . . . , j},
with either ai(·) > 0 or ai(·) ≡ 0, and with c1, . . . , cN taking their values in [0, 1], and for some
unit analytic function U and some positive C∞ function F defined on an open subset of RN+2j+1

containing [0, 1]N+2j+1. Lemma 9.1 follows.

9.3.5 Further comments

γ and k depend only on D, and not on the metric g. Indeed, if two horizontal distributions
D1 and D2 are diffeomorphic, i.e., there exists a diffeomorphism φ such that φ∗D1 = D2 (this is
weaker than the concept of sR isometry defined in Appendix A.4), then the corresponding sR
distances d1 and d2 are equivalent in the sense that d1 is bounded above and below, up to scaling,
by d2 on any compact; therefore the same is true for the volumes of the corresponding sR balls,
and the claim follows from the Fefferman-Phong estimate (3).

Recovering the exponential estimates for the heat kernel. In this section, we show how
to recover the exponential estimates (88) for sR heat kernels, or equivalently (90) (see Appendix
A.8.3), for real analytic sR structures, thanks to Lemma 9.4 and to the uniform ball-box theorem.

As a preliminary remark, by Lemma 9.4, there exist C1 > 0 and C2 > 0 such that

C1 6 V
q1,q2
τ1,τ2 e

q1,q2
τ1,τ2(1, 0, 0) 6 C2 ∀(τ1, τ2) ∈ (0, 1]2 ∀q1 ∈ S1 ∀θ2 ∈ N2 (70)

(recall that q2 = q2(τ1, q1, θ2)). Denoting by (BsR)
q1,q2
τ1,τ2(0, 1) the unit sR ball for the sR structure

generated by Xq1,q2
τ1,τ2 , we have

δq1τ1 ◦ δq2τ2
(
(BsR)

q1,q2
τ1,τ2(0, 1)

)
= δq1τ1

(
(BsR)

q1
τ1(q2, τ2)

)
= BsR(δ

q1
τ1 (q2), τ1τ2),

hence
µ(BsR(δ

q1
τ1 (q2), τ1τ2)) = τ

QM (q)
1 τ

QM (q2)
2 m((BsR)

q1,q2
τ1,τ2(0, 1))

for all τ1, τ2 > 0, where m is the Lebesgue measure. By the uniform ball-box theorem (see Ap-
pendix A.6), the ratio m((BsR)

q1,q2
τ1,τ2(0, 1))/V

q1,q2
τ1,τ2 is bounded above and below by positive constants,

uniformly with respect to (τ1, τ2) ∈ (0, 1]2. Therefore, using (70), the quantity

µ(BsR(δ
q1
τ1 (q2), τ1τ2) e(τ

2
1 τ

2
2 , δ

q1
τ1 (q2), δ

q1
τ1 (q2)) =

µ(BsR(δ
q1
τ1 (q2), τ1τ2))

τ
QM (q)
1 τ

QM (q2)
2

eq1,q2τ1,τ2(1, 0, 0)

is bounded above and below by positive constants, uniformly with respect to (τ1, τ2) ∈ (0, 1]2.
Taking τ2 =

√
t/τ1 and q = δq1τ1 (q2), we infer that the product µ(BsR(q,

√
t)) e(t, q, q) is bounded

above and below by positive constants, uniformly with respect to q in the compact manifold M
and with respect to t ∈ (0, 1]. This gives (90).
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9.4 Examples of non-analytic sR structures

In this section, we give classes of examples where the vector fields defining the sR structure are not
analytic, i.e., may involve flat terms (however, S is stratified by equisingular smooth submanifolds,
as in Section 8). Such examples have more exotic Weyl laws.

Proposition 9.1. Consider in R2 the sR structure generated by the two vector fields X1 = ∂1 and
X2 = (x21 + g(x2)) ∂2, where g is a continous function such that g(0) = 0 and g(s) > 0 if s 6= 0,
and satisfying g(s) = o(s2) as s→ 0. Then, for any f ∈ C0(R2) such that f(0, 0) > 0, we have

Tr(Mf e
t△) ∼ Cst

|{g < t}|
t3/2

+Cst
1

t

∫

t<g(s)<1

1√
g(s)

ds

as t → 0+, where |{g < t}| is the Lebesgue measure of the set of all s ∈ (0, 1) such that g(s) < t.
Moreover, the Weyl measure is the Dirac at (0, 0).

If g(s) = s2k with k > 1 then Tr(Mf e
t△) ∼ Cst/t

3
2− 1

2k .
Denoting by g∗ the nondecreasing rearrangement of g on [0, 1], we have, by equimeasurability,

|{g < t}| = |{g∗ < t}| and
∫
t<g(s)<1

g(s)−1/2 ds =
∫
t<g∗(s)<1

g∗(s)−1/2 ds. Hence, without loss of

generality, we can take g nondecreasing on [0, 1].
Note that, if g is increasing on [0, 1], then

Tr(Mf e
t△) ∼ Cst

g−1(t)

t3/2
+Cst

1

t

∫ 1

t

1√
sg′(g−1(s))

ds.

It is easy to see that
∫ 1

t
1√

sg′(g−1(s)
ds = o

( g−1(t)√
t

)
if 1

g′(s) = o
(

s
g(s)

)
and if the integral diverges

(this latter property is satisfied if g′(s) = o(
√
g(s))); in this case, Tr(Mf e

t△) ∼ Cst g−1(t)
t3/2

.
We obtain interesting examples by taking g flat at 0 (see Table 2).

Table 2: Examples with g flat at 0.

g(s) Tr(Mf e
t△) N(λ)

1

e1/|s|α
, α > 0

1

t3/2| ln t|1/α
λ3/2

(lnλ)1/α

1

eβe1/|s|
α , α, β > 0

1

t3/2
(
ln | ln t1/β|

)1/α
λ3/2

(
ln lnλ1/β

)1/α

1

exp[k] |s| =
1

ee...
e1/|s|

1

t3/2 ln[k] 1
t

λ3/2

ln[k] λ
=

λ3/2

ln · · · lnλ

e−
ln2 s

s
ln2 | ln t|
t3/2| ln t|

λ3/2 ln2 lnλ

lnλ

Proof. We have S = {q} with q = (0, 0) and w1 = 1, w2 = 3 at q. We compute (X1)
q
τ = ∂x1 and

(X2)
q
τ = (x21 + τ−2g(τ3x2)) ∂x2 . The nilpotentization is X̂q

1 = ∂x1 and X̂q
2 = x21 ∂x2 . Outside of

x1 = 0, the sR case is nilpotentizable. We thus focus on the point q2(τ) = q2 = (0, 1). Setting
x1 = y1 and y1 = 1+ y2, we obtain (X1)

q1,q2
τ,ε = ∂y1 and (X2)

q1,q2
τ,ε = (ε2x21 + τ−2g(τ3 + τ3εy2)) ∂y2 .

70



Therefore, if ε <
√
g(τ3)/τ (resp., ε >

√
g(τ3)/τ) then the asymptotics of eq1,q2τ,ε (1, (u, 0), (u, 0))

is τ2

g(τ3) (resp., 1
ε2 ) times a smooth function of u. This leads to split the integral defining K(t),

which is an integral over τ ∈ [
√
t, 1], in two integrals performed on the intersection of [

√
t, 1] with

either g(τ3) < t or g(τ3) > t. The formula now follows from computations.

Another example, not coming from Proposition 9.1, is the following.

Example 9.8. Consider in R5 the sR structure generated by X1 = ∂1, X2 = ∂2 + x1 ∂3 + x21 ∂5,

X3 = ∂4 + e−1/(x2
1+x2

2) ∂5. Then, for any f ∈ C∞(R2) such that f > 0 along x1 = x2 = 0, we have

Tr(Mf e
t△) ∼

t→0+

Cst

t4| ln t| N(λ) ∼
λ→+∞

Cst
λ4

lnλ
.

The computations, which are quite lengthy, are not reported.

As a final comment, we may wonder whether there exists a class C of functions such that, if M
is stratified by equisingular smooth submanifolds and all singularities of the sR flag restricted to
each stratum are in C, then the function t 7→ Tr(Mf e

t△) has a small-time asymptotic expansion in
a well-identified asymptotic scale. Candidates for C might be provided by some specific o-minimal
classes which are stable under integration, as the class of log-analytic functions (see [27]).

Part III

Appendix

In this part, we gather all reminders and results that are useful for our study. Appendix A gathers
some (well known and less known) definitions and facts in sub-Riemannian geometry. In Appendix
B, we recall two useful statements : a hypoelliptic version of Kac’s principle, stating the local
nature of the small-time asymptotics of heat kernels; a result on continuity of heat kernels with
respect to parameters. In Appendix C, we give the complete small-time asymptotic expansion
of heat kernels. Finally, in Appendix D, we establish a lemma on asymptotic expansion of some
integrals.

A Sub-Riemannian geometry

In this section (that one can also find in [32]), we recall well known definitions and facts in sub-
Riemannian geometry (see the textbooks [3, 12, 44, 52, 57, 68, 76]). Throughout, “sR” means
“sub-Riemannian”.

A.1 Definition

Let n ∈ N∗ and let M be a smooth connected manifold of dimension n. Let m ∈ N∗ and let
X = (X1, . . . , Xm) be a m-tuple of smooth vector fields on M . We set D = Span(X) (called
horizontal distribution). The sR metric g associated with the m-tuple X is defined as follows:
given any q ∈ M and any v ∈ D(q) = Span(X1(q), . . . , Xm(q)), we define the positive definite
quadratic form gq on D(q) by

gq(v) = inf

{
m∑

i=1

u2i

∣∣∣ v =

m∑

i=1

uiXi(q)

}
. (71)
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The pair (M,X) (or the triple (M,D, g)) is called the sub-Riemannian structure on M generated
by X . When D has constant rankm onM with m 6 n, D is a subbundle of TM , g is a Riemannian
metric on D and the frame X = (X1, . . . , Xm) of D is g-orthonormal. But the rank of D may vary
(i.e., D is a subsheaf of TM) and the above definition encompasses the so-called almost-Riemannian
case, for which m > n and rank(D) < n at some singular points.

More formally, a sR structure on M can be defined by giving an Euclidean vector bundle E
over M and a smooth vector bundle morphism σ : E → TM such that D(q) = σ(E(q)) for every
q ∈M , and then

gq(V ) = inf{‖u‖2E(q) | u ∈ E(q), σ(u) = V }

When E = M × Rm and σ(x, u) =
∑m

i=1 uiXi(x), we recover the definition of a sR structure
attached with the m vector fields X1, . . . , Xm.

A horizontal path is, by definition, an absolutely continuous path q(·) : [0, 1] → M for which
there existm functions ui ∈ L1(0, 1) such that q̇(t) =

∑m
i=1 ui(t)Xi(q(t)) for almost every t ∈ [0, 1].

The metric g induces a length on the set of horizontal paths, and thus a distance dsR on M that
is called the sR distance. Given any q ∈M and any R > 0, the sR ball BsR(q, R) centered at q of
radius R is the set of all q′ ∈M such that dsR(q, q

′) < R.
The cometric g∗ associated withX is the nonnegative quadratic form on T ∗M defined as follows:

given any q ∈M , g∗q is the nonnegative quadratic form defined on T ∗
qM by g∗q (ξ) =

∑m
i=1〈ξ,Xi(q)〉2.

Note that 1
2gq(v) = supξ∈T∗

q M

(
〈ξ, v〉 − 1

2g
∗
q (v)

)
(Legendre transform). The cometric g∗ completely

determines the horizontal distribution D and the sR metric g.
Given any smooth function f on M , the horizontal gradient ∇gf of f is the smooth section of

D defined by g(∇gf, Y ) = df.Y for every smooth section Y of D. We have ∇gf =
∑m

i=1(Xif)Xi.
Let µ be an arbitrary smooth (Borel) measure on M .

A.2 Sub-Riemannian Laplacian

Let L2(M,µ) be the set of complex-valued functions u such that |u|2 is µ-integrable over M . We
define −△ as the nonnegative selfadjoint operator on L2(M,µ) that is the Friedrichs extension of
the Dirichlet integral

Q(φ) =

∫

M

‖dφ‖2g∗ dµ ∀φ ∈ C∞
c (M)

where the norm of dφ is calculated with respect to the (degenerate) dual metric g⋆ (also called
co-metric) on T ⋆M associated with g. The sR Laplacian △ depends on g and µ.

We denote by divµ the divergence operator associated with the measure µ, defined by LY µ =
divµ(Y )µ for any vector field Y on M . Hence △φ = divµ(∇gφ) for every φ ∈ C∞

c (M) and, since
∇gφ =

∑m
i=1(Xiφ)Xi and Q(φ) =

∫
M

∑m
i=1(Xiφ)

2 dµ, it follows that

△ = −
m∑

i=1

X⋆
iXi =

m∑

i=1

(
X2

i + divµ(Xi)Xi

)
(72)

where the transpose is taken in L2(M,µ). Under the Hörmander condition

Lie(D) = Lie(X1, . . . , Xm) = TM, (73)

△ is subelliptic (see [49]), and thus, if M is compact, has a compact resolvent and a discrete
spectrum. Note that if M is compact then △ is essentially selfadjoint.
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A.3 Sub-Riemannian flag

We define the sequence of subsheafs Dk of TM by D0 = {0}, D1 = D = Span(X1, . . . , Xm) and
Dk+1 = Dk + [D,Dk] for k > 1. Under the Hörmander condition (73), given any point q ∈M , we
consider the sR flag of D

{0} = D0(q) ⊂ D(q) = D1(q) ⊂ D2(q) ⊂ · · · ⊂ Dr(q)−1(q) ( Dr(q)(q) = TqM

where r(q) is called the degree of nonholonomy at q. We set ni(q) = dimDi(q). The r(q)-tuple of
integers (n1(q), . . . , nr(q)(q)) is called the growth vector at q, and we have nr(q)(q) = n = dimM .
By convention, we set n0(q) = 0.

We define the nondecreasing sequence of sR weights wi(q) (also denoted wq
i (D) when one wants

to underline that they refer to the horizontal distribution D) as follows: given any i ∈ {1, . . . , n},
there exists a unique j ∈ {1, . . . , r(q)} such that nj−1(q) + 1 6 i 6 nj(q), and we set wi(q) = j.
By definition, we have w1(q) = · · · = wn1(q) = 1, and wnj−1+1(q) = · · · = wnj (q) = j when
nj(q) > nj−1(q). We also have wnr−1+1(q) = · · · = wnr (q) = r(q).

Given any q ∈M , we set

QM (q) =

r∑

i=1

i(ni(q)− ni−1(q)) =

n∑

i=1

wi(q). (74)

If q is regular then QM (q) is the Hausdorff dimension of a small ball in M containing q for the
induced corresponding sR distance (see [44]). Note that the maps q 7→ QM (q) and q 7→ wi(q), for
i = 1, . . . , n, are upper semi-continuous.

A point q ∈ M is said to be regular if the growth vector is constant in a neighborhood of q;
otherwise it is said to be singular. Throughout the paper, the singular set is denoted by S ; it
depends on the horizontal distribution D but not on the metric. The open set M \S is called the
regular region; we have QM (q) = QM (M \ S ) = QM\S for every q ∈ M \ S , and QM\S is the
Hausdorff dimension of M \ S . The sR structure is said to be equiregular if all points of M are
regular; in this case, the weights and the Hausdorff dimension are constant as well on M .

At a regular point q, △ is locally subelliptic with a gain of regularity 2/r(q), meaning that
if △u = v with v of Sobolev class Hs locally at q then u is (at least) of Sobolev class Hs+2/r(q)

locally at q (see [49]).
We also define Σi = (Di)⊥ ⊂ T ⋆M (annihilator of Di) for i = 1, . . . , r. For i = 1, Σ = Σ1 = D⊥

is called the characteristic manifold of the sR structure, and we also have Σ = (g∗)−1(0).

Sub-Riemannian flag restricted to a submanifold. Let N be a smooth submanifold of M .
Given any q ∈ N , we consider the sR flag of D at q restricted to N (also called the sR flag of
D ∩ TN)

{0} ⊂
(
D1(q) ∩ TqN

)
⊂ · · · ⊂

(
Dr(q)−1(q) ∩ TqN

)
⊂
(
Dr(q)(q) ∩ TqN

)
= TqN (75)

and we set nN
i (q) = dim

(
Di(q) ∩ TqN

)
and

QN (q) =

r(q)∑

i=1

i(nN
i (q)− nN

i−1(q)). (76)

The r(q)-tuple of integers (nN
1 (q), . . . , nN

r(q)(q)) is called the growth vector at q restricted to N .

Following [40, 44], we say that N is equisingular if all integers ni(q) and nN
i (q) remain constant

as q ∈ N , i.e., if the growth vector and the growth vector restricted to N are constant on N .
In this case, QN is the Hausdorff dimension of N (see [40, Theorem 5.3]). Note that a smooth
submanifold of an equisingular smooth submanifold may fail to be equisingular.
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A.4 Sub-Riemannian isometries

Given two sR structures (M1, D1, g1) and (M2, D2, g2), of respective cometrics g∗1 and g∗2 , a (local)
sR isometry φ : M1 → M2 is a (local) smooth diffeomorphism mapping g∗1 to g∗2 . This is stronger
than requiring that D1 = Span(X) and D2 = Span(Y ) are diffeomorphic which means that we
have only φ∗D1 = D2 (see Appendix A.5.7).

A.5 Nilpotentization

A.5.1 Definition

Let q ∈M be arbitrary. The nilpotentization of the sR structure (M,D, g) at q is the sR structure

(M̂ q, D̂q, ĝq) defined as the metric tangent space of M (endowed with its sR distance) in the sense

of Gromov-Hausdorff (see [12, 44]).6 In this triple, M̂ q is a smooth connected manifold of dimension

n (the vector space T0M̂
q is canonically identified with TqM) which is identified to Rn thanks to

the privileged coordinates defined hereafter, the horizontal distribution is D̂q = Span(X̂q
1 , . . . , X̂

q
m)

with smooth vector fields X̂q
1 , . . . , X̂

q
m on M̂ q (given hereafter) called nilpotentizations at q of the

vector fields X1, . . . , Xm at q, and the sR metric ĝq is defined accordingly as in (71). The metric

ĝq induces a distance d̂qsR on M̂ q.

A.5.2 Privileged coordinates

We first recall the notion of nonholonomic order (see [12, 52, 68] for details). Given a germ f
of a real-valued smooth function at q, given k ∈ N and integers j1, . . . , jk in {1, . . . ,m}, the Lie
derivative (Xj1 · · ·Xjkf)(q) is called a nonholonomic derivative of order k. By definition, the
nonholonomic order of f at q, denoted by ordq(f), is the smallest integer k for which at least
one nonholonomic derivative of f of order k at q is not equal to zero. Given a germ Y of a
smooth vector field at q, the nonholonomic order of Y at q is the largest integer k such that
ordq(Y f) > k + ordq(f), for every germ f at q.

The nonholonomic length at q of a vector field Z onM is defined by ℓq(Z) = min{j ∈ N | Z(q) ∈
Dj(q)}. A family (Z1, . . . , Zn) of n vector fields is said to be adapted to the sR flag of D at q if
Dj(q) = Span {Zi(q) | 1 6 i 6 n, ℓq(Zi) 6 j} for every j ∈ {1, . . . , r(q)}.7

Given any chart at q, i.e., given any smooth diffeomorphism ψq : U → V , where U is a
neighborhood of q in M and V is a neighborhood of 0 in Rn, with ψq(q) = 0, inducing local
coordinates x = (x1, . . . , xn), we have

ordq(x) =
n∑

j=1

ordq(xj) 6 Q(q) =
n∑

j=1

wj(q).

We say that ψq is a chart of privileged coordinates at q if it is “maximal”, in the sense that
ordq(x) = Q(q), i.e., {ordq(x1), . . . , ordq(xn)} = {w1(q), . . . , wn(q)}.

The sR weights wj(q), defined in Appendix A.3, are a nondecreasing sequence. Anyway, it may
be convenient to relabel the weights so that wi(q) = ordq(xi): in this case, following [40], we say
that the weights are labeled according to the coordinates x. Note that, then, dxi(D

wi(q)(q)) 6= 0 and

6This means that (δqε)
−1(BsR(q, ε)) → B̂q

sR(0, 1) for the Gromov-Hausdorff topology in the privileged coordinates

introduced hereafter, where B̂q
sR(0, 1) is the sR unit ball for the sR structure (M̂q, D̂q, ĝq).

7A usual way to construct an adapted local frame (Z1, . . . , Zn) of TqM at q is the following: choose vector fields
Z1, . . . , Zn1(q) ∈ D whose values at q form a basis of D(q); complete them to vector fields Z1, . . . , Zn2(q) ∈ D2

whose values at q form a basis of D2(q); etc. With such a choice, we have Zi(q) ∈ Dwi(q)(q) for every i ∈ {1, . . . , n};
but in the definition of adapted frame that we adopt, we can consider as well a permutation of (Z1, . . . , Zn).
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dxi(D
wi(q)−1(q)) = 0, meaning that ∂xi ∈ Dwi(q)(q) \Dwi(q)−1(q) at q, i.e., privileged coordinates

are always adapted to the sR flag.
Classical examples of charts of privileged coordinates at q are given by the coordinates of the

first kind
(ψq)−1(x1, . . . , xn) = exp (x1Z1 + · · ·+ xnZn) (q)

and by the coordinates of the second kind exp (x1Z1) ◦ · · · ◦ exp (xnZn) (q) where (Zi)16i6n is a
frame of vector fields that is adapted to the sR flag at q. Privileged coordinates can be obtained
from adapted coordinates by a triangular change of variables (see [52]).

Privileged coordinates straightening an equisingular smooth submanifold. Let N be
an equisingular smooth submanifold of M (see Appendix A.3 for the definition) of topological
dimension k. Let q ∈ N and let U be a neighborhood of q in M . At each point q′ ∈ N ∩ U ,
assuming that U is sufficiently small, there exist local privileged coordinates x = (x1, . . . , xn),
depending smoothly on q′ ∈ N ∩ U , in which N = {xk+1 = · · · = xn = 0}.

The existence of such coordinates is proved in [40, Lemma 4.3], thanks to the following argu-
ment: since all integers ni = dim(Di) and nN

i = dim(Di ∩TN) are constant along N , assuming U
small enough, we can choose a local frame (Z1, . . . , Zn) of n vector fields that is adapted to the sR
flag of D on U such that, moreover, the family (Z1, . . . , Zk) is adapted to the sR flag of D ∩ TN
(defined by (75)) on N ∩ U .8 Then, it suffices to take exponential privileged coordinates (of the
first or second kind) associated with the vector fields Z1, . . . , Zn.

Assuming that the sR weights are labeled according to the coordinates x, for every j ∈
{1, . . . , n}, wj(q) = wq

j (D) = ordq(xj) does not depend on q ∈ N and we denote it by wN
j (D).

Hence, to the equisingular submanifold N are attached the two integers QM (N) = ordq(x) =∑n
j=1 wN

j (D) (see (74)) and QN = ordq(x1, . . . , xk) =
∑k

j=1 w
N
j (D) (see (76)), the latter being

the Hausdorff dimension of N . By convention, when N is a single point, we set k = 0 and QN = 0.

Remark A.1. The above straightening procedure cannot be iterated on strata when N =
⋃s

i=1Ni

is (Whitney) stratified by equisingular smooth submanifolds, for some s ∈ N∗, where N1, . . . , Ns

are (disjoint) equisingular smooth submanifolds of M such that Ni ⊂ Ni+1 for i = 1, . . . , s − 1.
More precisely, let q ∈ N1. We set ki = dim(Ni). There exist privileged coordinates in a (small
enough) neighborhood U inN of q ∈ N1, straighteningN1, depending smoothly on q ∈ N1, in which
N1 = {xk1+1 = · · · = xn = 0}. But, in general, it is not possible to construct privileged coordinates
such that Ni = {xki+1 = · · · = xn = 0} for every i ∈ {1, . . . , s} when s > 1: a counterexample
is given by the Baouendi-Grushin case with a tangency point; the same counterexample shows
that it is not possible in general to construct privileged coordinates at q ∈ N1 that would depend
smoothly on qi ∈ Ni for i > 1 with qi converging to q.

Lemma A.1. Let N2 be an equisingular smooth submanifold of M of topological dimension k2 ∈
N∗. Let P1 be an equisingular submanifold of N2 of topological dimension k2 − k1 − 1 for some
integer 0 6 k1 < k2. For any q ∈ P1, locally around q there exists a smooth submanifold P of M
(not equisingular) of topological dimension n− k1 − 1, satisfying P ∩N2 = P1 and intersecting N2

transversally at q (i.e., TqM = TqP + TqN2), such that

QP (P ∩N2)−QP∩N2 = QM (N2)−QN2.

Proof. For any q ∈ P1, we claim that there exist privileged coordinates y = (y1, y2, y3) at q,
depending smoothly on q ∈ P1, straightening P1 and N2 so that P1 = {y2 = y3 = 0} and

8Indeed, take nN
1 vector fields Z1, . . . , ZnN

1
∈ D ∩ TN whose values at any point q′ ∈ N ∩ U form a basis of

D(q′) ∩ Tq′N ; complete them to vector fields Z1, . . . , Zn1 ∈ D whose values at any point q′ ∈ N ∩ U form a basis
of D(q′); then iterate this construction along the flag. Finally, re-index the vector fields by a permutation.
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N2 = {y3 = 0}: indeed, since P1 and N2 are equisingular, in a neighborhood U of q, we can choose
a local frame (Z1, . . . , Zn) of n vector fields that is adapted to the sR flag of D on U such that,
moreover, the family (Z1, . . . , Zk2−k1−1) is adapted to the sR flag of D ∩ TP1 on P1 ∩ U , and the
family (Z1, . . . , Zk2) is adapted to the sR flag of D∩TN2 on N2∩U . We have then QP1 = ordq(y1),
QN2(P1) = QN2 = ordq(y1, y2) and QM (N2) = ordq(y). We define P as the bundle over P1 whose
fiber over each q ∈ P1 is the submanifold {y1 = y2 = 0} (of topological dimension n − k2). Then
QP (P ∩N2) = QP (P1) = ordq(y1, y3) and the lemma follows.

Remark A.2. The conclusion of Lemma A.1 is not valid in general for any smooth local subman-
ifold P of M containing P1 and transverse to N2 at q.

Remark A.3. Lemma A.1 is obviously extended to the case where N2(κ) and P1(κ) depend
smoothly on a parameter κ (belonging to some smooth manifold), and yields P (κ) depending as
well smoothly on κ.

Another useful extension of the lemma is when P1 is stratified by equisingular submanifolds of
N2: in this case, P is a stratified bundle over P1 and the conclusion of the lemma is satisfied for
any stratum of P .

A.5.3 Dilations and nilpotentization of smooth sections of D

We consider a chart ψq of privileged coordinates at q. Given any ε ∈ R, the dilation δqε at q,
according to the flag at q, and the dilation δε in Rn, are defined by

δqε = (ψq)−1 ◦ δε, δε(x) =
(
εw1(q)x1, . . . , ε

wn(q)xn

)
∀x = (x1, . . . , xn) ∈ Rn (77)

where the sR weights are labeled according to the coordinates x. Note that, denoting by m the

Lebesgue measure on Rn (given by dm = dx1 · · · dxn), we have δ∗εm = |ε|QM (q)m for every ε 6= 0.
Given any vector field Y on M that is a smooth section9 of D (i.e., Y (q) =

∑m
i=1 ai(q)Xi(q)

at any q ∈ M , with smooth functions ai), the nilpotentization Ŷ q at q of X is the (nilpotent and
complete) vector field on Rn defined by

Ŷ q = lim
ε→0
ε 6=0

Y q
ε where Y q

ε = ε(δqε)
∗Y = εδ∗εψ

q
∗Y.

Actually this convergence is valid in C∞ topology (uniform convergence of all derivatives on com-

pact subsets of Rn); we also refer to [32, Section 6.1.1] for stronger results. Note that Ŷ q is

homogeneous of degree −1 with respect to dilations, i.e., λδ∗λŶ
q = Ŷ q for every λ 6= 0, and that

the nonholonomic order of Y − Ŷ q at q is nonnegative. Actually, writing in C∞ topology the Taylor
expansion Y = Y (−1) + Y (0) + Y (1) + · · · around 0, where Y (k) is polynomial and homogeneous of
degree k (with respect to dilations), we get that Y q

ε has a Taylor expansion at any order N with
respect to ε, in C∞ topology:

Y q
ε = ε(δqε)

∗Y = Ŷ q + εY (0) + ε2Y (1) + · · ·+ εNY (N−1) + o
(
|ε|N

)

with Ŷ q = Y (−1) (see also [8, Lemma 1]), i.e., setting Y q
0 = Ŷ q for ε = 0, Y q

ε depends smoothly on

ε in C∞ topology. We also have Y q
ε = Ŷ q + εZq

ε for every ε ∈ R with |ε| small enough so that we
are in the chart, where Zq

ε is a smooth vector field depending smoothly on ε in C∞ topology.

9Note that we consider a smooth section of the subsheaf D, otherwise there are some difficulties: take M = R2,
D spanned by X1 = ∂x and X2 = x6 ∂y, and the vector field Y = x2 ∂y.
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A.5.4 Nilpotentization of the sR structure

In the above chart, we have M̂ q ≃ Rn, endowed with the sR structure (denoted by (M̂ q, D̂q, ĝq))

induced by the vector fields X̂q
i , i = 1, . . . ,m. This definition does not depend on the choice

of privileged coordinates at q because two sets of such coordinates produce two sR-isometric sR
structures. This is due to the fact that, since transition maps of charts of privileged coordinates are
triangular with respect to the flag, the nilpotentization of any transition map is a sR isometry (see

[12, Proposition 5.20]). Note that the nilpotent sR structure (M̂ q, D̂q, ĝq) is homogeneous with
respect to the above dilations and that the corresponding sR distance is homogeneous of degree
1. Moreover, the growth vector of D̂q coincides with that of D at q, and Lie(X̂q

1 , . . . , X̂
q
m) is a

nilpotent Lie algebra of step r(q). Setting

ĝq = lim
ε→0
ε 6=0

gqε where gqε = ε−2(δqε)
∗g,

we have ĝqx(X̂
q(x), Ŷ q(x)) = gq(X(q), Y (q)) for every x ∈ Rn, for all vector fields X and Y on M

that are smooth sections of D.
Another geometric identification of (M̂ q, D̂q, ĝq) is the following. Let Gq be the (nilpotent) Lie

group of diffeomorphims of Rn generated by exp(tX̂q
i ), for t ∈ R and i = 1, . . . ,m. Its Lie algebra

is

gq = Lie(X̂q
1 , . . . , X̂

q
m) =

r(q)⊕

i=1

(
D̂q
)i
/
(
D̂q
)i−1

,

it is nilpotent, graded, and generated by its first component D̂q. In other words, Gq is a Carnot
group (see [68]). Under the Hörmander condition Lie(D) = TM , Gq acts transitively on Rn.
Defining the isotropy group Hq = {ϕ ∈ Gq | ϕ(0) = 0}, of Lie algebra hq = {Y ∈ gq | Y (0) = 0},
we identify M̂ q to the homogeneous (coset) space Gq/Hq. If q is regular then Hq = {0} and thus

M̂ q ≃ Gq is a Carnot group endowed with a left-invariant sR structure.

Remark A.4. Carnot groups are to sub-Riemannian geometry as Euclidean spaces are to Rieman-
nian geometry. However, there is a major difference, which is of particular importance here. In Rie-
mannian geometry, all tangent spaces are isometric, but this is not the case in sub-Riemannian ge-
ometry: given two points q1 and q2 ofM , the nilpotentizations (M̂ q1 , D̂q1 , ĝq1) and (M̂ q2 , D̂q2 , ĝq2)
of the sR structure respectively at q1 and q2 may not be sR-isometric, even though the growth
vectors at q1 and q2 coincide.10 There are many algebraically non-isomorphic (and thus non-
isometric) n-dimensional Carnot groups, and even uncountably many for n > 5 (due to moduli in
their classification). We refer to [7, 62] for a complete classification of rigid and semi-rigid Carnot
algebras.

Note that, in dimension three, if the growth vector is (2, 3) then we have a unique model that
is the Heisenberg flat case in the equivalence class of sR-isometric Carnot groups.

A.5.5 Nilpotentized sR Laplacian

Let q ∈M be arbitrary. Associated with the sR structure (M̂ q, D̂q, ĝq), we define on C∞(M̂ q) the
differential operator

△̂q =

m∑

i=1

(X̂q
i )

2. (78)

Under the Hörmander condition (73), we have as well Lie(D̂q) = TM̂ q and thus △̂q is subelliptic.

10Actually, the flags of two sR structures coincide at any point if and only if the sR structures are locally Lipschitz
equivalent, meaning that the corresponding sR distances satisfy c1d2(q, q′) 6 d1(q, q′) 6 c2d2(q, q′) for some uniform
constants c1 > 0 and c2 > 0.
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A.5.6 Nilpotentization of measures

The nilpotentization of measures is defined by duality of the nilpotentization of functions. Let µ
be a smooth measure on M and let q ∈ M . Using a chart ψq of privileged coordinates at q, the
measure µ̂q on M̂ q ≃ Rn (nilpotentization of the measure µ at q) is given by

µ̂q = lim
ε→0
ε 6=0

µq
ε where µq

ε = |ε|−QM (q)(δqε)
∗µ

with convergence in the vague topology (i.e., the weak star topology of Cc(M)′, where Cc(M) is
the set of continuous functions on M of compact support). Note that, since (δqε)

−1(BsR(q, ε)) →
B̂q

sR(0, 1) for the Gromov-Hausdorff topology, we have

µ(BsR(q, ε)) ∼ εQ
M (q)µ̂q

(
B̂q

sR(0, 1)
)

(79)

as ε→ 0+ (see also [41, Remark 3.6]). According to the above definition of the nilpotentization of
a measure, if µ and ν are two smooth measures on M , with µ = hν, where h is a positive smooth
function on M , then µ̂q = h(q)ν̂q. Equivalently, this means that

h(q) =
dµ

dν
(q) =

µ̂q

ν̂q
. (80)

In particular, the nilpotentizations at q of all smooth measures are proportional to the Lebesgue
measure m on M̂ q ≃ Rn. If q is regular, then µ̂q is a left-invariant measure on the Carnot group
M̂ q; in this case, M̂ q is a nilpotent Lie group and thus is unimodular, and hence µ̂q coincides with
the Haar measure, up to scaling. If q is singular, M̂ q is a homogeneous (quotient) space and µ̂q is
a left-invariant measure on it.

In passing, note that, applying (80) to the measure ν = HS that is the spherical Hausdorff

measure and using the fact (proved in [2]) that ĤS

q(
B̂q

sR(0, 1)
)
= 2Q

M (q), we obtain that the
density at q of µ with respect to the spherical Hausdorff measure is

h(q) =
dµ

dHS
(q) =

µ̂q
(
B̂q

sR(0, 1)
)

2QM (q)
.

Remark A.5. Let q ∈M be arbitrary, and let µ be an arbitrary smooth measure onM . Endowing
M̂ q with the lest-invariant measure µ̂q, we have

divµ̂q (X̂q
i ) = 0 ∀i ∈ {1, . . . ,m}. (81)

Indeed, µ̂q is invariant and the vector fields X̂q
i are the generators of the group action and thus

must have a zero divergence. As a consequence of (81), we have (X̂q
i )

∗ = −X̂q
i , where the transpose

is considered in L2(M̂ q, µ̂q). It follows that

△̂q =

m∑

i=1

(X̂q
i )

2 =

m∑

i=1

−(X̂q
i )

∗X̂q
i .

Due to the cancellation of the divergence term, there are no terms of order one (compare with the
general formula for a sR Laplacian, given, e.g., in [30]).

A.5.7 Nilpotentization of diffeomorphisms

Let M1 and M2 be two manifolds of same dimension, and let D1 = Span(X) (resp., D2 =
Span(Y )) be a horizontal distribution on M1 (resp., on M2), with X = (X1, . . . , Xm) (resp.,
Y = (Y1, . . . , Ym)). Let q ∈M1.
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We assume that the horizontal distributions D1 and D2 are locally diffeomorphic around q,
i.e., there exists a germ of smooth diffeomorphism φ : M1 → M2 around q such that φ∗D1 =
D2. This means that, for every j ∈ {1, . . . ,m}, φ∗Xj =

∑m
j=1 aijYi for some germs at φ(q) of

smooth functions aij on M2. Then, D̂q
1 and D̂

φ(q)
2 are diffeomorphic, i.e., φ̂q∗D̂

q
1 = D̂

φ(q)
2 , with a

diffeomorphism φ̂q : M̂ q
1 → M̂ q

2 satisfying φ̂q∗X̂
q
j =

∑m
j=1 aij(φ(q))Ŷ

φ(q)
i for every i ∈ {1, . . . ,m}.

Actually, the diffeomorphism φ̂q is the limit as ε→ 0 of φqε, where

φqε = (δφ(q)ε )−1 ◦ φ ◦ δqε = δ1/ε ◦ ψφ(q)
2 ◦ φ ◦ (ψq

1)
−1 ◦ δε

for every ε > 0, where ψq
1 (resp., ψ

φ(q)
2 ) is a local chart of privileged coordinates at q (resp., at

φ(q)). To see that φ̂q, defined as this limit, is indeed a diffeomorphism, it suffices to choose the
local charts of privileged coordinates so that φ is the identity in those coordinates.

Moreover, if q is regular, i.e., if q ∈M \ S , then the diffeomorphism φ̂q depends smoothly (in
C∞ topology) on q in M \ S . More generally, if M is Whitney stratified by equisingular smooth
strata then the latter property is satisfied along strata.

A.6 Uniform ball-box theorem

We follow [52, Chap. 2, Sec. 2.2.2] (see also [71]). Considering the m-tuple X = (X1, . . . , Xm) of
vector fields, given an ordered set I = (i1, . . . , ip) of p indices taken in {1, . . . ,m}, we define the
vector field XI as the Lie bracket of length p = |I| given by

XI = [· · · [[Xi1 , Xi2 ], Xi3 ], . . . , Xip ].

Let K be a compact subset of M and let QK
max be the maximum of QM (q) over all q ∈ K. Let X

be the (finite) set of all n-tuples X = (XI1 , . . . , XIn) such that |X| =∑n
i=1 |Ii| 6 QK

max. Note that
a n-tuple X ∈ X of rank n at q is adapted to the sR flag of D at q if and only if |X| = QM (q).
Given any q ∈ K and any ρ > 0, we define

v
q,ρ
µ (X) =

∑

X∈X

ρ|X| |detµ (X(q))| . (82)

The function q 7→ v
q,ρ
µ (X) is continuous, and for every q fixed, vq,ρµ (X) is polynomial in ρ, of

valuation QM (q) and of degree not greater than QK
max. Actually, following [40, 41] and defining

w
q
µ(X) =

∑

X∈X ,|X|=QM(q)

|detµ (X(q))| ,

we have v
q,ρ
µ (X) ∼ ρQ

M (q)
w
q
µ(X) as ρ → 0, but this limit is not uniform with respect to q near

singular points. The function q 7→ w
q
µ(X) is positive on K (because there always exists an adapted

frame at any point q, consisting of Lie brackets), is smooth in the regular region K \S , and is not
continuous at singular points (if a singular point q is the limit of regular points qk then w

qk
µ (X) → 0

while w
q
µ(X) > 0).

Given any q ∈ K, any X ∈ X and any ρ > 0, we define the X-box

BoxX(q, ρ) = {exp(x1XI1) ◦ · · · ◦ exp(xnXIn)(q) | |xi| 6 ρ|Ii|, i = 1, . . . , n}.

By the uniform ball-box theorem (see [51] or [52, Theorem 2.4], see also [40, Proposition A.1]), there
exist C > 0 and ρ0 > 0 (depending on K) such that, for every q ∈ K and every ρ ∈ (0, ρ0], for
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every X ∈ X (depending on q and ρ) achieving the maximum of ρ|X| |detµ (X(q))| over all X ∈ X ,
we have

BoxX(q, ρ/C) ⊂ BsR(q, ρ) ⊂ BoxX(q, ρC).

As a consequence, there exists C > 0 (depending on K) such that

1

C
v
q,ρ
µ (X1, . . . , Xm) 6 µ(BsR(q, ρ)) 6 Cvq,ρµ (X1, . . . , Xm) ∀q ∈ K ∀ρ ∈ (0, ρ0]. (83)

The above double inequality is the main result of [71], from which the authors infer the volume
doubling property. Note that, using (79), we easily infer (see also [40, Remark 5.8]) that there
exists C > 0 (depending on K) such that

1

C
w
q
µ(X) 6 µ̂q

(
B̂q

sR(0, 1)
)
6 Cwqµ(X) ∀q ∈ K. (84)

In passing, one can note that, applying (83) to the m-tuple X̂q = (X̂q
1 , . . . , X̂

q
m) of vector fields,

we obtain that wqµ(X) is bounded above and below on K by constant multiples of v0,1µ̂q (X̂q).

A.7 The Popp measure

Similarly to the fact that any Riemannian manifold has a canonical smooth measure associated
with the metric, any sR structure has canonical (intrinsic) measures, i.e., measures that depend
only on the sR structure and not on the choice of a system of coordinates or of a local frame.
This question has been addressed in [2, 68]. The n-dimensional Hausdorff measure and the n-
dimensional spherical Hausdorff measure are of course intrinsic measures on a sR structure, because
a sR manifold is a metric space for the corresponding sR distance. The Popp measure, introduced in
[68], is another canonical measure, associated with the sR metric and with the flag structure, in the
equiregular case. It is even “doubly intrinsic”, in the sense that it commutes with nilpotentization,
as recalled below.

In M \S , the Popp volume is defined as the inverse image of |ν1∧· · ·∧νr| under the canonical
isomorphism11

Λn(T ⋆
qM) ≃ Λn

( r(q)⊕

k=1

Dk(q)/Dk−1(q)

)∗
,

where νk is the canonical volume form on D(q)k/D(q)k−1 induced by the Euclidean structure
coming from the surjection D(q)⊗k → D(q)k/D(q)k−1 defined with Lie brackets modulo D(q).
The corresponding measure P , smooth M \ S , is called the Popp measure.

By construction, the Popp measure is invariant under local sR isometries. Actually, if the group
of sR isometries acts transitively on M , then the Popp measure is the unique invariant measure,
up to scaling (see [9]). If M is a Lie group equipped with a left-invariant sR structure (and thus in
particular if M is a Carnot group), then, since the left action is an isometry, the Popp measure is
left-invariant. In this case, by uniqueness (up to scaling) of the Haar measure on a locally compact
topological group, the Popp measure is therefore a constant multiple of the Haar measure. In
particular, this is the case on the nilpotentization of the sR structure at some given point.

Moreover, the construction of the Popp measure commutes with nilpotentization, in the fol-
lowing sense. Let q ∈ M \ S be arbitrary. We denote temporarily by PM the Popp measure on

M associated with the sR structure (M,D, g), and by P
M̂q the Popp measure on M̂ q associated

11Indeed, following [5], considering a basis (e1, . . . , en) of TqM that is adapted to the flag, that is, such that

ei ∈ Dwi(q)(q), the wedge product e1 ∧ · · · ∧ en depends only on ei mod D
wi(q)−1
q . This induces the canonical

isomorphism.
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with the sR structure (M̂ q, D̂q, ĝq). Note that, since the sR structure (M̂ q, D̂q, ĝq) is a class of
equivalence under sR isometries and that the Popp measure is invariant under sR isometries, it
follows that P

M̂q is an intrinsic measure on M̂ q. Let ψq be a chart of local privileged coordinates

at q (note that this is as well a local sR isometry), and let P̂M

q
be the nilpotentization of PM at

q in this chart. Then P̂M

q
= P

M̂q . Since it is an intrinsic object, we simply denote it by P̂ q.
When the singular set S is stratified by equisingular smooth submanifolds, the Popp measure

can also be defined along each stratum Sj of S (see [41]): the construction is the same as above,
considering the sR flags of D ∩ TSj, and gives a smooth measure on each stratum.

As noticed in [41, Corollary 4.5], it is remarkable that, given any compact subset K of M ,

there exists C > 0 (depending on K) such that 1
C 6 P̂ q(B̂q(0, 1)) 6 C for every q ∈M \ S (even

near S ). Indeed, it follows from the explicit expression of the Popp measure given in [9] that, in
M \S , the Radon-Nikodym derivative dP

dµ is bounded above and below, up to scaling, by 1
wµ
. The

claim then follows from (80) and (84).
In Section 2, we introduce a new canonical sR measure, that we call the Weyl measure, which

is of a spectral nature, in contrast to the Popp measure that is of algebraic nature.

A.8 Schwartz kernels, heat kernels

We set D(M) = C∞
c (M) and we denote by D ′(M) the space of distributions on M , i.e., the

topological dual of D(M) endowed with the weak topology. Let µ be a smooth measure on M .

A.8.1 Schwartz kernels

According to the Schwartz kernel theorem, there is a linear bijection between D ′(M ×M) and
the set of bilinear continuous functionals on D(M) × D(M). Given a linear continuous mapping
A : D(M) → D ′(M), the Schwartz kernel of A is the unique distribution [A] ∈ D ′(M ×M) defined
by

〈Af, g〉D′(M),D(M) = 〈[A], g ⊗ f〉 ∀f, g ∈ D(M)

where 〈·, ·〉 is the duality bracket.
When [A] ∈ C0(M ×M), identifying the distribution bracket by an integral with respect to the

measure µ⊗ µ and denoting by [A]µ the density function, we have the familiar formula

Af(q) =

∫

M

[A]µ(q, q
′)f(q′) dµ(q′) ∀q ∈M ∀f ∈ D(M).

We stress that, although the density function [A]µ depends on µ, given any q ∈M , the absolutely
continuous measure [A]µ(q, ·) dµ(·) depends only on A: it does not depend on the smooth measure
µ, in the sense that

[A]µ(q, ·) dµ(·) = [A]ν(q, ·) dν(·)
for any other smooth measure ν on M .

Actually, in geometric terms, [A] is a continuous section of the bundle π∗
2(ΩM ) on M ×M ,

where ΩM is the line bundle of smooth measures (densities) on M and π2 : M ×M → M is the
projection defined by π2(q, q

′) = q′.
Similarly, the diagonal part [A]µ(q, q) dµ(q) is an absolutely continuous measure, which does

not depend on µ. Denoting by Mf the operator of multiplication by f , we have

Tr(AMf ) =

∫

M

[A]µ(q, q)f(q) dµ(q) ∀f ∈ D(M).
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A.8.2 Heat kernels

Let A : D(A) → L2(M,µ) be a densely defined operator on L2(M,µ), generating a strongly
continuous semigroup (etA)t>0. For every t > 0, the heat kernel eA(t) associated with A is the
measure on M defined as the Schwartz kernel of etA, i.e., eA(t) = [etA]. Of course, it does not
depend on µ.

When this measure has a density [etA]µ with respect to µ which is locally integrable, we define
the heat kernel eA,µ(t, ·, ·) associated with A and with the measure µ by eA,µ(t, q, q

′) = [etA]µ(q, q
′).

This means that

u(t, q) = (etAf)(q) =

∫

M

eA,µ(t, q, q
′)f(q′) dµ(q′)

is the unique solution to ∂tu − Au = 0 for t > 0, u(0, ·) = f(·), for every f ∈ D(M). In other
words, we have

eA(t)(q, q
′) = [etA](q, q′) = eA,µ(t, q, q

′) dµ(q′) ∀t > 0 ∀q, q′ ∈M.

As said above, this expression depends only on A, not on the smooth measure µ.

Extending eA,µ by 0 for t < 0, for any fixed q′ ∈ M the mapping (t, q) 7→ eA,µ(t, q, q
′) is also

solution of (∂t−A)eA,µ(·, ·, q′) = δ(0,q′) in the sense of distributions, where the distribution pairing
is considered with respect to the measure dt× dµ(q) on R×M .

We gather hereafter some useful facts.

• Let ϕ :M →M be a diffeomorphism, representing a change of variable in the manifold M . We
have ϕ∗µ = |Jµ(ϕ)|µ, where Jµ(ϕ) is the Jacobian of ϕ with respect to µ, and where ϕ∗µ is the
pullback of µ under ϕ. Then

eϕ∗Aϕ∗,µ(t, q, q
′) = |Jµ(ϕ)(q′)| eA,µ(t, ϕ(q), ϕ(q

′))

eA,ϕ∗µ(t, q, q
′) =

1

|Jµ(ϕ)(q′)|
eA,µ(t, q, q

′)

eϕ∗Aϕ∗,ϕ∗µ(t, q, q
′) = eA,µ(t, ϕ(q), ϕ(q

′))

(85)

for every t > 0 and all q, q′ ∈ M . Note that the last one follows from the two first ones, in
which we have replaced A with ϕ∗Aϕ∗ in the second one. The two first formulas in (85) are
not symmetric, but there is no contradiction there: indeed if A is selfadjoint in L2(M,µ) then
eA,µ is symmetric, but A need not be selfadjoint in L2(M,ϕ∗µ) and thus eA,ϕ∗µ need not be
symmetric. Actually, given any other smooth measure ν on M , we have

eϕ∗Aϕ∗,µ(t, q, q
′) d(ϕ∗µ)(q′) = eϕ∗Aϕ∗,ν(t, q, q

′) dν(q′).

• As a particular case, given any λ > 0, we have λ eA,λµ = eA,µ.
• Given any ε > 0, the kernel associated with ε2A and with the measure ν is

eε2A,ν(t, q, q
′) = eA,ν(ε

2t, q, q′) ∀t > 0 ∀q, q′ ∈M.

• We assume that µ = hν with h a positive smooth function on M (density of µ with respect to
ν). Then h(q′)eA,µ(t, q, q

′) = eA,ν(t, q, q
′) for all (t, q, q′) ∈ (0,+∞)×M ×M , or equivalently,

eA,µ(t, q, q
′) dµ(q′) = eA,ν(t, q, q

′) dν(q′).

• Let (M1, µ1) and (M2, µ2) be smooth manifolds with smooth measures. For i = 1, 2, let Ai :
D(Ai) → L2(Mi, µi) be a densely defined operator on L2(Mi, µi), assumed to generate a heat
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kernel that has a density e△i,µi = e△i,µi(t, qi, q
′
i) with respect to µi which is locally integrable.

We define M =M1 ×M2 and µ = µ1 ⊗ µ2 and we consider on M the operator

A = (A1)q1 + (A2)q2 = A1 ⊗ idM2 + idM1 ⊗A2.

We have
eA,µ(t, (q1, q2), (q

′
1, q

′
2)) = eA1,µ1(t, q1, q

′
1) eA2,µ2(t, q2, q

′
2) (86)

for every t > 0, all q1, q
′
1 ∈M1 and all q2, q

′
2 ∈M2.

A.8.3 Sub-Riemannian heat kernels

In this paper, the above facts facts are applied to the nonpositive selfadjoint operator △ : D(△) →
L2(M,µ) (defined by (72)), or to the operator △̂q (nilpotentization of △, defined by (78)) defined

on D(△̂q) = {f ∈ L2(M̂ q, µ̂q) | △̂qf ∈ L2(M̂ q, µ̂q)}. Note that, according to Remark A.5, the

operator △̂q : D(△̂q) → L2(M̂ q, µ̂q) is essentially selfadjoint, and since M̂ q is complete (indeed,

sR balls of small radius are compact, and M̂ q is invariant by dilatations) △̂q is selfadjoint (see
[83]). Therefore, both operators generate strongly continuous contraction semigroups.

Under the Hörmander condition Lie(D) = TM , the operators ∂t−△ and ∂t−△̂q are hypoelliptic
and therefore the corresponding heat kernels have smooth densities: we denote by e = e△,µ the
density of the heat kernel of △ with respect to µ, defined on (0,+∞)×M×M , and by êq = e△̂q,µ̂q

the density of the heat kernel of △̂q with respect to µ̂q, defined on (0,+∞) × M̂ q × M̂ q. By the
maximum principle for hypoelliptic operators (see [17]), the smooth functions e and êq are positive
symmetric (see [83]).

Note that the nilpotentized heat kernel êq satisfies the homogeneity property

|ε|QM (q) êq(ε2t, δε(x), δε(x
′)) = êq(t, x, x′) (87)

for every ε ∈ R \ {0} and for all (t, x, x′) ∈ (0,+∞)× Rn × Rn.

Exponential estimates for sR heat kernels. It is well known that, for every compact subset
K of M , for every ε ∈ (0, 1] and for every T > 0, there exist C1, C2 > 0 such that

C1

µ(BsR(q,
√
t))

exp

(
−dsR(q, q

′)2

(4− ε)t

)
6 e(t, q, q′) 6

C2

µ(BsR(q,
√
t))

exp

(
−dsR(q, q

′)2

(4 + ε)t

)
(88)

and ∣∣∂mt XI
q e(t, q, q

′)
∣∣ 6 1

tm+|I|/2
C2

µ(BsR(q,
√
t))

exp

(
−dsR(q, q

′)2

(4 + ε)t

)
(89)

for all q, q′ ∈ K, for every t ∈ (0, T ), for all i1, . . . , is ∈ {1, . . . ,m} and for every s ∈ N∗, where
XI = Xi1 · · ·Xis , I = (i1, . . . , is) and |I| = s. Here, XI

q means that the derivation XI is applied
with respect to the variable q. In particular,

C1

µ(BsR(q,
√
t))

6 e(t, q, q) 6
C2

µ(BsR(q,
√
t))

∀q ∈ K ∀t ∈ (0, T ]. (90)

These exponential estimates have been established, e.g., in [33, 53, 56, 78, 79, 88] (see also [32,
Appendix C] for a survey and more results on this issue). Actually, the estimates (90) along the
diagonal imply the general estimates (88) by standard considerations.
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B Parameter-dependent sR heat kernels

We recall here results that have been established in [32] in the more general framework of Hörmander
operators. Hereafter, to avoid technicalities, we specify the statements to sR Laplacians.

Let M be a smooth connected manifold and let Ω be an open subset of M . Let m ∈ N∗ and
let K be a compact set. For every τ ∈ K, let µτ be a smooth density on M , let Xτ

1 , . . . , X
τ
m be

smooth vector fields on M , all of them depending continuously on τ in C∞ topology. We denote
by gτ the corresponding sR metric. We consider the sR Laplacian

△τ = △gτ ,µτ = −
m∑

i=1

(Xτ
i )

∗Xτ
i =

m∑

i=1

(
(Xτ

i )
2 + divµτ (Xτ

i )X
τ
i

)

where the star is the transpose in L2(M,µτ ). We assume that the Lie algebra Lie(Xτ
1 , . . . , X

τ
m)

generated by the vector fields is equal to TqM at any point q ∈M , with a degree of nonholonomy
that is uniform with respect to τ ∈ K (uniform Hörmander condition).

We still denote by µτ the volume induced on Ω. Let D(△τ ) be a subset of {f ∈ L2(Ω, µτ ) |
(△τf)|Ω ∈ L2(Ω, µτ )}, standing for a domain of △τ for which (△τ , D(△τ )) is selfadjoint and
generates a strongly continuous contraction semigroup on L2(Ω, µτ ) and thus a smooth positive
symmetric heat kernel eτ (t, q, q′) = e△τ ,µτ (t, q, q′) on (0,+∞)× Ω× Ω.

B.1 Hypoelliptic Kac’s principle

Let Ω1 be another arbitrary open subset of M . We define the operator △τ
1 on L2(Ω1, µ

τ ) exactly
as we did above on Ω, so that the selfadjoint operator (△τ

1 , D(△τ
1)) generates another smooth

positive symmetric heat kernel eτ1(t, q, q
′) = e△τ

1 ,µ
τ (t, q, q′) on (0,+∞)× Ω1 × Ω1.

Theorem B.1 ([32, Theorem 3.1]). For all (k, α, β) ∈ N× Nd × Nd, we have

(∂kt ∂
α
q ∂

β
q′e

τ )(t, q, q′) = (∂kt ∂
α
q ∂

β
q′e

τ
1)(t, q, q

′) + O(t∞)

as t→ 0+, uniformly with respect to τ ∈ K and to q, q′ varying in any compact subset of Ω ∩ Ω1.

Theorem B.1 reflects Kac’s principle of “not feeling the boundary”, showing that the small-time
asymptotic behavior of the heat kernel is purely local. The above version is moreover uniform with
respect to parameters.

This result, which follows from uniform local subellipticity estimates, is particularly useful to
develop local arguments using the heat kernel in small time.

B.2 Continuity with respect to parameters

Theorem B.2 ([32, Theorem 3.2]). The heat kernel eτ is smooth on (0,+∞)× Ω× Ω, for every
τ ∈ K, and depends continuously on τ ∈ K in C∞((0,+∞)× Ω× Ω) topology.

Theorem B.2 is obtained, first, by applying the Trotter-Kato theorem in general semigroup
theory (see, e.g., [34, Chapter III]), which gives dependence in C−∞ for the weak-star topology;
second, dependence in C∞ topology is obtained by using the Heine-Borel property, because, by
uniform subellipticity, the family (eτ )τ∈K is bounded.

This result can be applied to singular perturbations △τ of △0. It generalizes to hypoelliptic
operators well known results established for elliptic operators (see, e.g., [60]).
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C Small-time asymptotic expansion of sR heat kernels near

the diagonal

Using the notations and assumptions made in Appendix A, let q ∈M be arbitrary (regular or not)
and let U be a relatively compact open connected neighborhood of q in M . Recall that e = e△,µ

is the sR heat kernel associated with the sR Laplacian △ defined by (72) (see Appendix A.8.3).

Hereafter, we identify M̂ q ≃ Rn (with a sR isometry).
Let ψq : U → V ⊂ Rn be a chart of privileged coordinates at q, such that ψq(q) = 0, where

U is a neighborhood of q in M and V is a neighborhood of 0 in Rn. Let ε0 > 0 be small
enough such that δqε(V ) ⊂ U (and δε(V ) ⊂ V ) for every ε ∈ (−ε0, ε0), where the dilations are
defined by (77). By definition of the nilpotentization, for every i ∈ {1, . . . ,m}, the vector field

(Xi)
q
ε = ε(δqε)

∗Xi converges to X̂
q
i in C∞ topology as ε → 0 (see Section A.5.3). Also, the metric

gqε = ε−2(δqε)
∗g converges to the nilpotentized metric ĝq (see Section A.5.4), and the smooth

measure µq
ε = |ε|−QM (q)(δqε)

∗µ converges to the nilpotentized measure µ̂q (see Section A.5.6).
Hence the operator

△q
ε = ε2(δqε)

∗△(δqε)∗ =

m∑

i=1

((
(Xi)

q
ε

)2
+ divµq

ε

(
(Xi)

q
ε

)
(Xi)

q
ε

)

converges to △̂q =
∑m

i=1

(
X̂q

i

)2
in C∞ topology (use Remark A.5).

Extending the vector fields (Xi)
q
ε (and thus the differential operator △q

ε) and the measure µq
ε

by 0 outside of the neighborhood V , we obtain a selfadjoint operator (△q
ε, D(△q

ε)) on L
2(Rn, µq

ε),
which generates a strongly continuous contraction semigroup. Its Schwartz kernel restricted to
(0,+∞)×V ×V has a smooth density, which is the smooth positive symmetric heat kernel denoted
by eqε = e△q

ε,µ
q
ε
. The subscript q underlines that the nilpotentization is performed at the point

q. It follows from Theorem B.1 (in Appendix B.1) that the way we extend has no impact on the
small-time asymptotics of the heat kernel. Therefore we have

eqε(s, x, x
′) = |ε|QM (q) e(ε2s, δqε(x), δ

q
ε(x

′)) + O(|ε|∞) (91)

as ε→ 0, in C∞ topology. Besides, by Theorem B.2 (in Appendix B.2), eqε converges to êq in C∞

topology as ε→ 0. Hence, at this step, we have obtained that

lim
ε→0

eqε(s, x, x
′) = lim

ε→0
|ε|QM (q) e(ε2s, δqε(x), δ

q
ε(x

′)) = ê(s, x, x′) (92)

uniformly with respect to (s, x, x′) on every compact subset of (0,+∞) × Rn × Rn. Moreover,
when q is regular, taking smaller neighborhoods U and V if necessary so that every point of U
is regular, all operators and functions above depend smoothly on q and the convergence (92) is
uniform with respect to q. When q is singular and when the singular set is Whitney stratified, the
same conclusion is true along each stratum along which the sR weights remain constant. In other
words, setting X0

i = X̂q
i , g

0 = ĝq, µ0 = µ̂q, △0 = △̂q and e0q = êq, we have the following result.

Lemma C.1. The family (eqε)ε∈[−ε0,ε0] depends continuously on ε in C
∞((0,+∞)×V ×V ) topology.

If the singular set (set of singular points) is Whitney stratified by equisingular smooth strata, then
the family depends continuously on (ε, q) along each stratum.

Remark C.1. In particular, the function ε 7→ eqε(1, 0, 0) (resp., the function (ε, q) 7→ eqε(1, 0, 0)
along strata of the singular set) is continuous, and its value at ε = 0 is êq(1, 0, 0).

These facts are developed in detail in [32, Part I]. In particular, (92) gives the first term of
the small-time asymptotic expansion of the heat kernel. Smoothness with respect to ε and the
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complete expansion, which are much more difficult to obtain, are given in the next theorem, which
is the main result of [32].

Theorem C.1 ([32]). The family (eqε)ε∈[−ε0,ε0] depends smoothly on ε in C∞((0,+∞) × V × V )
topology. Given any N ∈ N∗, we have the asymptotic expansion in C∞((0,+∞)× V × V )

eqε(s, x, x
′) = |ε|QM (q) e(ε2s, δqε(x), δ

q
ε (x

′)) + O(|ε|∞)

= êq(s, x, x′) +
N∑

i=1

εif q
i (s, x, x

′) + o
(
|ε|N

) (93)

as ε→ 0, where the functions f q
i are smooth and satisfy the homogeneity property

f q
i (s, x, x

′) = ε−i|ε|QM (q)f q
i (ε

2s, δε(x), δε(x
′)) (94)

for all (s, x, x′) ∈ (0,+∞)×Rn ×Rn and for every ε 6= 0. In particular, f q
i (s, 0, 0) = 0 if i is odd.

Taking s = 1, ε =
√
t and setting aqi (x, x

′) = f q
i (1, x, x

′), it follows that, given any N ∈ N, we
have the asymptotic expansion in C∞(V × V )

tQ
M (q)/2 e

(
t, δq√

t
(x), δq√

t
(x′)

)
= êq(1, x, x′) +

N∑

i=1

ti/2aqi (x, x
′) + o(tN/2) (95)

as t→ 0+, where the functions aqi are smooth and satisfy aq2j−1(0, 0) = 0 for every j ∈ N∗.
Moreover, if q is regular, then the above convergence and asymptotic expansion are locally

uniform with respect to q, and the functions êq, f q
i and aqi depend smoothly (in C∞ topology)

on q in any open neighborhood of q consisting of regular points. If the manifold M is Whitney
stratified by equisingular smooth strata (i.e., the sR weights w1(q), . . . , wn(q) are constant along
each stratum) then the latter property is satisfied along strata.

Remark C.2. As a particular case, take x = x′ = 0 in (95) and set cj(q) = aq2j(0, 0). Since
aq2j−1(0, 0) = 0, it follows that, given any N ∈ N, for every q ∈M ,

tQ
M (q)/2 e(t, q, q) = êq(1, 0, 0) + c1(q)t+ · · ·+ cN (q)tN + o(tN ) (96)

as t → 0+. Moreover if q is regular then the functions cj are smooth locally around q. This
small-time expansion of the heat kernel along the diagonal was already known (see [13], see also

[66]). The equivalent tQ
M (q)/2e(t, q, q) ∼ êq(1, 0, 0) gives the main term in the local Weyl law in

the equiregular case.
The expansion (93) is more general because, in addition to have identified the main coefficients

in terms of the nilpotentization, the expansion is valid in an asymptotic neighborhood of the diag-
onal, which is instrumental to derive the microlocal Weyl law and to treat the case of singular sR
structures, as done in the present paper.

D Asymptotic expansions of some integrals

D.1 Integrals with a single layer

In the following, given any G ∈ C∞(R2), any k ∈ Z and any j ∈ N, we define

Ijk[G](x) =

∫ 1

x

τk G
(
τ,
x

τ

)
lnj

τ

x
dτ ∀x ∈ (0, 1).
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Proposition D.1. We have

Ijk[G](x) = xmin(0,k+1)F0(x) + xmax(0,k+1)

j+1∑

i=1

Fi(x) ln
i 1

x
∀x ∈ (0, 1) (97)

for some F0, . . . , Fj+1 ∈ C∞(R), and more precisely,

Ijk[G](x) =





k∑

i=0

xi

i!

∫ 1

0

τk−i ∂i2G(τ, 0) ln
j τ

x
dτ + xk+1

j+1∑

i=0

Fi(x) ln
i 1

x
if k ∈ N,

G(0, 0)

j + 1
lnj+1 1

x
+

∫ 1

0

G(0, ε)−G(0, 0)

ε
lnj

1

ε
dε

+

∫ 1

0

G(τ, 0)−G(0, 0)

τ
lnj

τ

x
dτ + x

j+1∑

i=0

F̃i(x) ln
i 1

x
if k = −1,

−k−2∑

i=0

xk+1+i

i!

∫ 1

0

ε−k−2−i ∂i1G(0, ε) ln
j 1

ε
dε+

j+1∑

i=0

Fi(x) ln
p 1

x
if k 6 −2,

for every x ∈ (0, 1), for some F̃0, . . . , F̃j+1 ∈ C∞(R). The function Ijk[G](x) can be written as a

sum (over p) of formal series as x→ 0+, multiplied by lni 1
x , where the coefficients are distributions.

When G is only continuous, we get only the first term in the asymptotics as x→ 0+. When G
is only of class C1 and k = −1, we get only the three first terms (i.e., we replace the sum involving
the F̃i’s with a remainder term).

Moreover, for every i ∈ N, we have

F
(i)
j+1(0) =





1

j + 1

1

(k + 1 + 2i)!

(
k + 1 + 2i

i

)
∂i1∂

k+1+i
2 G(0, 0) if k ∈ N,

1

j + 1

1

(−k − 1 + 2i)!

(−k − 1 + 2i

i

)
∂−k−1+i
1 ∂i2G(0, 0) if k ∈ −N∗.

(98)

Remark D.1. If G is even with respect to its second variable (i.e., if G(τ, ε) is a function of (τ, ε2)),
then ∂i2G(τ, 0) = 0 for every i ∈ N odd and hence many terms vanish in the above expansion; in
particular, (98) implies that Fj+1 has the parity of k + 1 if k ∈ N and is even if k ∈ −N∗.

Remark D.2. If G does not depend on τ then ∂i1G(τ, ε) = 0 for every i ∈ N∗, and, by (98),
Fj+1(x) = Fj+1(0) + O(x∞) with Fj+1(0) =

1
j+1

1
(k+1)!∂

k+1
2 G(0, 0) if k > −1 and Fj+1(0) = 0 if

k 6 −2. Moreover, for k = −1, the functions Fi, i = 0, . . . , j + 1, are even.

Proof. We define

Jj
k [G](x) =

∫ 1

x

τk G
(
τ,
x

τ

)
lnj

1

τ
dτ.

Using the change of variable u = x
τ , we have I

j
k[G](x) = xk+1Jj

−k−2[Ǧ](x) where Ǧ(τ, ε) = G(ε, τ).

Actually, we are going to prove that, given any G ∈ C∞(R2), Jj
k [G](x) has the same expansion

as Ijk[G](x), except that lnj τ
x is changed to lnj 1

τ , and lnj 1
ε is changed to lnj ε

x . This gives the

proposition. Let us then establish the result for Jj
k [G](x).

Using the change of variable u = x
τ , we first note that

Jj
k [G](x) =

j∑

i=0

(−1)j−i

(
j

i

)
xk+1 lni

1

x
Jj−i
−k−2[Ǧ](x),
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and thus it suffices to prove the statement for k ∈ N.
Second, since Jj

0 [G] is continuous and

Jj
k [G]

′(x) = −xk lnj 1

x
G(x, 1) + xJj

k−1[∂2G](x),

it follows that Jj
k [G] is at least of class C

k when k ∈ N.
Now, if G(τ, ε) = O(τ2N + ε2N ) for some N ∈ N∗, then G(τ, ε) = τNG1(τ, ε) + εNG2(τ, ε) for

some G1, G2 ∈ C∞(R2), and it follows that

Jj
k [G](x) = Jj

k+N [G1](x) +

j∑

i=0

(−1)j−i

(
j

i

)
xk+1 lni 1

x
Jj−i
N−k−2[Ǧ2](x)

and thus Jj
k [G] is at least of class C

N−k−2.
Therefore, taking N sufficiently large, it suffices to check the result on monomialsG(τ, ε) = τpεq

with p, q ∈ N: we have Jj
k [G](x) = xq

∫ 1

x τ
k+p−q lnj 1

τ dτ and the result is then easily established.
The case k = −1 is treated separately, writing G(τ, u) = G(0, u) + τG1(τ, u) with G1 continuous.

Remark D.3. When k = −1 and j = 0, assuming that G is only of class C2, we have

I0−1[G](x) =

∫ 1

x

1

τ
G
(
τ,
x

τ

)
dτ = G(0, 0) ln

1

x
+

∫ 1

0

G(0, ε)−G(0, 0)

ε
dε+

∫ 1

0

G(τ, 0)−G(0, 0)

τ
dτ

+ ∂1∂2G(0, 0)x ln
1

x
+

(
− ∂1G(0, 0)− ∂2G(0, 0) +

∫ 1

0

∂1G(0, ε)− ∂1G(0, 0)− ε∂1∂2G(0, 0)

ε2
dε

+

∫ 1

0

∂2G(τ, 0)− ∂2G(0, 0)− τ∂1∂2G(0, 0)

τ2
dτ

)
x+ o(x)

as x→ 0+, i.e., we have identified the four first terms of the expansion.

D.2 Nested integrals

Let p ∈ N∗ be arbitrary. Given any G ∈ C∞(Rp+1) and any (k1, . . . , kp) ∈ Zp, we define

Ik1,...,kp [G](x) =

∫ 1

x

τk1
1

∫ 1

x
τ1

τk2
2

∫ 1

x
τ1τ2

τk3
3 · · ·

∫ 1

x
τ1···τp−1

τkp
p G

(
τ1, . . . , τp,

x

τ1 · · · τp

)
dτp · · · dτ1

for every x ∈ (0, 1). Setting kp+1 = −1, we define s ∈ N∗ and (j1, . . . , js) ∈ Zs so that {j1, . . . , js} =
{k1, . . . , kp+1} and j1 = min(k1, . . . , kp+1) < j2 < · · · < js = max(k1, . . . , kp+1). For every i ∈
{1, . . . , s}, we denote bymi the “multiplicity” of ji, that is, the number of integers l ∈ {1, . . . , p+1}
such that kl = ji. In particular, m1 = #argmin(k1, . . . , kp+1) ∈ {1, . . . , s + 1} is the number of
elements kl reaching the minimum j1.

Proposition D.2. We have

Ik1,...,kp [G](x) =

s∑

i=1

Fi(x)x
ji+1| lnx|mi−1 ∀x ∈ (0, 1), (99)

i.e., the function Ik1,...,kp [G](x) can be written as a sum of s formal series multiplied by lni 1
x , where

the coefficients are distributions (thus, depending on integrals and derivatives of G). Moreover,

Ik1,...,kp [G](x) = C(G)xj1+1| lnx|m1−1 + o
(
xj1+1| lnx|m1−1

)
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as x→ 0+, for some C(G) ∈ R. Actually, C is a Radon measure.

Concentration properties. Denoting G(τ1, . . . , τp, ε), we say that we have “ε-concentration”
whenever C(G) depends only on G restricted to ε = 0. We say that we have “τ-concentration” if
there exist at least one index i ∈ {1, . . . , p} such that we have concentration on τi = 0, i.e., C(G)
depends only on G restricted to τi = 0 (in other words, C is Dirac in its ith variable). In this case,
we say that we have τ-concentration at minimal index i ∈ {1, . . . , p} if we have concentration on
τi = 0 but not on τj = 0 for any j < i, i.e., C is absolutely continuous with respect to its (i − 1)
first variables and is Dirac in its ith one.

We have ε-concentration if and only if ki > −1 for every i ∈ {1, . . . , p}. We have τ-concentration
if and only if j1 < 0 (i.e., at least one of the integers k1, . . . , kp is negative); in this case, we have
concentration on τi = 0 at least for all indices i ∈ {1, . . . , p} such that ki = j1 = min(k1, . . . , kp+1)
and, denoting i1 the minimal index of those ki, we do not have concentration on τi = 0 if i < i1.

The explicit expression of C(G) is complicated in general. It is given below for p = 1 and p = 2.
In the particular case where k1 = · · · = kp = j1 < 0:

• if j1 6 −2 then ms = s and C(G) = 1
(s−1)!

∫ 1

0
ε−j1−2G(0, . . . , 0, ε) dε;

• if j1 = −1 then ms = s+ 1 and C(G) = 1
s!G(0, . . . , 0).

To prove Proposition D.2, setting Gτ1(τ2, . . . , τp, x1) = G(τ1, τ2, . . . , τp, x1) for every x1 > 0
(we will take x1 = x/τ1), we first note that

Ik1,...,kp [G](x) =

∫ 1

x

τk1
1 Ik2,...,kp [Gτ1 ]

( x
τ1

)
dτ1.

Then, similarly, we have

Ik2,...,kp [Gτ1 ](x1) =

∫ 1

x1

τk2
2 Ik3,...,kp [Gτ1,τ2]

(x1
τ2

)
dτ2

where Gτ1,τ2(τ3, . . . , τp, x2) = G(τ1, . . . , τp, x2) (we will take x2 = x1/τ2), and so on until we reach

Ikp [Gτ1,...,τp−1](xp−1) =

∫ 1

xp−1

τkp
p Gτ1,...,τp−1

(
τp,

xp−1

τp

)
dτp.

By applying iteratively (97) in Proposition D.1, we obtain (99). Besides, recalling that kp+1 = −1,
setting εi = 1 for i = 1, . . . , s, and εp+1 = −1, we establish by induction on s that

∫ 1

x

τk1
1

∫ 1

x
τ1

τk2
2

∫ 1

x
τ1τ2

τk3
3 · · ·

∫ 1

x
τ1···τp−1

τkp
p dτp · · · dτ1 = (−1)s

p+1∑

i=1

εi

p+1∏

j=1
j 6=i

(ki − kj)
−1 xki+1 (100)

for any (k1, . . . , kp) ∈ Rp (not only integer) if k1, . . . , kp+1 are paiwise distinct; when m of them
are equal, ki1 = · · · = kim , the linear combination of xki1+1, . . . , xkim+1 is replaced with the linear
combination xki1+1

(
c0 + c1| lnx|+ · · ·+ cm−1| lnx|m−1

)
, where the coefficients ci can be explicitly

computed by Taylor expansions. In particular, if k1 = · · · = kp = j1 then (100) is equal to 1
p! | lnx|p

when j1 = −1, and to 1
(p−1)! |j1+1|x

j1+1| lnx|p−1(1 + o(1)) (as x→ 0+) when j1 6 −2.

The concentration properties are established by Taylor expansions and by considering monomial
functions G as in the proof of Proposition D.1.

Case p = 1. By Proposition D.1, the dominating term of Ik1 [G](x) as x→ 0+ is:

•

∫ 1

0 τ
k1
1 G(τ1, 0) dτ1 if k1 > 0 (no τ -concentration, concentration on ε = 0);

89



• G(0, 0) ln 1
x if k1 = −1 (concentration on τ1 = 0 and on ε = 0);

•

(∫ 1

0 ε
−k1−2G(0, ε) dε

)
xk1+1 if k1 6 −2 (concentration on τ1 = 0, no ε-concentration).

Case p = 2. Starting from Ik1,k2 [G](x) =
∫ 1

x τ
k1
1 Ik2 [Gτ1 ]

(
x
τ1

)
dτ1, using Proposition D.1, we

obtain that the dominating term of Ik1,k2 [G](x) as x→ 0+ is:

∫ 1

0

τk1
1

∫ 1

0

τk2
2 G(τ1, τ2, 0) dτ2 dτ1 if k1 > 0 and k2 > 0

(∫ 1

0

τk2
2 G(0, τ2, 0) dτ2

)
| lnx| if k1 = −1 and k2 > 0

(∫ 1

0

ε−k1−2

∫ 1

ε

τk2
2 G(0, τ2, ε) dτ2 dε

)
xk1+1 if k1 6 −2 and k2 > 0

(∫ 1

0

τk1
1 G(τ1, 0, 0) dτ1

)
| lnx| if k1 > 0 and k2 = −1

1

2
G(0, 0, 0)| lnx|2 if k1 = −1 and k2 = −1

(∫ 1

0

ε−k1−2

∫ 1

ε

1

τ2
G(0, τ2, ε) dτ2 dε

)
xk1+1 if k1 6 −2 and k2 = −1

(∫ 1

0

τk1−k2−1
1

∫ 1

0

ε−k2−2G(τ1, 0, ε) dε dτ1

)
xk2+1 if k1 > k2 + 1 and k2 6 −2

(∫ 1

0

ε−k1−2G(0, 0, ε) dε

)
xk1+1| lnx| if k1 = k2 and k2 6 −2

(∫ 1

0

uk2−k1−2

∫ 1

u

ε−k2−2G(0, u, ε) dε du

)
xk1+1 if k1 6 k2 − 1 and k2 6 −2

E Subanalytic sets and functions

In this appendix we concisely recall the definitions and main properties of subanalytic sets and
functions, as well as some desingularization and cell preparation theorems for subanalytic functions,
from which we derive some useful results. This section is based on the references [15, 26, 27, 48,
55, 58, 59, 61, 72, 73, 84, 86, 87].

E.1 Reminders on subanalytic geometry

Definitions. Given any n ∈ N∗ and any real analytic manifold M of dimension n, a subset
X ⊂ M is locally semianalytic if for every x ∈ M there exists an open neighborhood U of x in
M such that, in a local analytic chart, X ∩ U can be defined by a finite number of equalities and
inequalities using real analytic functions on U .

The projection of a locally semianalytic set, even compact, may fail to be locally semianalytic
(see [61]), this is what has motivated the definition of subanalytic sets.

The subset X is locally subanalytic if for every x ∈ M there exists an open neighborhood U
of x in M such that, in a local analytic chart, X ∩ U is the projection of a relatively compact
semianalytic set, i.e., there exists a real analytic manifold N and a relatively compact semianalytic
subset A ⊂ M ×N such that X ∩ U = π(A) where π : M × N → M is the canonical projection
(see [15]).
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Assuming that M is an analytic submanifold of Rn, the subset X ⊂M is globally semianalytic
(resp., globally subanalytic) if its image under the natural embedding (x1, . . . , xn) 7→ (1 : x1 : · · · :
xn) from Rn to the projective space Pn(R) is a locally semianalytic (resp., locally subanalytic)
subset of the analytic manifold Pn(R) (see [27, 55, 58, 86]). Here, (1 : x1 : · · · : xn) is the
equivalence class of the collinearity equivalence relation in Rn+1 \ {0}. One can equivalently use
other embeddings provided they have a subanalytic graph (see [55]).

Hereafter, when we speak of a globally subanalytic subset X ⊂M , it is understood that M is
an analytic submanifold of Rn.

Of course, globally semianalytic or subanalytic sets are locally semianalytic or subanalytic.
Any relatively compact subset of M is locally subanalytic if and only if it is globally subanalytic.
For instance, N is analytic but is not globally subanalytic. The graph of the sine function in R2 is
locally but not globally subanalytic.

The class of (locally or globally) subanalytic sets is stable under locally finite unions and
intersections, taking complement, interior, closure, product, image under proper analytic mapping,
taking connected components. Moreover, the family of connected components of such a set is locally
finite (see [15, 61]).

Given a real analytic finite-dimensional manifold N , a mapping f : X → N is (locally or
globally) subanalytic if its graph is (locally or globally) subanalytic in M ×N . The composition of
two globally subanalytic mappings is globally subanalytic, while the property may fail for locally
subanalytic mappings (unless one adds an adequate properness property, see [55]). A function
f : X → R on a globally subanalytic set X is globally subanalytic if and only if f and 1/f (defined
on X \ f−1(0)) are locally subanalytic.

Smoothness and stratification properties. Any (locally or globally) subanalytic subset X of
a real analytic finite-dimensional manifoldM is Whitney stratifiable, with a locally finite number of
strata that are connected analytic submanifolds ofM and are also (locally or globally) subanalytic
sets (see [15, 84]). The topological dimension dimX of X is defined as the maximal topological
dimension of its strata. The singular set of X , which is a closed (locally or globally) subanalytic
subset of X of codimension at least one, is the union of strata of dimension less than dimX .

We recall that a stratification ofM is a locally finite partition in smooth submanifolds (strata),
such that, if the stratum S1 has a nonempty intersection with the closure S2 of another stratum
S2 then S1 ⊂ S2. The strata are glued one to another, at their boundary, according to some
rules. The most standard ones are the Whitney (A) and (B) conditions: assuming that S1 ⊂ S2,
(A) if a sequence of qk ∈ S2 converges to q ∈ S1 then TqS1 ⊂ limk TqkS2; (B) if two sequences
qk ∈ S2 and q′k ∈ S1 converge to the same q ∈ S1 then the limit of the chords [qk, q

′
k] (in

local coordinates) is contained in limk TqkS2 provided that both limits exist. We then speak of a
Whitney stratification.

Finer stratifications concepts and results can be found, e.g., in [61, 72].

Uniformization and rectilinearization. Let X be a closed (locally or globally) subanalytic
subset of a real analytic manifold M of dimension n.

According to the uniformization theorem, there exists a real analytic manifold N of the same
dimension as X and a proper real analytic mapping φ : N →M such that X = φ(N).

According to the rectilinearization theorem, on every compact subset ofM there exists a locally
finite covering on each component of which there exists an analytic mapping φ : Rn → M such
that, locally, φ−1(X) is a union of quadrants of Rn, where a quadrant is a subset of Rn defined by
xi = 0 or xi > 0 or xi < 0, for i ∈ {1, . . . , n}.

These theorems have first been proved in [48] by desingularization and resolution of singularities
(following the deep celebrated [47]), and later in [15] by a more direct and elementary approach in
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the context of what is now called subanalytic geometry.
As concerns functions, any bounded globally subanalytic (not necessarily continuous) function

f : X → R can be desingularized as follows: there exists a real analytic manifold N of the same
dimension as X and a proper analytic mapping φ : N →M (which is a local diffeomorphism on a
dense subset of N if moreover X =M) such that X = φ(N) and f ◦ φ is locally normal crossings
on the components of N where it does not vanish identically, i.e., f ◦φ can be written in some local
charts as f ◦ φ(x) = ∏n

i=1 x
αi

i g(x) for some αi ∈ N, for i ∈ {1, . . . , n}, and some unit subanalytic
function g (i.e., bounded and not vanishing in the chart). Actually, it is always possible to define φ,
locally and piecewise, as a finite composition of blowings-up, substitutions of powers and shifts (see
[15, 73]). Unfolding such transforms then yields various versions of rectilinearization or preparation
theorems, all of them aiming at writing f , locally, in a “cusp-prepared” (locally fractional normal
crossings) form, as the product of a fractional monomial (i.e., as above but with αi ∈ Q) with a
unit subanalytic function (see [73]), as explained hereafter.

Subanalytic cell decompositions. A subanalytic cell decomposition of Rn is a finite partition
of Rn into so-called subanalytic cells that are disjoint globally subanalytic subsets and analytic
connected submanifolds of Rn having a particular cylindrical form. There exist various possible
cell decompositions (see [27, 58, 72, 86, 87]). Here, we follow [27, 87].

Given any n ∈ N∗, we denote by Πn : Rn+1 → Rn the projection onto the first n coordinates,
i.e., taking coordinates (x, y) ∈ Rn+1 = Rn × R with x ∈ Rn and y ∈ R, we have Πn(x, y) = x.

Subanalytic cell decompositions are defined by induction. For n = 1, a subanalytic cell de-
composition C1 of R is given by a partition on R in a finite number of singletons {a} and open
intervals (b, c) with a ∈ R, b ∈ {−∞} ∪ R and c ∈ R ∪ {+∞}. Then, by induction, a subanalytic
cell decomposition Cn+1 of R

n+1 is given by a subanalytic cell decomposition Cn of Rn = Πn(R
n+1)

and each subanalytic cell C ∈ Cn+1 of Rn+1 is such that Πn(C) ∈ Cn (called basis of the cell C)
and either C is of the form

C = {(x, y) ∈ Πn(C)× R | y = a(x)}

called a thin cell in y, where a is an analytic and globally subanalytic function on Πn(C), i.e., C
is the graph of a above the basis Πn(C), or C is of the form

C = {(x, y) ∈ Πn(C) × R | a(x) < y < b(x)}

called a fat cell in y, where a and b are analytic and globally subanalytic functions on Πn(C), with
possibly a ≡ −∞ or b ≡ +∞, i.e., C is a a cylindrical set between a and b above the basis Πn(C).
Moreover, in the fat case, following [26, Definition 3.4] or [27, Definition 3.2 and Definitions 3.4],
it is always possible to write C in the form

C = {(x, y) ∈ Πn(C)× R | ã(x) < ỹ < b̃(x)} with ỹ = ε(y − ζ(x))δ

for some ε, δ ∈ {±1} and for some analytic and globally subanalytic functions ã, b̃ and ζ on Πn(C)
satisfying 0 6 ã(·) < b̃(·) 6 1, with either ã(·) > 0 or ã(·) ≡ 0, the graph of ζ being disjoint from
C. There is an infinite number of possible choices for the function ζ, which is called a center for
C. When 0 6 a < b 6 1, we can take ζ = 0 and ε = δ = 1 (this is what we use in Section 9.3.3).

Every subanalytic cell of Rn is an analytic connected submanifold of Rn and is also a globally
subanalytic subset of Rn.

A subanalytic cell decomposition is said to be compatible with a finite number of given globally
subanalytic sets if each of those sets is itself a union of cells. The subanalytic cell decomposition
theorem states that, given a finite number of arbitrary globally subanalytic subsets of Rn, there
exists a (finite) subanalytic cell decomposition of Rn compatible with those sets (see [87, Chapter
3, Section 2] or [72, Theorem 1.1] or [86]).
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Subanalytic preparation theorems. Preparation theorems for subanalytic functions are far-
reaching versions of the celebrated Weierstrass and Malgrange preparation theorems. As alluded
above, there are various existing versions in the literature (see [26, 27, 58, 59, 73, 86]), with possible
variants in the reduced normal form or in the definition of the unit functions.

The statement that we give hereafter is based on [27, Theorem 2.4], which extends [58, Théorème
1] to a finite set of functions, with unit functions defined in [26, Definition 3.8] (this form of unit
function being better suited to our needs; see [26, Proof of Proposition 3.10] to see how it can be
obtained from the more usual unit functions found in [27, 58]).

Given any n ∈ N, we consider Rn+1 = Rn ×R with a system of coordinates (x, y) with x ∈ Rn

and y ∈ R. As before, we denote Πn(x, y) = x. Let X be a globally subanalytic subset of Rn+1,
let F be a finite set of globally subanalytic functions on X , and let X be a finite set of globally
subanalytic subsets of X . Then, there exists a (finite) subanalytic cell decomposition of Rn+1,
compatible with X , such that, for any subanalytic cell C ⊂ Rn+1 of that decomposition:

• either C is thin in y and for every f ∈ F there exists an analytic and globally subanalytic
function a on the cell Πn(C) such that f(x, y) = a(x) on C;

• or C is fat in y, of the form C = {(x, y) ∈ Πn(C) × R | ã(x) < ỹ < b̃(x)} where ỹ =
ε(y − ζ(x))δ and each function f ∈ F can be written in C as

f(x, y) = F (x) ỹα U

(
(ci(x))16i6N ,

(
ã(x)

ỹ

)1/ℓ

,

(
ỹ

b̃(x)

)1/ℓ
)

for some α ∈ Q, N, ℓ ∈ N∗, ε, δ ∈ {±1}, for some analytic and globally subanalytic functions
F , ζ, a, b, c1, . . . , cN on the cell Πn(C), with 0 6 ã(·) < b̃(·) 6 1 on Πn(C) and either ã(·) > 0
or ã(·) ≡ 0, the graph of ζ being disjoint from C and the functions c1, . . . , cN taking their
values in [0, 1], and for some unit (i.e., not vanishing) analytic function U on an open subset
of RN+2 containing [0, 1]N+2.

We say that we have prepared the functions f ∈ F with respect to the variable y. Note that, by
permutation, we can prepare f with respect to any of its variables.

Now, the above statement can be iterated, as done in [27, Theorem 3.9], leading to the following
result. Given any n, p ∈ N, we consider Rn+p = Rn × Rp with a system of coordinates (x, y) with
x ∈ Rn and y = (y1, . . . , yp) ∈ Rp. For every i ∈ {1, . . . , p}, we denote Πn+i(x, y) = (x, y6i) where
y6i = (y1, . . . , yi), and Πn(x, y) = x. We also use the notation y<i = (y1, . . . , yi−1) for i > 1.

Let X be a globally subanalytic subset of Rn+p, let F be a finite set of globally subanalytic
functions on X , and let X be a finite set of globally subanalytic subsets of X . Then, there
exists a (finite) subanalytic cell decomposition of Rn+p, compatible with X , such that, for any
open subanalytic cell C ⊂ Rn+p of that decomposition (here, we give the result only for open
cells because this is enough for our needs; for more general results, see [27, Section 3]), for every
i ∈ {0, . . . , p}, we have

Πn+i(C) = {(x, y6i) ∈ Πn+i−1(C)× R | ai(x, y<i) < ỹi < bi(x, y<i)}

where ỹi = εi(yi − ζi(x, y<i))
δi and each function f ∈ F can be written in C as

f(x, y) = F (x)

p∏

i=1

ỹαi

i U

(
(ci(x))16i6N ,

(
ai(x, y<i)

ỹi

)1/ℓi

16i6p

,

(
ỹi

bi(x, y<i)

)1/ℓi

16i6p

)

for some αi ∈ Q, N, ℓi ∈ N∗, εi, δi ∈ {±1} (1 6 i 6 p), for some analytic and globally subanalytic
functions F , c1, . . . , cN (defined on Πn(C)), ζi, ai, bi (defined on Πn+i−1(C)) satisfying 0 6 ai(·) <
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bi(·) 6 1, the graph of ζi being disjoint from Πn+i(C) and the functions c1, . . . , cN taking their
values in [0, 1], and for some unit (i.e., not vanishing) analytic function U on an open subset of
RN+2p containing [0, 1]N+2p.

E.2 A useful result

The following result12 is, in some sense, a parametric version of Hironaka’s uniformization theorem,
in the spirit of [73, Proof of Theorem 6.1].

Lemma E.1. Let P be a real analytic compact manifold of dimension p and let X be a globally
subanalytic compact subset of P × Rn such that ΠP (X) = P , where ΠP : P × Rn → P is the
canonical projection. We assume that the fibers Xq = {x ∈ Rn | (q, x) ∈ X} are bounded and
have dimension at most k, for any q ∈ P . Then, there exist a real analytic compact manifold N of
dimension k and a bounded globally subanalytic mapping Φ : P ×N → Rn such that X = Φ(P ×N)
and Xq = Φ(q,N) for every q ∈ P .

Proof. By the subanalytic cell decomposition theorem, X is the finite union of (disjoint) relatively
compact cells. Let us first assume that X is a single cell, of dimension p + k. Assuming that X
is sufficiently small (otherwise, do what follows on a finite covering), performing if necessary an
orthogonal change of coordinates and reordering variables, it is always possible to choose a system
of coordinates x = (x1, . . . , xn) on Rn such that, denoting by Πi : P × Rn → Ri the projection
defined by Πi(q, x) = (q, x6i), where q ∈ P and x6i = (x1, . . . , xi):

• for every i ∈ {k + 1, . . . , n} (if k < n), the subanalytic cell Πi(X) is thin and there exists a
bounded analytic and globally subanalytic function ai on Πi−1(X) such that xi = ai(q, x6i−1)
for every (q, x) ∈ X ;

• for every i ∈ {1, . . . , k}, the subanalytic cell Πi(X) is fat, of dimension p+ i, and there exist
bounded analytic and globally subanalytic functions ai and bi on the subanalytic cell Πi(X)
such that ai(q, x6i−1) < xi < bi(q, x6i−1) for every (q, x) ∈ X (with the agreement that
a1(q) < x1 < b1(q) for i = 1).

Now, setting θ = (θ1, . . . , θk) ∈ [0, 1]k, we define the parametrization x1(q, θ) = (1 − θ1)b1(q) +
θ1c1(q), then x2(q, θ) = (1−θ2)b2(q, x1(q, θ))+θ2c2(q, x1(q, θ)), etc, until xk, and then xk+1, . . . , xn
are then defined accordingly in function of (q, θ) by composing with ai. Finally, defining the globally
subanalytic function φ(q, θ) = (x1(q, θ), . . . , xn(q, θ)) on P × [0, 1]k, we have X = φ(P × [0, 1]k)
and Xq = φ(q × [0, 1]k). The lemma is thus obtained when X is a cell. In the general case, X is a
finite union of cells and to obtain the global statement of lemma, it suffices to proceed for example
as in the proof of [15, Corollary 4.9 or Theorem 5.1] by “pasting” copies of [0, 1]k.
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