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A key factor for the acceptance of robots as regular partners in human-centered environments
is the appropriateness and predictability of their behaviors, which depend partially on the robot
behavior’s conformity to social norms. Previous experimental studies have shown that robots
that follow social norms and the corresponding interactions are perceived more positively by
humans than robots or interactions that do not adhere to social norms. However, the con-
ducted studies only focused on the effects of social norm compliance in specific scenarios.
Therefore, this paper aims to guide further research studies by compiling how researchers in
relevant research fields think the perception of robots and the corresponding interactions are
influenced independently of a specific scenario if a robot’s behavior conforms to social norms.
Additionally, this study investigates what characteristics and metrics constitute a good general
benchmark to objectively evaluate the behavior of social robots regarding its conformity to
social norms according to researchers in relevant research communities. Finally, the paper
summarizes how the obtained results can guide future research toward socially aware robot
behavior.
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Introduction

The number of robots employed in human-centered envi-
ronments instead of factories is growing, thereby, increasing
the need for robots that can interact with humans in a so-
cially acceptable and appropriate manner. This ranges from
socially aware navigation aiming to avoid discomfort (Kruse,
Pandey, Alami, & Kirsch, 2013) to socially aware communi-
cation, e.g., communicating non-verbally with an adult, if a
sleeping child is in the same room (Tomic, Pecora, & Saf-
fiotti, 2014). Due to this vast range of problems that need to
be addressed, the work that aims to integrate social norms,
often spans across different disciplines including cognitive
robotics, human-robot interaction, and artificial intelligence.
For instance, Takayama and Pantofaru (2009) studied the ef-
fect of robot gaze on the approach distance humans keep,
while Dautenhahn et al. (2006) and Koay, Syrdal, Walters,
and Dautenhahn (2007) investigated the appropriate angle
by which a robot should approach humans. The findings of
these studies show that it is possible to improve humans’ im-
pression of robots by enabling them to follow human social
norms. Ciou, Hsiao, Wu, Tseng, and Fu (2018) showed that
the movements of robots that follow social norms are per-
ceived as smoother, more predictable, and rarely disturbing.
Important to note is that some social norms differ across cul-
tures, such as greeting and speaking language, and that peo-
ple prefer robots that follow the social norms of the culture

they are belonging to (Trovato et al., 2013; Wang, Rau, Ev-
ers, Robinson, & Hinds, 2010). Further, Wang et al. (2010)
showed that when a robot shows the same culture, the partic-
ipants are more likely to change their decisions to align with
the robot.
Overall, several previous studies showed that following so-
cial norms improves the perception of - and interaction with -
robots resulting in improved user experience and acceptance
of social robots (Joosse, Lohse, & Evers, 2014). In addition,
robots that are not able to follow social norms are likely to
violate user expectations, which cannot only lead to impov-
erished interactions but in some cases even to emotional or
physical harm (Sarathy, Wilson, Arnold, & Scheutz, 2016).
Although endowing robots with the ability to follow social
norms is beneficial, it is a challenging task due to the large
number of existing social norms, their dynamicity (some
norms change over time), and strong variance across different
social and cultural groups. Thus, the question arises whether
social norms can be manually defined and hard-coded into
the robot controllers or whether they need to be learned au-
tomatically through interaction?
Hard-coding social norms in robots is commonly used and
has been useful to prove the benefits of norm conformity by
comparing the behavior generated by a model that takes so-
cial norms into account with a baseline model without any in-
formation about social norms, e.g., (Dautenhahn et al., 2006;
Koay et al., 2007; Takayama & Pantofaru, 2009). However,
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these models usually work only for the specific scenarios en-
countered during the conducted experiment and would re-
quire a lot of time and effort to be tuned for other scenarios,
thus, hard-coding socially normative behavior is not scal-
able. In contrast, employing machine learning to learn so-
cially normative behavior can reduce the time and effort to
learn the appropriate behavior for different situations; how-
ever, to achieve good results, a decent amount of data is nec-
essary that requires conducting many interactions, which is
not necessarily a trivial target. Nevertheless, different learn-
ing approaches, including reinforcement learning and deep
learning-based models, have recently been used to enable
robots to adapt their behaviors to social norms. For instance,
Ciou et al. (2018) and Gao et al. (2019) used deep reinforce-
ment learning to teach robots social navigation and appropri-
ate approaching behavior based on sensor input and human
feedback.
Finally, to be able to objectively compare different ap-
proaches and models (independent of whether they have
been hard-coded or learned), it is important to define general
benchmarks and evaluation metrics. However, this is non-
trivial and has; therefore, despite its importance, not received
much attention. To define a general benchmark, different
parameters and factors should be considered, e.g., whether
robots should follow the same social norms as humans or de-
velop their own. The latter might be necessary because peo-
ple might not like robots to be treated the same as humans,
especially when considering non-humanoid robots, but this
might strongly depend on culture. For example, Li, Rau, and
Li (2010) discovered that participants from low-context cul-
tures, like Germany, rated robot behavior differently in re-
spect to its conformity to social norms than those from high-
context cultures, like Chinese or Korean.
In this paper, we present a subjective analysis to foster a bet-
ter understanding of what researchers in relevant research
communities think is the effect of norm conformity on the
perception of a robot’s behavior and the interaction. Further-
more, the analysis aims to determine what characteristics and
metrics they think constitute a good general benchmark to
support the objective evaluation of socially normative robot
behaviors. The former is important to identify views that
have not yet been verified through experiments to ensure that
future research is not based on wrong assumptions, while the
latter provides a good starting point to create a general bench-
mark. The analysis utilizes three separate parts: (1) an online
survey, (2) an interactive session, and (3) a panel discussion1.
The remainder of the paper is structured as follows: First,
we present a detailed analysis of the collected online survey
data. Afterwards, we summarize the main points made dur-
ing the interactive session and panel discussion. Finally, we
conclude the paper by highlighting the key results and dis-
cussing their implications for future research in the area of
socially aware robot behavior adaptation.

Survey

We created an online survey to compile an overview of
how socially aware robot behavior, which conforms to so-
cial norms, will influence the perception of robots by hu-
mans who are interacting with them and to determine which
characteristics constitute a good benchmark for the evalua-
tion of social robot behavior regarding its compliance to so-
cial norms. All statements that were part of the survey are
listed in Tables (4 and 5). The survey was initially distributed
among the participants of the virtual workshop “Robot Be-
havior Adaptation to Human Social Norms” on August 12,
2021, however, due to the virtual format of the survey, we
sent its URL to other colleagues via relevant mailing lists to
ensure a large number of responses. Overall, a total of 109
researchers (52 female, 56 male, and 1 other) completed the
survey2. We do not claim that the collected responses are rep-
resentative of the relevant research communities as a whole,
however, they provide a good indication of the important top-
ics, trends, and open research questions when considering the
deployment of social robots in human-centered environments
in general and more specifically, the development of mecha-
nisms for the dynamic adaptation of robot behaviors to social
norms.

Demographics

Both large robotics conferences, like IEEE RO-MAN, and
English-speaking online mailing lists are usually very diverse
with respect to the countries of origin of the participants, i.e.,
where the participants grew up, and the countries of resi-
dence, i.e., where the participants are currently living. Nev-
ertheless, specific research topics sometimes receive larger
attention in specific geographic locations, which is why we
asked the participants of the survey for their countries of ori-
gin and residence to ensure awareness of potential geograph-
ical or cultural biases. Figure (1a) shows that people from all
ten different cultural clusters3 participated in the study with
the largest group being people who grew up in countries be-
longing to Latin-European cultures and the smallest group
people who grew up in African, Latin-American, and Nordic
cultures. When looking at the countries of residence, we can
see a shift from South-East Asian, Middle Eastern, and East-
ern European cultures toward Anglo-Saxon and Nordic cul-
tures (Figure 1b). The gender of the participants was well

1The interactive session and panel discussion were held at the
TSAR 2021 workshop in August 2021 (https://tsar2021.ai
.vub.ac.be).

2All participants provided their consent before starting the sur-
vey.

3The countries provided by the participants have been grouped
into the ten different cultural clusters defined by Mensah and Chen
(2013).

https://tsar2021.ai.vub.ac.be
https://tsar2021.ai.vub.ac.be
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(a) The country of origin of the participants according to cultural
clusters (Mensah & Chen, 2013).

(b) The country of residence of the participants according to cultural
clusters (Mensah & Chen, 2013).

(c) The gender of the participants. (d) The occupation of the participants.

(e) The research fields that the participants reported to belong to. (f) The age ranges (in years) of the participants.
Figure 1. Overview of the demographics of the participants in the survey. For 11 participants no information about their
country of origin and country of residence was provided (shown as N/A).

distributed as 51.4% for males and 47.7% for females (Fig-
ure 1c). Figure (1d) shows that about 66.1% of the partic-
ipants came from academia. Additionally, 73.4% reported
their primary field of research as Human-Robot Interaction
(HRI), Artificial Intelligence (AI), or robotics. Figure (1f)
shows that most of the participants, i.e., 69.4%, were under

41 years old, and 25% were between 41 to 61 years old.
Statistical Analysis. To verify whether any significant

differences exist based on the participants’ gender, age, edu-
cation, occupation, primary field of research, country of ori-
gin (i.e., where a person grew up), or country of residence
(i.e., where a person is currently living), several statistical



4 ROESLER ET AL.

tests were applied. Since multiple similar questions were
shown together in the survey (G01-G10), we first applied a
Cronbach’s alpha test to verify the reliability of the state-
ments in each group (Table 1). The obtained results show
that the results are reliable for seven of the ten groups, i.e.,
G01-G04, G06, G09, and G10, when considering α as 0.60.

Groups α N
G01 0.85 6
G02 0.77 5
G03 0.82 3
G04 0.78 9
G05 0.48 4
G06 0.74 5
G07 0.58 4
G08 0.41 4
G09 0.76 8
G10 0.61 4

Table 1
Results of the Cronbach’s test for the 10 different statement
groups. Since α is set to 0.60, the obtained results are reli-
able for seven groups (shown in bold). The statements be-
longing to each group are listed in Tables (4 and 5).

Since the data is not normal, which was determined by
applying the Shapiro-Francia test, we used an independent T-
test for gender, since we excluded the ”other” category from
the analysis because only one participant (<1%) indicated its
gender as “other”, and Kruskal-Wallis tests for non-binary
classes, i.e., age, primary field of research, occupation, coun-
try of origin, and country of residence. Groups with fewer
than 5 samples were discarded. For the age analysis, only
the participants under 60 years were considered because the
number of participants above 60 years was less than 5 for
each group (the participants were grouped in 10 years inter-
vals). Since the Kruskal-Wallis tests only show that there
are statistically significant differences between groups with-
out specifying the specific groups, the Mann-Whitney U test
was applied for all statements that had p-values below 0.05
to identify the groups with statistically significant difference.
We report results both without and with Bonferroni correc-
tion because the former can lead to false positives (Type I
error) and the latter to false negatives (Type II error) as dis-
cussed by Cabin and Mitchell (2000); Nakagawa (2004); Per-
neger (1998) among others.

Gender: The results of the independent T-test (Table 2)
show that there is a significant difference based on gender
for the following five statements:

• S27 (P=0.03,M f =5.11, S D f =1.4,Mm=4.5, S Dm=1.5)

• S33 (P=0.01,M f =5.63, S D f =1.33,Mm=4.98, S Dm=1.43)

• S35 (P=0.01,M f =4.92, S D f =1.06,Mm=5.46, S Dm=1.14)

• G06 (P=0.02,M f =6.18, S D f =0.52,Mm=5.9, S Dm=0.72)

• G09 (P=0.02,M f =5.68, S D f =0.68,Mm=5.39, S Dm=0.73)

Age: The results of the statistical analysis (Table 2) show
that there is a significant difference based on age for S43
(P = 0.04) and S45 (P = 0.04). More specifically, while the
participants who are 21-40 years old and those who are 41-
50 years old both overall agree that “S43: Scenarios should
allow active/online learning of normative behavior”, the lat-
ter (i.e., 41-50 years old) only agree slightly with it. Sim-
ilarly, the older participants who are 41-60 years old agree
that “S45: Robots should be evaluated regarding their adapt-
ability to different users”; however, their agreement is signif-
icantly less than that of the younger participants who are 21-
30 years old. However, after applying a Bonferroni correc-
tion to counteract the multiple comparisons problem, there
are no more significant differences between groups (Table 3).

Primary field of research: Table (2) shows that there are
no significant differences based on the primary field of re-
search reported by the participants.

Occupation: The results in Table (2) show that there is a
significant difference based on the participant occupation for
G02 (P = 0.03) and S43 (P = 0.04). More specifically,
professors, researchers, and “others” agreed that “Interac-
tion with robots that follow social norms will be more pre-
dictable, enjoyful, efficient, natural, and comfortable” (G02),
while assistant professors and post-doctoral associates only
slightly agreed with these statements. For S43, i.e., “Sce-
narios should allow active/online learning of normative be-
havior”, professors, researchers, and post-doctoral associates
agreed with it, while assistant professors agreed only slightly
with it. Possible reasons for this difference might be due
to the participant’s age since most post-doctoral associates,
assistant professors, and lecturers who participated in the
survey were 41-50 years old, while most professors were
more than 60 years old or a difference between academia
(post-doctoral associates, assistant professors, lecturers, and
professors) and non-academic groups (researchers and “oth-
ers”). However, after performing a Bonferroni correction to
control for the family-wise error rate, the differences are no
longer statistically significant (Table 3).

Country of origin: For the country of origin there are sig-
nificant differences in the participants’ rating for five state-
ments: S25 (P = 0.01), S29 (P = 0.00), S34 (P = 0.00),
S46 (P = 0.02), and S51 (P = 0.00) (Table 2). For S25, i.e.,
“The behavior of a robot is more important than its appear-
ance for entertainment”, and S34, i.e., “Sharing experiences
through cloud-based robot systems will lead to less personal-
ized social behaviors”, there are statistically significant dif-
ferences between cultural cluster 8 (CC8) and CC1-CC5, and
between CC8 and CC7 (Table 3). For S25, the participants
belonging to CC8 (South-East Asian) strongly agree with the
statement, while the participants belonging to CC2 (Latin
European), CC3 (Anglo-Saxon), CC4 (Confucian), and CC7
(Middle Eastern) agree, or at least slightly agree, with it. The
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Gender Age Field Occupation Origin Residence
G01 0.94 0.08 0.29 0.37 0.06 0.92
G02 0.73 0.72 0.36 0.03 0.74 0.55
G03 0.83 0.40 0.49 0.29 0.64 0.54
G04 0.99 0.70 0.69 0.49 0.46 0.32
S24 0.09 0.13 0.48 0.11 0.57 0.60
S25 0.06 0.97 0.16 0.17 0.01 0.30
S26 0.37 0.28 0.28 0.65 0.78 0.33
S27 0.03 0.91 0.52 0.49 0.46 0.61
S28 0.69 0.38 0.55 0.70 0.22 0.50
S29 0.44 0.41 0.45 0.31 0.00 0.00
S30 0.88 0.53 0.44 0.67 0.18 0.19
S31 0.31 0.89 0.72 0.76 0.17 0.44
S32 0.19 0.88 0.39 0.98 0.78 0.76
S33 0.01 0.08 0.64 0.09 0.17 0.48
S34 0.74 0.99 0.77 0.85 0.00 0.50
S35 0.01 0.46 0.21 0.80 0.19 0.22
S36 0.71 0.59 0.87 0.71 0.39 0.49
G06 0.02 0.32 0.18 0.24 0.11 0.12
S42 0.38 0.09 0.55 0.08 0.06 0.53
S43 0.74 0.04 0.95 0.04 0.49 0.32
S44 0.81 0.29 0.35 0.14 0.05 0.05
S45 0.63 0.04 0.50 0.09 0.24 0.24
S46 0.84 0.17 0.18 0.51 0.02 0.39
S47 0.78 0.96 0.53 0.56 0.17 0.13
S48 0.51 0.24 0.13 0.94 0.09 0.05
S49 0.14 0.46 0.94 0.89 0.10 0.85
S50 0.13 0.13 0.88 0.67 0.50 0.98
S51 0.66 0.28 0.91 0.93 0.00 0.01
G09 0.04 0.76 0.53 0.26 0.30 0.41
G10 0.25 0.29 0.74 0.06 0.23 0.47

Table 2
Results of an independent T-test for the obtained data based on the participants’ gender and Kruskal-Wallis tests for the ob-
tained data based on the participants’ age, primary field of research, occupation, country of origin, and country of residence.
The statements are explained in Tables (4 and 5).

participants belonging to CC1 (German) and CC5 (Eastern
European) are mostly neutral about it, and the participants
belonging to CC1 are even inclined to slightly disagree with
it. Additionally, there is a statistically significant difference
between CC1 and CC2, and between CC1 and CC4 for S25.
For S34, the participants belonging to CC8 agree with the
statement, while the participants belonging to CC1, CC3,
CC5, and CC7 are slightly disagreeing with it, and the par-
ticipants belonging to CC2 and CC4 are neither agreeing nor
disagreeing with it. For S29, i.e., “Socially normative robot
behavior cannot be hard-coded or programmed but must be
learned through interaction with humans”, there are statisti-
cally significant differences between CC1, CC2, CC3, and
CC5 and CC8 as well as between CC3, and CC5 and CC4
with the participants belonging to CC4 and CC8 agreeing
with the statement, while the participants belonging to CC1
and CC3 are neutral about it, and the participants belonging

to CC2 and CC5 are slightly agreeing or disagreeing with
it, respectively. For S46, i.e., “Robots should be evaluated
regarding their adaptability to different environments.”, the
participants belonging to CC2 and CC8 rated the statement
significantly different from the participants belonging to CC5
with the former agreeing or even strongly agreeing with it
and the latter only slightly agreeing with it. Additionally,
there is a statistically significant difference between CC3 and
CC8 with the former agreeing less strongly than the latter
with S46. Finally, for S51, i.e., “The interaction should be
evaluated regarding its success (does the robot achieve its
goal?)”, there are statistically significant differences between
CC1 and CC2, CC4, CC7, as well as CC8 with the first being
neutral and the rest agreeing with it. Similarly, the partic-
ipants belonging to CC3 and CC5 are between neutral and
slight agreement in contrast to CC4 and CC8. Overall, the
most differences are for CC8 (South-East Asian), and in most
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Statement Groups Mann-Whitney U Bonferroni
U P α

Age
S43 AC3 (M = 5.33, SD = 0.62) and AC1 (M = 5.82, SD = 1.17) 283.5 0.0366

0.0083AC3 (M = 5.33, SD = 0.62) and AC2 (M = 5.97, SD = 0.99) 344.0 0.0089

S45 AC3 (M = 5.5, SD = 0.5) and AC1 (M = 6.0, SD = 0.80) 285.0 0.0277
AC4 (M = 5.23, SD = 1.18) and AC1 (M = 6.0, SD = 0.80) 302.0 0.0381

Occupation

G02

OC5 (M = 5.27, SD = 0.7 ) and OC9 (M = 6, SD = 0.79) 12.5 0.0427

0.0033

OC6 (M = 4.75, SD = 1.19) and OC7 (M = 5.68 SD = 0.57) 73.5 0.0198
OC6 (M = 4.75, SD = 1.19) and OC8 (M = 5.76, SD = 0.71) 99.0 0.0070

OC6 (M = 4.75, SD = 1.19) and OC9 (M = 6, SD = 0.79) 13.5 0.0203

S43
OC6 (M = 4.85, SD = 1.3) and OC5 (M = 6.27, SD = 0.61) 123.0 0.0098
OC6 (M = 4.85, SD = 1.3) and OC7 (M = 5.75, SD = 0.82) 84.5 0.0408

OC6 (M = 4.85, SD = 1.3) and OC8 (M = 6, SD = 0.74) 102.5 0.0062

Origin

S25

CC1 (M = 3.88, SD = 1.44) and CC2 (M = 5.17, SD = 1.73) 56.0 0.0445

0.0018

CC1 (M = 3.88, SD = 1.44) and CC4 (M = 5.85, SD = 0.83) 9.0 0.0145
CC1 (M = 3.88, SD = 1.44) and CC8 (M = 6.57, SD = 1.04) 4.0 0.0031
CC2 (M = 5.17, SD = 1.73) and CC8 (M = 6.57, SD = 1.04) 34.0 0.0193
CC3 (M = 5.36, SD = 1.61) and CC8 (M = 6.57, SD = 1.04) 17.5 0.0458
CC4 (M = 5.85, SD = 0.83) and CC8 (M = 6.57, SD = 1.04) 9.5 0.0420
CC5 (M = 4.3, SD = 1.85) and CC8 (M = 6.57, SD = 1.04) 13.5 0.0088
CC7 (M = 5.3, SD = 1.48) and CC8 (M = 6.57, SD = 1.04) 14.0 0.0329

S29

CC3 (M = 3.9, SD = 1.62) and CC4 (M = 5.71, SD = 0.45) 9.5 0.0066
CC5 (M = 3.76, SD = 1.62) and CC4 (M = 5.71, SD = 0.45) 77.5 0.0108
CC1 (M = 4.11, SD = 1.79) and CC8 (M = 6.28, SD = 0.88) 9.5 0.0198
CC2 (M = 4.73, SD = 1.48) and CC8 (M = 6.28, SD = 0.88) 32.5 0.0173
CC3 (M = 3.9, SD = 1.62) and CC8 (M = 6.28, SD = 0.88) 7.5 0.0041
CC5 (M = 3.76, SD = 1.62) and CC8 (M = 6.28, SD = 0.88) 9.5 0.0042

S34

CC1 (M = 3.11, SD = 1.44) and CC8 (M = 6, SD = 0.75) 3.5 0.0031
CC2 (M = 3.95, SD = 1.51) and CC8 (M = 6, SD = 0.75) 22.0 0.0038
CC3 (M = 3.09, SD = 1.67) and CC8 (M = 6, SD = 0.75) 4.5 0.0020
CC4 (M = 4.28, SD = 1.27) and CC8 (M = 6, SD = 0.75) 7.0 0.0268

CC5 (M = 3.48, SD = 1.02) and CC8 (M = 6, SD = 0.75) 5.5 0.0014
CC7 (M = 3.1, SD = 1.51) and CC8 (M = 6, SD = 0.75) 4.5 0.0290

S46
CC5 (M = 4.92, SD = 1.54) and CC2 (M = 6.04, SD = 0.95) 212.0 0.0341
CC3 (M = 5.81, SD = 0.57) and CC8 (M = 6.57, SD = 0.72) 16.5 0.0364
CC5 (M = 4.92, SD = 1.54) and CC8 (M = 6.57, SD = 0.72) 16.0 0.0176

S51

CC1 (M = 4.11, SD = 0.87) and CC2 (M = 5.08, SD = 1.05) 46.0 0.0126
CC1 (M = 4.11, SD = 0.87) and CC4 (M = 5.85, SD = 0.63) 5.0 0.0043

CC1 (M = 4.11, SD = 0.87) and CC7 (M = 5.7, SD = 1.1) 13.5 0.0088
CC1 (M = 4.11, SD = 0.87) and CC8 (M = 5.85, SD = 1.35) 10.5 0.0261
CC3 (M = 4.63, SD = 1.14) and CC4 (M = 5.85, SD = 0.63) 14.5 0.0279
CC5 (M = 4.76, SD = 0.79) and CC4 (M = 5.85, SD = 0.63) 75.0 0.0157
CC5 (M = 4.76, SD = 0.79) and CC8 (M = 5.85, SD = 1.35) 21.0 0.0498

Residence
S29

CC1 (M = 4.14, SD = 1.64) and CC4 (M = 6.25, SD = 0.82) 8.0 0.0346

0.0033

CC1 (M = 4.14, SD = 1.64) and CC7 (M = 6, SD = 0.63) 11.5 0.0293
CC3 (M = 3.96, SD = 1.5) and CC2 (M = 5.07, SD = 1.43) 474.0 0.0111
CC3 (M = 3.96, SD = 1.5) and CC4 (M = 6.25, SD = 0.82) 11.0 0.0119

CC3 (M = 3.96, SD = 1.5) and CC7 (M = 6, SD = 0.63) 16.0 0.0078

S51 CC2 (M = 5.19, SD = 0.78) and CC5 (M = 6.33, SD = 0.47) 10.5 0.0329
CC3 (M = 4.84, SD = 1.19) and CC5 (M = 6.33, SD = 0.47) 10.5 0.0375

Table 3
Results of a Mann-Whitney U test for all the statements that showed a statistically significant difference (P < 0.05) based on
their Kruskal-Wallis tests (Table 2). The statements are explained in Tables (4 and 5). AC, OC, and CC refer to age cluster,
occupation cluster, and cultural cluster, respectively. After applying Bonferroni corrections a statistically significant difference
was only shown for CC5 and CC8 for statement S34 (shown in bold).
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Group Code Statement

G01

S01 Robots that follow social norms will be perceived as more friendly.
S02 Robots that follow social norms will be perceived as more human-like.
S03 Robots that follow social norms will be perceived as more empathic.
S04 Robots that follow social norms will be perceived as more understanding.
S05 Robots that follow social norms will be perceived as more predictable.
S06 Robots that follow social norms will be perceived as more trustworthy.

G02

S07 Interactions with robots that follow social norms will be more predictable.
S08 Interactions with robots that follow social norms will be more enjoyful.
S09 Interactions with robots that follow social norms will be more efficient.
S10 Interactions with robots that follow social norms will be more natural.
S11 Interactions with robots that follow social norms will be more comfortable.

G03
S12 Compliance with social norms will lead to greater user satisfaction.
S13 Compliance with social norms will lead to longer interactions.
S14 Compliance with social norms will lead to stronger human-robots relationships.

G04

S15 Appropriate robot behavior depends on the robot’s perceived gender including genderless.
S16 Appropriate robot behavior depends on the relationship between the human and robot, e.g., due to pre-

vious interactions.
S17 Appropriate robot behavior depends on the human’s prior experience with robots.
S18 Appropriate robot behavior depends on the human’s personality.
S19 Appropriate robot behavior depends on the human’s gender.
S20 Appropriate robot behavior depends on the human’s age.
S21 Appropriate robot behavior depends on the human’s culture.
S22 Appropriate robot behavior depends on the robot’s type and shape, e.g., humanoids or drones.
S23 Appropriate robot behavior depends on the area of application, e.g., healthcare entertainment etc.

G05

S24 The behavior of a robot is more important than its appearance for education.
S25 The behavior of a robot is more important than its appearance for entertainment.
S26 The behavior of a robot is more important than its appearance for drone-based applications.
S27 The behavior of a robot is more important than its appearance for health/elderly care.
S28 The social norms that robots should follow are different from human social norms.
S29 Socially normative robot behavior cannot be hard-coded or programmed but must be learned through

interaction with humans.
S30 Appropriate robot behavior cannot solely be learned from watching human-human interaction but must

be learned through interaction with humans.
S31 Following social norms, i.e., what the group believes is appropriate, is more important than taking care

of an individual’s personal preferences.
S32 Evaluation of robot behavior regarding its conformity to social norms must be done in natural human

environments and cannot be done in artificial laboratory settings.
S33 Allowing robots to take into account the descriptive characteristics of a user, e.g., appearance, to deter-

mine appropriate socially normative behaviors can lead to discrimination and racism.
S34 Sharing experiences through cloud-based robot systems will lead to less personalized social behaviors.
S35 Social norms can be learned under conditions of uncertainty.

Table 4
List of the used statements regarding the influence of socially normative behavior on the perception of the robot and interaction.
The statements S28-S35 are separate statements that do not belong to any group.

cases, the participants belonging to CC8 were more strongly
agreeing with the statements. In contrast, CC1 (German),
which was the cultural cluster with the second-highest num-
ber of statistically significant differences, mostly agreed less
or disagreed more with the five statements than the partici-
pants belonging to the other cultural clusters. However, after

applying a Bonferroni correction there is only a significant
difference for S34 between CC5 (Eastern European) and CC8
(South-East Asian) (U = 5.5 , P = 0.0014). Where the partic-
ipants belonging to CC8 agree with the statement (M = 6, SD
= 0.75), while the participants belonging to CC5 are slightly
disagreeing with it (M = 3.84, SD = 1.02) (Table 3).
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Group Code Statement
S36 The benchmark should consist of multiple scenarios that can be independently used.

G06

S37 The following scenarios/problems should be included: interaction in different social settings, e.g.,
teacher-student, guide, social companion, etc.

S38 The following scenarios/problems should be included: interaction with different cultures and age groups.
S39 The following scenarios/problems should be included: multi-party human-robot interaction.
S40 The following scenarios/problems should be included: physical human-robot collaboration.
S41 The following scenarios/problems should be included: socially aware navigation (proxemics).
S42 The scenarios should be independent of a specific robot, like the RoboCup Open Platform League, to

allow investigation of the influence of shape and design.
S43 Scenarios should allow active/online learning of normative behavior.

G07

S44 Robots should be evaluated regarding their safety.
S45 Robots should be evaluated regarding their adaptability to different users.
S46 Robots should be evaluated regarding their adaptability to different environments.
S47 Robots should be evaluated regarding their ability to handle multiple interactions simultaneously.

G08

S48 The interaction should be evaluated regarding its similarity to human-human interaction.
S49 The interaction should be evaluated regarding its amount of engagement of the human(s).
S50 The interaction should be evaluated regarding its efficiency.
S51 The interaction should be evaluated regarding its success (does the robot achieve its goal?).

G09

S52 Robots should be evaluated regarding their perceived self-awareness.
S53 Robots should be evaluated regarding their perceived human-awareness.
S54 Robots should be evaluated regarding their perceived predictability.
S55 Robots should be evaluated regarding their perceived human-likeness.
S56 Robots should be evaluated regarding their perceived friendliness.
S57 Robots should be evaluated regarding their perceived trustworthiness.
S58 Robots should be evaluated regarding their perceived safety.
S59 Robots should be evaluated regarding their perceived flexibility.

G10

S60 The social interaction should be evaluated regarding its perceived comfortability.
S61 The social interaction should be evaluated regarding its perceived naturalness.
S62 The social interaction should be evaluated regarding its perceived efficiency.
S63 The social interaction should be evaluated regarding its perceived predictability.

Table 5
List of the used statements regarding benchmarks and metrics to evaluate socially normative robot behavior. The statements
S36 and S42-S43 are separate statements that do not belong to any group.

Country of residence: There are less statistically signif-
icant differences between the participants’ ratings based on
the country of residence with respect to the country of origin.
One reason might be that CC8 (South-East Asian), which
had the largest number of differences when considering the
country of origin, is not considered for the statistical analy-
sis for the country of residence because it has only 2 partic-
ipants. Nevertheless, Table (2) shows that there are signif-
icant differences for S29 (P = 0.00) and S51 (P = 0.01),
which also showed significant differences for the country of
origin. For S29, i.e., “Socially normative robot behavior
cannot be hard-coded or programmed but must be learned
through interaction with humans”, the participants belonging
to CC1 (German) and CC3 (Anglo-Saxon) were mostly neu-
tral about it, while the participants belonging to CC2 (Latin
European) slightly agreed, and the participants belonging to
CC4 (Confucian) and CC5 (Eastern European) agreed with

the statement. For S51, i.e., “The interaction should be evalu-
ated regarding its success (does the robot achieve its goal?)”,
the participants belonging to CC5 agreed with it, while the
participants belonging to CC2 and CC3 only slightly agreed
with it. Interesting is that the participants who grew up in
Easter European countries (CC5) only slightly agreed with
S51, while the participants who currently live in countries
belonging to CC5 are agreeing with it. However, after per-
forming a Bonferroni correction, none of the differences be-
tween groups are statistically significant (Table 3).

Influence of socially normative behavior on the percep-
tion of the robot and interaction

We were interested to see how the participants think the
perception of a robot and the interaction will change, when
the robot’s behavior follows social norms, and how much
importance participants contribute to following social norms
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Figure 2. Medians and standard deviations for statements
aiming to determine how the compliance to social norms af-
fects how robots are perceived.

when it comes to the acceptance of social robots as hu-
man partners. Therefore, we asked the participants to rate
35 statements (Table 4) covering the described topics on
a 7-point Likert scale ranging from “strongly disagree” to
“strongly agree”.

First, we asked the participants how they think the per-
ception of robot behaviors would change when they follow
social norms. Figure (2) shows that the participants think
that robots - following social norms - are perceived as more
trustworthy (M = 5.69, S D = 1.24), human-like (M =

5.55, S D = 1.14), empathic (M = 5.52, S D = 1.28), friendly
(M = 5.36, S D = 1.25), predictable (M = 5.22, S D =

1.34), and understanding (M = 4.93, S D = 1.32). After-
wards, we asked the participants how they think interactions
would change in case robots would behave according to so-
cial norms. Figure (3) shows that the participants mostly
think that interactions would be more predictable (M =

5.74, S D = 1.2), enjoyful (M = 5.71, S D = 1.26), comfort-
able (M = 5.47, S D = 1.33), natural (M = 5.4, S D = 1.21),
and efficient (M = 5.32, S D = 1.31). Finally, we asked the
participants regarding the effect of robot behavior conformity
to social norms on user satisfaction, interaction length, and
human-robot relationships. Figure (4) shows that the partici-
pants believe that compliance with social norms will lead to
greater user satisfaction (S12: M = 5.28, S D = 1.2), longer
interactions (S13: M = 5.43, S D = 1.23), and stronger
human-robot relationships (S14: M = 5.66, S D = 1.17).
Overall, the participants think that humans will have better

Figure 3. Medians and standard deviations for statements
aiming to determine how the compliance to social norms af-
fects human-robot interactions.

Figure 4. Medians and standard deviations for statements
aiming to determine effects of social norm compliance on the
users and interaction. The complete statements are provided
in Table (4).

interaction with robots that follow social norms both from an
emotional perspective as well as in terms of efficiency.
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Figure 5. Medians and standard deviations for statements
aiming to determine which factors could affect a specific
robot behavior to be seen appropriate. The complete state-
ments are provided in Table (4).

Figure (5) shows the parameters that can have an effect
on whether a specific robot behavior is seen as being ap-
propriate or not. Based on the participants’ ratings, there
was no agreement about whether human’s age (S20: M =

4.16, S D = 1.72) and prior experience with robots (S17:
M = 4.18, S D = 1.64) have an influence on seeing the
robot’s behavior as being appropriate. In contrast, the par-
ticipants agreed that the relationship between a human and
a robot (S16: M = 5.86, S D = 1.45), human’s personality
(S18: M = 5.82, S D = 1.2), area of application (S23: M =

5.65, S D = 1.21), human’s culture (S21: M = 5.46, S D =

1.17), robot’s type and shape (S22: M = 5.45, S D = 1.2),
robot’s perceived gender (S15: M = 5.44, S D = 1.61), and
human’s gender (S19: M = 5.35, S D = 1.25) have an in-
fluence on whether a specific robot behavior is seen as being
appropriate.

Moreover, we asked the participants to determine whether
the robot behavior is more important than its appearance for
different contexts. Figure (6) shows that the participants
rated the robot behavior as being slightly more important
than its appearance for education (S24: M = 4.84, S D =

1.59), health/elderly care (S27: M = 4.79, S D = 1.5), drone-
based applications (S26: M = 4.24, S D = 1.71), and enter-
tainment (S25: M = 5.04, S D = 1.76).

Furthermore, to understand how social norms can be in-
tegrated into robots and how this affects human-robot in-
teraction, the participants were asked to answer eight sep-

Figure 6. Medians and standard deviations for statements
aiming to determine in which context the robot behavior is
more important than its appearance. The complete state-
ments are provided in Table (4).

Figure 7. Medians and standard deviations for the eight sep-
arate statements about how social norms can and should be
integrated into robots and how this affects human-robot inter-
action. The complete statements are provided in Table (4).

arate statements (S28-S35 in Table 4). Based on Figure
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Figure 8. Medians and standard deviations for statements
aiming to determine which scenarios should be included in a
benchmark. The complete statements are provided in Table
(5).

(7), there is a slight agreement that the social norms that
robots should follow are different from human social norms
(S28: M = 4.42, S D = 1.62), and that a socially norma-
tive robot behavior cannot be hard-coded nor programmed
but must be learned through interaction with humans (S29:
M = 4.82, S D = 1.6). Moreover, the participants agreed
that an appropriate robot behavior cannot, solely, be learned
from watching human-human interaction but must be learned
through interaction with humans (S30: M = 5.48, S D =

1.29), that social norms can be learned under conditions of
uncertainty (S35: M = 5.22, S D = 1.14), that the evaluation
of a robot behavior regarding its conformity to social norms
must be done in natural human environments and cannot be
done in artificial laboratory settings (S32: M = 5.15, S D =

1.52), and that allowing robots to take into account the de-
scriptive characteristics of a user, e.g., appearance, to de-
termine appropriate socially normative behaviors can lead
to discrimination and racism (S33: M = 5.3, S D = 1.41).
In contrast, the participants slightly disagreed that following
social norms, i.e., what the group believes is appropriate, is
more important than taking care of an individual’s personal
preferences (S31: M = 3.7, S D = 1.49) and that sharing ex-
periences through cloud-based robot systems can lead to less
personalized social behaviors (S34: M = 3.82, S D = 1.56).

Figure 9. Medians and standard deviations for three separate
statements about the characteristics a good benchmark and
included scenarios should have. The complete statements are
provided in Table (5).

Benchmarks and metrics to evaluate socially normative
robot behavior

There exist no specific benchmarks or metrics to objec-
tively evaluate normative robot behavior and compare differ-
ent approaches to integrate social norms into human-robot in-
teraction. Thus, we asked the participants to rate 28 different
statements regarding the characteristics that a good and gen-
eral benchmark should have on a 7-point Likert scale ranging
from “strongly disagree” to “strongly agree”.

Figure (8) shows that according to the participants, the
benchmark should include scenarios evaluating interaction
in different social settings (S37: M = 6.03, S D = 0.85),
interaction with different cultures and age groups (S38: M =

5.93, S D = 0.88), socially aware navigation (proxemics)
(S41: M = 6.18, S D = 0.94), physical human-robot col-
laboration (S40: M = 6.13, S D = 0.77), and multi-party
human-robot interaction (S39: M = 5.92, S D = 0.95). Over-
all, as is shown in Figure (9), the participants agreed that
a good benchmark should consist of multiple scenarios that
can be independently used (S36: M = 5.75, S D = 1.02), that
the employed scenarios should allow active/online learning
of normative behavior (S43: M = 5.72, S D = 1.12), and
should be independent of a specific robot, like the RoboCup
Open Platform League, to allow investigating the influence
of the robot shape and design (S42: M = 5.61, S D = 1.04).

Figure (10) shows that the participants agreed that robots
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Figure 10. Medians and standard deviations for statements
aiming to determine which criteria should be used to evalu-
ate robots. The complete statements are provided in Table
(5).

should be evaluated regarding their adaptability to differ-
ent environments (S46: M = 5.93, S D = 1.08) and users
(S45: M = 5.74, S D = 0.99) as well as their safety (S44:
M = 5.86, S D = 0.98), while the participants only slightly
agreed that the benchmark should evaluate whether robots
can handle multiple interactions simultaneously (S47: M =

4.57, S D = 1.51).
Based on the participants’ ratings in Figure (11), the most

important criteria to evaluate human-robot interaction should
be their similarity to human-human interaction (S48: M =

6.38, S D = 0.81). In addition, the participants agreed that it
is important to evaluate interactions regarding their efficiency
(S50: M = 6.05, S D = 0.79) and the amount of engagement
of the user(s) (S49: M = 5.99, S D = 0.85), while the robot’s
success in achieving its goal is considered a less important
criteria (S51: M = 4.92, S D = 1.26).

Moreover, the participants rated different parameters to
determine which criteria should be used to evaluate how the
robot is perceived. Figure (12) shows that the participants
agreed that self-awareness (S52: M = 6.19, S D = 0.96),
predictability (S54: M = 6.02, S D = 0.9), safety (S58: M =

6.01, S D = 1.04), trustworthiness (S57: M = 5.68, S D =

1.22), human-awareness (S53: M = 5.64, S D = 0.94), and
human-likeness (S55: M = 5.49, S D = 1.15) should be
considered when evaluating how the robot is perceived. Al-
though, the participants agreed that flexibility (S59: M =

4.96, S D = 1.53) and friendliness (S56: M = 4.29, S D =

Figure 11. Medians and standard deviations for statements
aiming to determine which criteria should be used to eval-
uate interactions. The complete statements are provided in
Table (5).

Figure 12. Medians and standard deviations for statements
aiming to determine which criteria should be used to evalu-
ate how the robot is perceived. The complete statements are
provided in Table (5).

1.62) should be considered in the evaluation, these two pa-
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Figure 13. Medians and standard deviations for statements
aiming to determine which criteria should be used to evaluate
how the social interaction is perceived.

rameters got slightly lower ratings.
In addition, to determine which criteria should be used

to evaluate how the social interaction is perceived, the par-
ticipants rated different parameters. Figure (13) shows that
the participants agreed that predictability (M = 5.99, S D =

0.93), efficiency (M = 5.7, S D = 1.16), naturalness (M =

5.68, S D = 1.04), and comfortability (M = 5.6, S D = 1.28)
are all important criteria to evaluate how the social interac-
tion is perceived.

Interactive Session Summary

For the interactive discussion, we asked the participants of
the TSAR 2021 workshop4 to split into two groups to discuss
two important open-questions regarding the integration of so-
cial norms into human-robot interaction. The group discus-
sions were limited to 20 minutes, after which we asked each
group to present their results to the other group followed by
the possibility for open discussion among all the workshop
participants. The conclusions reached by both groups are
summarized as follows.

Should we develop robot social norms or should robots
follow human social norms?

The participants in the interactive group discussion
reached the following conclusion regarding the above ques-
tion. In general, we need to develop robot social norms
that will be different from human social norms and will vary

depending on the type and role of the robots, which is to
some degree similar to differences in social norms for hu-
mans based on their role in society. For example, a quadro-
copter delivering parcels will follow different social norms
than a humanoid robot at the reception of a hotel. Only if
a robot is indistinguishable from a human, will the social
norms followed by the robot be the same as human social
norms.

Can socially normative robot behavior be hard-
coded/programmed or must it be learned through inter-
action with humans?

The participants of the interactive discussion concluded
regarding the above question that nowadays learning from
scratch is not feasible in real environments, and that it is
necessary to hard-code some basic norms that can then be
adapted and optimized through learning. However, just
learning, e.g., through reinforcement learning, is not enough,
instead, robots should be able to reason about their own
and human behaviors which would require proper ground-
ing mechanisms to represent percepts through symbols and
convert symbols to actuator commands. Furthermore, it is
important that learning is continuous because norms can vary
based on the situation and the people.

Panel Discussion

In this section, we summarize the panel discussion with
four renowned researchers held at the TSAR 2021 workshop
in August 2021.

• Prof. Kerstin Dautenhahn - University of Waterloo
- Canada is a research chair in Intelligent Robotics
and director of Social and Intelligent Robotics Re-
search Laboratory at University of Waterloo in On-
tario, Canada, and a visiting professor at the Univer-
sity of Hertfordshire, UK. She received her master and
doctoral degrees from the University of Bielefeld, Ger-
many. Her research focuses on discovering fundamen-
tal principles and mechanisms that can make robots
more socially intelligent, as well as enabling them to
interact with people in a trustworthy and efficient but
also “natural” and socially acceptable manner. Her
other interests include human-robot interaction, social
robotics, assistive technology and artificial life.

• Dr. Amit Kumar Pandey - beingAI - Hong Kong
is the co-founder and Chief Scientific Officer of bein-
gAI, and founder and president of Socients AI and
Robotics. He received his bachelor’s degree from
the Jaypee Institute of Information Technology, India,

4https://tsar2021.ai.vub.ac.be

https://tsar2021.ai.vub.ac.be
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his master’s degree from the Indian Institute of Tech-
nology, India, and his doctoral degree from LAAS-
CNRS, France. His research focuses on addressing
societal needs through scientific advancements, new
technologies and ecosystem creation. His other inter-
ests include socially intelligent and socially interactive
robots and AI agents, and the society.

• Prof. Brian Scassellati - Yale University - USA is a
professor of computer science, cognitive science, and
mechanical engineering at Yale University, USA, and
Director of the NSF Expedition on Socially Assistive
Robotics. He received his bachelor’s, master’s, and
doctoral degrees from the Massachusetts Institute of
Technology, USA. His research focuses on building
embodied computational models of human social be-
havior, evaluating models of how infants acquire social
skills, and assisting in the diagnosis and quantification
of disorders of social development, such as autism. His
other interests include humanoid robots, human-robot
interaction, artificial intelligence, machine perception,
and social learning.

• Prof. Greg Trafton - Naval Research Laboratory -
USA Greg Trafton is an affiliate/adjunct professor at
George Mason University, USA, and the Section Head
for the Intelligent Systems Section at the Navy Cen-
ter For Applied Research in Artificial Intelligence in
Washington, DC, USA. He received his bachelor’s de-
gree from Trinity University, San Antonio, TX, USA,
and his master’s and doctoral degree from Princeton
University, USA. His research focuses on cognitive ap-
proaches to enable more intelligent systems that are
able to work more effectively with people. His other
interests include cognitive science, cognitive robotics
and human-robot interaction, predicting and prevent-
ing procedural errors, the cognition of complex visu-
alizations, interruptions and resumptions, and spatial
cognition.

During the panel discussion, the panelists exchanged
opinions with each other as well as other workshop attendees
about several important topics regarding the employment of
social norms in human-robot interaction. Following the main
addressed points are summarized and the views expressed by
the panelists highlighted.

1. Do we need human social norms or robot social
norms?

• Dautenhahn: Robots should have their own so-
cial norms because if they behave like humans,
it might be confusing or even harmful. How-
ever, I would say that robots should be aware of
human social norms because, at the end of the

day, they need to fit in and if no one understands
their behavior because it is so unlike what hu-
mans do, people might not find it socially accept-
able. Therefore, a robot needs to be able to de-
tect human social norms, make a judgment, and
then based on its own social norms, it needs to
be mapped to the expectations that people have
with their human social norms. For example, if
a group of children is playing together and slap-
ping each other’s back, a robot cannot just imitate
this because it might be dangerous and one would
not necessarily expect this kind of behavior from
a robot.

• Pandey: Social norms are not one set, there is no
proper definition, no handbook of social norms.
Thus, we need to determine which subset is rel-
evant for robots to understand and exhibit. If
an artificial agent looks like a human but does
not behave naturally, it will place some cogni-
tive load on the user. For example, if the user is
pointing at something or looking at some place
and expecting the robot to do the same because
people would do it.

• Scassellati Maybe this is not the question we
should be addressing. It comes down to this: a
social norm is defined with respect to a particu-
lar group and what the question is really asking
is: “Do you want these robots to be part of the
group or not?” If you want them to be a part
of the group, then they should follow the rules
of that group because that is, in many ways, the
definition of membership in a group. Why would
we want them to be a part of a group? There
are some benefits why we might want them to
be in a group, e.g., we might want to treat them
like peers in terms of education, attention, or ease
of interaction, while there are reasons we might
want them to be outsiders, e.g., we might want to
order them around or turn them off without feel-
ing bad. So, the question is, for whatever you
want to do, is the robot a part of the group or
not?

• Trafton: I think it is about how people perceive
the robot. So, what if the robot is doing some-
thing, and people feel they need to follow along?
I think, that if a robot is doing something that all
robots are doing, then people will think should
I do that too? Although it is easy to say no, I
should not, some people would easily follow the
robots, even if they don’t look like people. I’m
worried that people will follow the robots a bit
much.
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2. Should we see social norms as group norms, or
should they be at an individual level, like person-
alized preferences? For example, if someone does
not like to make eye contact, should the robot be
designed not to make eye contact with them, even
if most people prefer that the robot makes eye con-
tact?

• Dautenhahn: I think one approach could be
doing customization by human-robot teaching.
People could teach the robot the norms that they
would expect it to show, both on a group society
level and individual level.

• Pandey: From my perspective, the answer de-
pends on the use case, i.e., what the robot is de-
signed for. Should the robot facilitate a sort of so-
cial behavior in a person to do something accord-
ing to a social norm? There is always a trade-off

between personalization and how much robots
should follow some standard rules they have been
programmed for. For example, if a robot is sup-
posed to care for someone with dementia, a pro-
fessional healthcare provider will try to make eye
contact to establish a sort of bond or trust to start
communication. However, what if the person is
trying to make no eye contact? Should the robot
give priority to the person or some high-level so-
cial norms? These are questions for which we
don’t have an answer, at least from my perspec-
tive.

• Trafton: That’s what a norm is. A norm is a nor-
mal and not absolute behavior at some level. So,
if you don’t want the robot to make eye contact,
it should not do it. It should be overridable to
some degree.

3. If we define robot-specific social norms, how do we
ensure that there is an agreement across platforms?
How do we ensure that there is not a robot social
norm per manufacturer, for example?

• Pandey: Since there is no kind of handbook to
handle all the defined social norms, I think it is
more a question about the minimal set of safe
behaviors, which are implementing a sort of so-
cial norm. To make sure that there is not a robot
social norm per manufacturer, we need a global
standard, otherwise, due to different robots and
features, different behaviors will emerge. It is
important, to be aware that the bias from the peo-
ple behind the robot, e.g., programmers, might be
reflected in the behavior of the robots.

• Scassellati: I think we are unlikely to see any
standardization. For example, it has been 40

years, and we have not been able to agree on
what voltage to run robots at. Thus, the idea that
we will all agree on how social norms should be
designed, is unlikely to happen any time or in my
lifetime.

4. Is it beneficial to share experiences between robots,
e.g., via the cloud, instead of having them learn sep-
arately?

• Dautenhahn: I think sharing experiences via the
cloud is not feasible because it would require
constant access to the internet, which is not al-
ways possible. Additionally, there is a huge pri-
vacy issue when sharing experiences and data
from personal robots in schools or care facilities.
However, if we assume that these problems don’t
exist, sharing knowledge, in general, is an in-
teresting idea but it requires some deep thinking
to avoid inconsistencies, when a system tries to
combine different norms that should not be com-
bined.

• Pandey: This is a bigger question than, sim-
ply, social norm learning from a robot’s context.
What we are trying to think about is general ar-
tificial intelligence, which has all the knowledge
through connected intelligence, and then robots
will be simply a kind of body for that knowl-
edge. There are, obviously, many issues to con-
sider like privacy and security, but for particu-
lar practical applications, these kinds of robots
might be useful. For example, in the context
of trans-cultural nursing where there are people
from different cultural backgrounds, it might be
useful if robots have shared knowledge about dif-
ferent cultural aspects and social norms to make
the interaction more meaningful and grounded
for a particular person.

• Scassellati: I think this comes down to let’s first
solve the problem of context and then this kind
of cloud things will actually be useful because
we will be able to say that it is a similar situation
I can learn from but without context how do we
know whether it is a good situation to learn from
or not.

• Trafton: Different cultures have different social
norms, and if you have robots across cultures, I
think you will have a mess. I can see a group of
robots in one geographical or social area, but I
think that brings up the other question of do we
really want to learn social norms.

5. We have many social norms that we apply to other
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human beings, but what are social norms that hu-
mans have toward robots?

• Dautenhahn Prof. Takayuki Kanda - from Ky-
oto University, Japan - often shows interesting
videos about children abusing an innocent robot
that is trying to interact with children in a shop-
ping mall. Many children are very nice, but
you also have children who start to hit the robot.
What this illustrates is that you cannot predict
what people will do when they meet a robot. Do
they think it is an expensive device and they are
not supposed to touch it because otherwise, their
parents are getting angry, or just a toy they are
allowed to squeeze, push, and pull? So, it is dif-
ficult to classify how people behave, and many
people behave differently when they are alone
than when they are in a group with other people.
Even without any robot, we just change our be-
havior, and completely new behavior can emerge.
It is made more complicated by the fact that we
have such a huge design space of robots, e.g.,
humanoid robots, animal robots, and robots that
people don’t know what they are and have no ref-
erence or mental model for.

• Pandey I think it is too early to figure out and
we are still not seeing the mass phenomenon of
robots integrating with society. With time, we
will see how we are integrating with robots and
how robots are integrating with society, which
might be similar to when smartphones came out,
where we had first to understand it and adjust to
it. Perhaps, once the novelty effect goes away,
robots will be seen everywhere with different
kinds of robots doing different things. So, per-
haps the effect would be different. We want
something which is simply useful, that’s all. At
the moment, people are coming closer to a robot
simply to touch or to take a selfie with it, but I am
not sure this will be the same in the future. So,
there is a long way to go to see the coexistence
of humans and robots.

• Scassellati I would guarantee that if in the US
someone is going into a post office and sees a
line of robots standing in a queue, they would
just pass to go first, but I think you can get dif-
ferent results in different countries. I don’t think
anyone feels bad about that because everybody
has a different justification for their behavior. For
example, if someone believes everyone is equal
and everyone’s time is valuable, they would wait
in a queue because that is the respectful thing to
do, while if someone believes that for a robot,

time does not matter but their time is impor-
tant, they will just go to the front of the line. I
think you will see differences in terms of what
we do from a human perspective, I think these
are very much certain things that people violate
easily with robots.

• Trafton I think normal people don’t have expec-
tations about robots because they all look differ-
ent. We conducted a study about line-following
robots. In one condition, we showed a video of
a robot cutting the line, and people who watched
the video got offended by the robot’s behavior.
While in the other condition, when the robot
went to the end of the line, people just said, yeah,
the robot got to the end of the line, what is the
big deal? So, I think it matters whether we have
strong expectations about the appropriate behav-
ior in a specific situation.

6. How can we evaluate robot behavior regarding its
compliance to social norms, what kind of scenario
should be covered, and should we try it in a real
environment or the laboratory?

• Dautenhahn There are different methodologies
that are useful at different periods during sys-
tem development, so there are often good rea-
sons. One might choose simulations or online
studies; however, if one wants to get real data,
one needs to have people in the real environ-
ment; e.g., schools, hospitals, post offices, or ho-
tels. This ideally occurs through observing them
when they don’t know they are being observed,
which is difficult because one needs their ap-
proval. Even if one goes to the field, people know
that it is a part of an experiment.

• Scassellati Novelty is a huge factor when doing
experiments with social robots, and anytime one
does something once, it is probable that the data
is not good. We all run experiments in the labora-
tory and report them, but this is different from the
way people will engage with social robots in their
homes for a month. The very first time someone
sees this brand new, cool, fancy, shiny robot will
probably be significantly different. We are prob-
ably going to spend the next 50 years undoing
what were just novelty effects that we published
during the last 20 years because we could not do
longer studies at that time.

7. Talking about the novelty effect, how can we en-
sure reproducibility, especially, when conducting
experiments in real-world environments like pri-
vate homes?
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• Dautenhahn I think everyone’s home is differ-
ent, e.g., different sizes, layouts, furniture, etc.,
but one could define the problem in a certain way
depending on the task, how the robot should in-
teract with the person, and what type of services
it should provide. Certainly, it is easier nowadays
because there are some robot platforms, such as
Nao and Pepper, that many laboratories in the
world have; however, I think that the main obsta-
cle is that reproducibility studies will be difficult
to publish because both journal and conference
papers are all about novelty, which means that
most graduate students will not be interested in
this kind of studies. I think the point is that HRI
is not about algorithms and how they perform,
instead it is about the interaction, which cannot
be fully controlled due to many emerging effects.

• Pandey I think this is where industrial research
comes in, because we would like to replicate in-
teresting results and try to do that in different en-
vironments once it is done well in the same envi-
ronment.

• Scassellati I think we should not bother with re-
producibility at this point. I don’t think we know
enough, and I don’t think we have clearly estab-
lished methods in this field, yet. So, at this point,
we cannot worry about reproducibility, because,
in some ways, we are still in the wild west explor-
ing stage of this field. It is not just that we don’t
know what is the best thing the robot does, we
don’t know what the actual human social norms
are supposed to be, and because of that, we are
just not close to being standardized.

• Trafton I think HRI is still too young to be wor-
ried too much about replicability with all the
other issues, but I don’t want people to get this
sense that we would all agree that replication is
not important.

Discussion

The two main questions investigated through the survey,
interactive session, and panel discussion are: (1) Accord-
ing to researchers in relevant communities, how does com-
pliance to social norms influence the way humans perceive
robots and the corresponding interactions? and (2) what do
researchers in relevant communities think are good bench-
marks and metrics to support the evaluation of socially nor-
mative robot behavior?
Overall, the participants in the survey agreed that both robots
that follow social norms and the corresponding interactions
will be perceived more positively. For example, the robots
will be perceived as more friendly, empathic, and trustwor-

thy (Figure 2), while the interaction will be perceived as more
enjoyful, natural, and comfortable (Figure 3) which together
will lead to greater user satisfaction, longer interactions, and
stronger human-robot relationships (Figure 4). The aim of
enabling robots to follow social norms is to make robots be-
have more appropriately, however, what counts as appropri-
ate depends, based on the responses to the survey, mainly on
the robot’s type and shape as well as its perceived gender,
the human’s personality and culture, and the relationship be-
tween the robot and the human, while it does only slightly
depend on the gender of the human according to the partici-
pants (Figure 5). In general, the participants agreed that the
behavior of robots is more important than their appearance,
especially for entertainment (Figure 6).
Another important question is whether robots should follow
the same social norms humans follow or whether they should
have their own social norms, i.e., are there situations for
which the appropriate behavior is different for robots and hu-
mans? Most participants in the survey slightly agreed that
robots should follow different social norms; however, there
were a number of participants who slightly disagreed with
this (Figure 7). The participants of the interactive session
and the panelists mostly agreed that robots should have their
own social norms, which will vary depending on the type and
role of robots, similar to humans who are following different
social norms in different societies or depending on their roles
in society. However, robots should only have their own so-
cial norms as long as they are clearly distinguishable from
humans, when this is no longer the case, they should follow
the same social norms as humans. Important to note is that
robots still need to understand human social norms, even if
they are not following them, to better understand and predict
human behavior.
Both the participants of the interactive session and the survey
agreed that socially normative behavior should be learned,
however, since learning from scratch is very difficult, some
initial behaviors must be hard-coded and then autonomously
and continuously optimized through learning to be able to
incorporate information from new situations. Most of the
survey participants believed that social norms can be learned
under conditions of uncertainty and that learning needs to be
done during interaction with humans because learning social
norms by just watching human-human interaction is not pos-
sible (Figure 7). This is consistent with the idea that robots
should develop their own social norms, which can certainly
not be learned from observation of human-human interaction
but requires robots to interact with humans and observe the
feedback provided during and after the interaction to adjust
and optimize their social behavior.
When enabling robots to learn social behavior, it is impor-
tant to consider whether they should optimize their behav-
ior toward social norm compliance or whether they should
try to optimize their behavior based on the preferences of
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the individuals they are interacting with. The majority of
the participants in the survey neither preferred robots to give
priority to social norms nor personal preferences, although
there was a slight preference toward personal preferences,
which is consistent with the arguments provided during the
panel discussion that the answer depends strongly on the spe-
cific situation the robot is in but that personal preferences
should usually override default normative behavior. There
was strong skepticism among the panelists about the feasi-
bility to share experiences between robots, especially when
they are deployed in different societies or cultures, which is
consistent with the strong uncertainty shown by the survey
participants regarding whether sharing experiences will lead
to less personalized robot behaviors, although there was a
slight tendency to believe that this would not be the case.
However, independent of the potential technical difficulties,
the panelists pointed out that the potential privacy implica-
tions, especially when considering robots in private homes
or care facilities, and challenges due to limited internet con-
nectivity, if sharing of experiences requires constant internet
access, should not be underestimated.
When thinking about the evaluation of different robot behav-
ior regarding its conformity to social norms, an important
question is whether such an evaluation can be performed in
artificial laboratories or in simulation or whether it will re-
quire robots to be deployed in natural human environments,
e.g., schools, hospital, care facilities, or shopping malls. The
majority of the participants of the survey believed that con-
formity to social norms must be evaluated in natural human
environments, which is in general consistent with the views
of the panelists, although they mentioned that evaluations in
the lab can be useful during certain phases of system devel-
opment and that natural environments do not necessarily lead
to completely unbiased results if the people interacting with
the robot are aware that the interaction is part of an experi-
ment.
Independent of where experiments and evaluations are con-
ducted, it is important to ensure that experiments done by
different researchers and in different parts of the world can be
compared to simplify the identification of methods and mod-
els that work well across different scenarios, thereby, foster-
ing progress in the field. One possibility to achieve this is to
define general benchmarks and metrics. Currently, no such
benchmarks exist and according to the panelists, it might still
be too early for the field to care about reproducibility. Never-
theless, it is beneficial for the field to understand what char-
acteristics a good benchmark should have and what criteria
should be used to evaluate socially normative robot behavior
so that this information is available when the community de-
cides that the field is ready for it. Therefore, one goal of the
survey was to gather the views in related research communi-
ties about the characteristics such a benchmark should have.
The participants in this survey agreed that a good general

benchmark should have multiple scenarios that can be in-
dependently used, that the scenarios should be independent
of a specific robot to allow investigating the robot’s shape
and design, and that the scenarios should allow active or on-
line learning of normative behavior (Figure 9). They agreed
that the benchmark should cover (at least) the following
scenarios/problems: different social settings, like teacher-
student, guide, social companion, etc., different cultures and
age groups, multi-party human-robot interaction, physical
human-robot collaboration, and socially aware navigation
(proxemics) (Figure 8).
According to the survey participants, robots should be eval-
uated regarding their safety as well as their adaptability to
different users and environments, while evaluating robots
whether they can handle multiple interactions simultane-
ously was seen as not as important (Figure 10). This
highlights the importance of learning socially normative
behavior to achieve the required adaptability to different
users and environments. Furthermore, the survey partici-
pants agreed that robots should be evaluated regarding their
perceived self-awareness, human-awareness, predictability,
human-likeness, trustworthiness, and safety, while evaluat-
ing them regarding their perceived friendliness and flexibil-
ity was considered not as important (Figure 12). Especially,
the human-likeness criteria is interesting because this would
mean that robots that look and behave more like humans
would be rated better, although based on the survey, inter-
active session, and panel discussion the aim should be to de-
termine robot social norms that ensure that robots behave in
a way that is considered appropriate by humans, which most
likely will be different in some situations from the behavior
expected of humans. This shows that the criteria determined
through the survey are only a starting point and that further
discussions within the community are necessary to determine
the best set of evaluation criteria.
In addition to the robot, it is important to evaluate the interac-
tion, and based on the survey responses, the most important
criteria is the similarity to human-human interaction, which
raises the question of whether the aim is to let robots learn
their own social norms, or whether they should “just” try to
follow human social norms. Further criteria that the partic-
ipants considered important to evaluate human-robot inter-
action are the efficiency of the interaction, user engagement,
and whether the robot achieves its goal, although the latter
was rated as less important than the other criteria (Figure 11).
Finally, the survey participants rated different criteria to eval-
uate how the social interaction is perceived. The obtained
ratings showed that social interactions should be evaluated
regarding their perceived predictability, efficiency, natural-
ness, and comfortability (Figure 13).
Overall the results of the interactive discussion, panel discus-
sion, and survey show that enabling robots to follow social
norms has the potential to strongly improve human-robot in-
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teractions and that there is a strong need to start thinking and
talking about how to best evaluate socially normative behav-
ior because it is non-trivial and will require a collective effort
by the whole (or at least large parts) of the community. It
is important to keep in mind that the survey only provides
an overview of the views of part of the community and is
not necessarily representative of the community as a whole.
Furthermore, the survey does not directly answer how com-
pliance to social norms changes the way humans perceive
robots and the corresponding interactions but only indicates
what changes the community expects; therefore, there is a
need to verify these hypotheses through carefully designed
experiments to ensure that future research is not based on
wrong assumptions.

Conclusions

This paper presented and discussed the views of re-
searchers in relevant research communities regarding the ef-
fects of socially aware robot behavior on the perception of
robots and corresponding interactions. Furthermore, this
study provided an overview of which characteristics and met-
rics the wider research community believes constitute a good
general benchmark for the objective evaluation of socially
aware robot behavior. Finally, based on the presented find-
ings we provided some suggestions for future research to-
ward socially aware robot behavior. In future work, we are
planning to work on verifying the hypotheses the research
community believes to be true through carefully designed
experiments and to work on the development of a general
benchmark for the evaluation of socially normative robot be-
havior together with the community.
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