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Abstract. The movement of patients and respiratory motion during
MRI acquisition produce image artefacts that reduce the image quality
and its diagnostic value. Quality assessment of the images is essential to
minimize segmentation errors and avoid wrong clinical decisions in the
downstream tasks. In this paper, we propose automatic multi-task learn-
ing (MTL) based classification model to detect cardiac MR images with
different levels of motion artefact. We also develop an automatic segmen-
tation model that leverages k-space based motion artefact augmentation
(MAA) and a novel compound loss that utilizes Dice loss with a polyno-
mial version of cross-entropy loss (PolyLoss) to robustly segment cardiac
structures from cardiac MRIs with respiratory motion artefacts. We eval-
uate the proposed method on Extreme Cardiac MRI Analysis Challenge
under Respiratory Motion (CMRxMotion 2022) challenge dataset. For
the detection task, the multi-task learning based model that simultane-
ously learns both image artefact prediction and breath-hold type pre-
diction achieved significantly better results compared to the single-task
model, showing the benefits of MTL. In addition, we utilized test-time
augmentation (TTA) to enhance the classification accuracy and study
aleatoric uncertainty of the images. Using TTA further improved the
classification result as it achieved an accuracy of 0.65 and Cohen’s kappa
of 0.413. From the estimated aleatoric uncertainty, we observe that im-
ages with higher aleatoric uncertainty are more difficult to classify than
the ones with lower uncertainty. For the segmentation task, the k-space
based MAA enhanced the segmentation accuracy of the baseline model.
From the results, we also observe that using a hybrid loss of Dice and
PolyLoss can be advantageous to robustly segment cardiac MRIs with
motion artefact, leading to a mean Dice of 0.9204, 0.8315, and 0.8906 and
mean HD95 of 8.09 mm, 3.60 mm and 6.07 mm for LV, MYO and RV
respectively on the official validation set. On the test set, the proposed
segmentation method was ranked in second place in the segmentation
task of CMRxMotion 2022 challenge.

Keywords: Cardiac MRI - Multi-task Learning - Quality Control -
Aleatoric Uncertainty - Segmentation - Deep Learning - Motion Arte-
fact
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1 Introduction

Cardiovascular diseases (CVDs) are the number one cause of death globally. More
people die annually from CVDs than from any other causes [20]. Advanced med-
ical imaging techniques are employed in clinical practice for the diagnosis and
prognosis of cardiac diseases. Cardiac magnetic resonance (CMR) is a set of mag-
netic resonance imaging used to provide anatomical and functional information
about the heart.

Deep learning-based methods have recently achieved promising results in
cardiac structures (left ventricular blood pool, myocardium, and right ventric-
ular blood pool) segmentation from CMR images [4,5]. As part of the ACDC
challenge [4], Baumgartner et al. [3] used a 2D U-Net with a cross-entropy loss
to segment the cardiac structures from CMR images. Isensee et al. [10] imple-
mented an ensemble of 2D and 3D U-Net segmentation models with Dice loss,
and Khened et al. [11] proposed 2D Dense U-Net with inception module to seg-
ment the cardiac structures. Li et al. [13] utilized a two-stage FCNs method that
first localizes the heart region as a region of interest (ROI) and then segments
the left ventricular blood pool, myocardium and right ventricular blood pool
from the localized region of the CMR image. In addition, [8,16] utilized data
augmentation-based solutions, including histogram matching, contrast modifi-
cation, and image synthesis to tackle domain shift or distribution shift in CMR
images segmentation as part of M&Ms challenge [5]. However, in clinical set-
tings, the CMR images are prone to motion artefacts due to respiratory motion
or patient movement during CMR acquisition. This degrades the CMR image
quality, which can challenge the diagnostic value of the image and can lead to
incorrect analysis.

To detect and reduce motion artefact in Cardiac MR images, Lorch et al.
(2017) [14] introduced a random forest-based method that used box, line, his-
togram, and texture features as inputs. However, only artificially created motion
artifacts were used to evaluate their approach. Oksuz et al. (2018) [19] proposed
a deep learning based method to detect cardiac MR motion artefacts. They uti-
lized 3D spatio-temporal CNNs to identify motion artefacts in 2D+time short
axis CMR sequences. To increase their training dataset size, they employed k-
space based data augmentation. Lyu et al. (2021) [15] utilized a recurrent gener-
ative adversarial network for cardiac MR motion artefact reduction. Oksuz et al.
(2020) [18] presented a deep learning framework that jointly detects, corrects,
and segments CMR images with motion artefacts.

In this paper, we proposed a fully automatic classification network to de-
tect cardiac MRIs with motion artefact. The cardiac images were acquired using
different breath-hold instructions. Noticing that there might be a contextual sim-
ilarity between predicting the level of motion artefact and breath-hold type (as
some breath-hold types may cause more motion artefact than others), we pro-
pose a multi-task learning (MTL) based classification network to learn better
features for the main task and reduce overfitting through shared representations.
To robustly segment cardiac structures from cardiac MRIs with respiratory mo-
tion artefact, we propose a fully automatic deep learning segmentation model
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that benefits from k-space based motion artefact data augmentation to increase
training appearance variability and improve the generalization. We evaluated
our method on Extreme Cardiac MRI Analysis Challenge under Respiratory
Motion (CMRxMotion 2022) challenge dataset. For the classification task, the
MTL-based method achieved better results compared to the single-task method,
showing the advantage of sharing features between related tasks. For the segmen-
tation task, the motion artefact augmentation and compound loss of Dice and
polynomial loss enhanced the segmentation performance of the baseline method.

2 Dataset

The Extreme Cardiac MRI Analysis Challenge under Respiratory Motion (CM-
RxMotion 2022) ! consists of 360 cine CMR images which have extreme cases
with different levels of respiratory motions. The images were acquired using
Siemens 3T MRI scanner (MAGNETOM Vida). To acquire the images, scan
parameters with a spatial resolution of 2.0 x 2.0 mm?, slice thickness of 8.0mm,
and slice gap 4.0mm were used. In this challenge, the standard of procedure
(SOP) mandates the 45 healthy volunteers to follow specific breath-holds guide-
lines. Each of the volunteers undergoes a 4-stage scan over the course of a single
visit: 1) adhere to the breath-hold instructions; 2) halve the breath-hold period;
3) breathe freely; 4) breathe intensively. For each scan, short-axis CMR acquired
at End-Systolic (ES) and End-Diastolic (ED) time frames are provided. From
the total 360 (45 volunteers x 4 scans x 2 frames) short-axis CMR images, 160
of them were used for training, 40 for validation, and 160 for test.

The challenge has two tasks. The first one focuses on the quality assessment
of the CMR images under respiratory motion artefacts. The quality of the images
is labeled by radiologists using a standard 5-point Likert scale. Based on these
scores, three levels of motion artefacts were defined: mild motion artefacts (label
1), intermediate motion artefacts (label 2) and severe motion artefacts (label 3).
The second task focuses on the segmentation of cardiac structures from CMR
images. All images with diagnostic quality are segmented by an experienced
radiologist, including contours for left ventricular blood pool (LV), myocardium
(MYO) and right ventricular (RV) blood pool.

3 Methods

3.1 Cardiac Image Quality Classification

Multi-task learning aims to solve multiple tasks simultaneously by taking ad-
vantage of the commonalities and differences across these tasks. Compared to
training the models separately, it can lead to improved regularization, learning
efficiency, and prediction accuracy for the task-specific models [6,7]. To leverage
the advantages of multi-task learning, we proposed a multi-task deep learning

! nttp://cmr.miccai.cloud/



4 T.W. Arega et al.

based classification network to classify the cardiac image quality based on their
respiratory motion artefact level. The proposed method is designed to simultane-
ously conduct two classification tasks: image quality prediction (main task) and
patient’s breath-hold type prediction (auxiliary task). The main task has three
classes: mild motion artefacts (class 1), intermediate motion artefacts (class 2)
and severe motion artefacts (class 3). The auxiliary task focuses on predicting
the type of breath-hold the patient followed during the CMR, acquisition. It has
four classes: adhere to the breath-hold instructions (class 1), halve the breath-
hold period (class 2), breathe freely (class 3), and breathe intensively (class 4).
The loss function of the multi-task model is computed as follows:

LTotal = L]VlainTask + /BLAumTask: (1)

where LpsqinTask 18 @ weighted categorical cross-entropy loss for the main clas-
sification task, L ayzTask 1S a categorical cross-entropy loss for the auxiliary task
and [ is a hyper-parameter value that controls the contribution of L gyz7ask tO
the total loss (Eq. 1).

For the network architecture, we modified the 3D ResNet-18 2 architecture by
adding a second classification branch, as shown in Fig. 1. More specifically, after
the global average pooling of ResNet-18, we added a fully connected layer (512)
with ReLU activation then, it is followed by two classification branches for the
two tasks. During pre-processing, all the volumes were resampled to 0.664mm x
0.664mm x 9.60mm and the intensity of every volume was normalized to have
zero-mean and unit-variance. In order to improve the robustness of the model, we
utilized data augmentation such as random cropping (with size of (300, 300, 8)) ,
random rotation (degrees = (—15,15) with probability of 0.5), random flipping
(horizontal and vertical flipping with probability of 0.5) and random scaling
(range (0.9,1.2) with probability of 0.5). To enhance the results further and
study the data-dependent (aleatoric) uncertainty [2,22], we employed test-time
augmentation (TTA). For TTA, we used M different types of data augmentations
during testing. The augmentations utilized for TTA include horizontal flipping,
vertical flipping, random rotation (degrees (—10,10)) and random scaling
(range = (0.75,1.25)). Then the mean prediction of the M augmented images is
used as the final prediction, and the variance or entropy of these predictions is
considered as the uncertainty measure.

3.2 Cardiac Segmentation

For the Cardiac MRI segmentation, we employed a 3D segmentation network
which is based on 3D nnU-Net framework [9]. The U-Net’s encoder and decoder
consist of 12 convolutional layers where each convolution is followed by instance
normalization and Leaky ReLU (negative slope of 0.01) activation function.
Dice loss (Lpice) is a region-based loss that directly optimizes the Dice co-
efficient metric. PolyLoss [12] redesigns loss functions as a linear combination

% https://github.com/Project—MONAT
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Fig. 1. Overview of the multi-task classification network

of polynomial functions. By dropping the higher order polynomials and adding
terms that perturb the polynomial coefficients, Leng et al. (2022) [12] came up
with a simplified version of the polynomial loss, which is called Poly-1. As can
be observed in Eq. 2, this loss function modifies the cross-entropy (Log) by just
adding one hyper-parameter (¢) [12], where p is the prediction probability of the
target class. In this work, we utilized a hybrid loss of Dice loss and a Polynomial
version of cross-entropy loss (L picepoiycE) to segment the heart structures from
cardiac MRIs, as shown Eq. 3.

Lpoyce = Lee +€(1 —p) (2)
LDicePolyCE = Lpjce + LPolyCE' (3)

To enhance the robustness of the segmentation model in the cardiac MRI
dataset with motion artefact, we utilized k-space motion artefact data augmen-
tation in addition to intensity-based data augmentation and spatial data aug-
mentation. We applied brightness, contrast, gamma, Gaussian noise, and blur as
an intensity-based augmentation. Elastic deformation, random rotation, random
scaling, random flipping, and low resolution simulation are employed as spatial
augmentations. During MR image acquisition, signals from the MRI scanner are
temporarily stored in the k-space. The inverse Fourier transform of the k-space
is then computed to provide the MR image. To generate k-space motion artefact
from the cardiac MRIs, the k-space is filled with random rigidly modified ver-
sions of the original image. Then the inverse transform of the compound k-space
is computed [1,21]. The k-space motion artefact augmentations were generated
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using TorchIO library 3. We applied the k-space motion artefact on randomly
selected good-quality cardiac MR training images. The generated images were
then added to the training dataset to increase the variety of the training images.

3.3 Training

The segmentation models were trained for 1000 epochs in a five-fold cross-
validation scheme. The weights of the network were optimized using Stochas-
tic gradient descent (SGD) with Nesterov momentum (p = 0.99) with an initial
learning rate of 0.01 [9]. The learning rate was decayed using the ”poly” learning
rate policy. The mini-batch size was 2 for the segmentation model. For the clas-
sification task, the dataset was shuffled and randomly split into 65% training,
and 35% validation. The models were trained for 300 epochs with an ADAM
optimizer and a mini-batch size of 32. We used a value of 1 for epsilon (€) in
the PolyLoss (Eq. 2). For the multi-task loss, the weighting factor (8) (in Eq. 1)
is empirically chosen to be 0.4. To compute the data-dependent uncertainty, we
used a value of 5 for M (number of data augmentations). All the training was
done on NVIDIA Tesla V100 GPUs using Pytorch deep learning framework.

4 Results and Discussion

For the evaluation of segmentation results, Dice coefficient and Hausdorff dis-
tance 95% percentile (HD95) metrics are employed. To assess the classification
results, accuracy and Cohen’s kappa metrics are utilized.

As can be seen in Table 1, the proposed multi-task network yielded a sig-
nificantly better result compared to the single-task network. The performance
increase was almost by 10% and 15% in terms of accuracy and Cohen’s kappa,
respectively. This shows that simultaneously learning both tasks can help the
network learn better representations for the main task. Applying TTA to the
multi-task model further improved the results, as shown in Table 1. When we
ensemble the results of the models which use different loss functions with the
results of single-task and multi-task models, it yielded an accuracy of 0.7 and
Cohen’s kappa of 0.507.

TTA can also be used to estimate heteroscedastic aleatoric uncertainty of
images [2]. Comparing the aleatoric uncertainties on our own validation split
(n = 56) in Fig. 2, one can observe that the input-dependent uncertainty (vari-
ance) of the incorrect predictions (0.073) is higher than the correct predictions
(0.060). This indicates that images with higher aleatoric uncertainty are harder
for the model to classify than images with lower aleatoric uncertainty.

3 https://github.com/fepegar/torchio
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Table 1. Image quality classification results for different methods on the official vali-
dation set (n = 40) of the challenge. The bold values are the best.

Method Accuracy|Cohen’s Kappa
Single-task (image quality) 0.525 0.209
Multi-task (image quality, breath-hold type)|0.625 0.367
Multi-task +TTA 0.65 0.413
Ensemble 0.7 0.507

Heteroscedastic Aleatoric Uncertainty using TTA

Uncertainty (variance)

Correct Predictions Incorrect Predictions

Fig. 2. Comparing the aleatoric uncertainty of correctly and incorrectly predicted im-
ages on our local validation split

For the segmentation task, the baseline method is the default nnUNet net-
work. It uses light data augmentation and a compound loss that combines
Dice loss with cross-entropy Loss (DiceCE). We compared the performance of
the proposed DicePolyCE loss with two common segmentation losses: DiceCE
loss (baseline) and DiceFocal loss [17] (a hybrid loss that combines Dice loss
with Focal loss). Regarding data augmentations, we divided the experiments
into light data augmentation (baseline), moderate motion artefact augmenta-
tion (moderate MAA) and heavy motion artefact augmentation (heavy MAA).
The light data augmentation uses elastic deformation (« : (0.,200.),0 : (9.,13.),
random rotation (—30,+430 degrees), scaling (0.85,1.25), mirroring, brightness
(1t :0,0:0.1), and gamma (0.7,1.5). For moderate MAA, we added ten images
with artificial motion artefact (number of transforms = 2). For heavy MAA, we
increased the number of images to 30 and the number of simulated movements
to 6 (number of transforms = 6), where larger values generate more distorted
images. Some visual examples of motion artefact augmented images are shown
in Fig. 3.
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Comparing the performance of the data augmentation types, using a mod-
erate MAA achieved the best result in terms of Dice and HD95 of the cardiac
structures compared to the baseline and heavy MAA, as can be seen from Ta-
ble 2. This shows the advantage of adding a moderate number of artificially
generated motion artefacts into the training images to improve the model’s gen-
eralizability on a dataset with respiratory motion artefacts. While using heavy
MAA, which generates unrealistic motion artefacts that are more distorted from
the original training images, leads to poor segmentation performance. Regard-
ing the performance of the different hybrid losses, DiceFocal loss increased the
segmentation accuracy of the baseline (DiceCE). Utilizing the proposed Dice-
PolyCE loss outperformed the other two loss functions by achieving Dice scores
of 0.9204, 0.8315, and 0.8906 and HD95 of 8.09 mm, 3.60 mm and 6.07 mm
for LV, MYO and RV respectively (Table 2). This shows the robustness of the
proposed loss that combines region-based Dice loss with a polynomial version of
cross-entropy on cardiac MR segmentation with motion artefacts.

Fig. 3. Visual appearance of a) original CMR image b) moderate motion artefact
augmented CMR image ¢) heavy motion artefact augmented CMR image

Since the challenge allows the usage of an external public dataset, we added
ACDC dataset [4] to CMRxMotion dataset to diversify the input images and
improve the generalization of the segmentation model. For the ACDC dataset,
as a preprocessing step, we resampled the images to the median voxel spacing of
CMRxMotion and applied moderate MAA. As shown in Table 2, the addition of
ACDC (CMRx+ACDC) improved the result of the baseline. When we changed
the loss function from DiceCE to the proposed loss (DicePolyCE), it enhanced
the segmentation performance further and achieved the best result with Dice
of 0.9236, 0.8341, and 0.8967 and HD95 (in mm) of 8.31, 3.46 and 5.86 for LV,
MYO and RV respectively.
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Table 2. Comparison of cardiac MR segmentation performances using various data
augmentations and compound loss functions on validation set (n = 40) of the chal-
lenge. Dice: Dice score, HD95: Hausdorff distance 95% percentile in mm, moderate
MAA: moderate motion artefact augmentation, heavy MAA: heavy motion artefact
augmentation. The bold values are the best.Asterisk * indicates that the dataset used
is a mixture of CMRxMotion and ACDC datasets.

. . . HD95|/HD95 HD95
Method Dice LV |Dice MYO|Dice RV LV MYO RV
Baseline 0.9147 ]0.8298 0.8886 8.64 [3.74 |[6.11
Moderate MAA 0.9168 0.8306 0.8918 849 |3.70 [6.04
Heavy MAA 0.9141 0.8298 0.8927 8.45 [3.69 |[5.83
DiceFocal Loss 0.9181 0.8303 0.8927 8.24 [3.67 |[5.62
DicePolyCE Loss 0.9204 ]0.8315 0.8906 8.09 [3.60 |6.07
Baseline + ACDCx
(CMRa+ACDC) 0.9196 0.8325 0.8961 839 [3.64 |5.57
CMRxz+ACDCx with
DicePolyCE Loss 0.9236 [0.8341 0.8967 [8.31 [3.46 |5.86

5 Conclusion

In this paper, we proposed fully automatic deep learning methods to detect
motion artefact levels and segment cardiac structures from cardiac MRIs with
respiratory motion artefact. For the classification task, the proposed network
simultaneously predicts both the motion artefact level (main task) and breath-
hold type to leverage the benefits of multi-task learning. From the results, we
observed that training a multi-task network encourages the network to extract
useful features for both tasks and results in better prediction performance. The
proposed method greatly increased the classification result in terms of accu-
racy and Cohen’s kappa compared to the single-task model. Applying test-time
augmentation also helped the model to improve the classification result further
and to estimate the aleatoric uncertainty of the data. In the segmentation task,
we showed that moderate k-space based motion artefact augmentation and hy-
brid loss of Dice and polynomial loss can enhance the segmentation performance
and improve the model’s generalization capability on cardiac MRIs with motion
artefacts.
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