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This article presents an approach to improve collaborative learning in terms of performance & satisfaction through the generation of
non-verbal behavior of users displayed on their avatar in virtual reality. Various works have focused on the behavioral realism of
avatars, which can considerably improve interactions. The purpose of this paper is to investigate the impact of displaying the facial
expressions of a user in real time on the performance of the task, the satisfaction and the behavioral changes of the users interacting
in a virtual environment. To evaluate this approach, we carried out a study where the users collaborated to build a TV stand in dyad
including a novice (the participant) and an expert assistant (the experimenter).
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1 INTRODUCTION

The realization of collaborative learning in Virtual Reality (VR) has been a major challenge in recent years. Indeed,
one of the main reasons VR is used for learning and training is that it allows for individuals to be exposed to a virtual
environment that resembles the real world with great interactivity with the objects and people that compose it [14]. In a
pandemic context, more and more people are collaborating remotely and VR proposes an interesting solution that allows
several people to interact and learn through the same virtual space by being embodied by a graphic representation
called an avatar. Thanks to this, users can experience social interactions by exploiting the richness of social signals such
as gestures, facial expressions, eye movements, etc. Being able to transcribe all one’s internal states or to transcribe
non-verbal behaviors correlating with those states, via the avatar, remains a current problem. Indeed, due to the limited
technological capacities, ie to transmit a large quantity of data in real time, and the significant environmental and
ecological issues, limiting the transmission of data remains essential. It is therefore necessary to identify the non-verbal
behaviors that are important for better interaction and collaborative learning. This article contributes by exploring
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whether the display of user’s facial expressions in real time, considered as a behavioral representation of certain mental
states such as stress [5], workload [19] or emotional state [6], allows an improvement of collaborative learning.

2 RELATEDWORK

2.1 Collaboration and VR concepts

By collaboration, we mean the fact that two or more people agree on a common goal and commit to achieving it [18].
Collaborative learning is an educational approach to teaching and learning that involves groups of learners working
together to solve a problem, complete a task, or create a product [13]. To improve collaborative learning, it is necessary
to have shared visual information relating to the state of a task (shared visual workspace) and to have information
relating to the internal state of the interaction partner [7–9]. It is, therefore, important that the user perceives the
presence of the other collaborators. This “feeling of being with another” [3] is a concept known as social presence and
is important in the field of VR. It is often highlighted and measured during interactions in a virtual environment. The
concept of social presence is considered a sub-concept of presence, defined as the “feeling of being there”. This concept
is seen as a psychological experience offered by the mediated system and differs from immersion—which designates
what technology brings from a purely objective point of view through the intrinsic qualities of the mediated system [16].
To improve the interactions in VR and consequently, the social presence, various works have focused on factors such as
the audio quality, the resolution of the screen, or even the age and the gender of the person [16] allowing variation to
the social presence (see Fig. 1).

Because social presence often predicts positive communication outcomes, academic researchers and practitioners
have shown great interest in studying factors that increase social presence. One of the most studied factors is the visual
representation of the communication partner. Indeed, varying the appearance of the communication partner(s) can lead
to better interaction and a change in the behavior of the interlocutors [16]. Because collaboration can be viewed as
the intersection between communication, coordination, and cooperation [17], and because social presence has a direct
effect on communication, we are interested in this notion of social presence and its use in our research. Indeed, we
hypothesize that improving the feeling of social presence has a positive effect on collaboration.

2.2 Non-verbal behavior

Different aspects of the visual representation have been evaluated so far, such as the notion of behavioral appearance,
defined as the extent to which the virtual representation behaves as a real person would behave. Much work has focused
on reproducing behavioral appearance in virtual environments. For example, Bailenson and his team showed that
adding an eye blink and a pupil dilation led to an increase in social presence [1]. Bente and his team have shown that
varying the duration of gaze directed at agents has an impact on social presence [2]. In addition, various works, such as
those of Casanueva and Blake [4] as well as Kang and his team [10] have shown that avatars with facial expressions
allow for a higher feeling of social presence compared to static avatars. Krumhuber and his team [12] showed that
changing facial dynamics significantly influences game participants’ choices and decisions to cooperate with other
players.
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Fig. 1. Social presence factors divided into three groups: Context, Immersion and Individual [16].

3 DESIGN AND IMPLEMENTATION

3.1 Collaborative environment

In all the experiments mentioned above, the tasks performed were oriented to encourage face-to-face interaction
without object manipulation. Indeed, this type of task is a factor of social presence. Nevertheless, while learning in VR
the students will have to interact with the environment and the objects that compose it. Therefore, in our experiment
we wanted an object manipulation phase. We chose to have a TV stand assembly task between a novice (the participant)
and an expert assistant. The role of the expert assistant is played by the experimenter. Only the participant can handle
the pieces and assemble them.

Fig. 2. The collaborative virtual environment during the assembly phase of the furniture. The expert assistant gives instructions while
the participant handles a piece of furniture
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Our main hypotheses are:

H1: Participants with facial expressions will build the piece of furniture faster (speed of execution) than those without
facial expressions.

H2 (a-b): Participants with facial expressions will experience more (a) satisfaction, (b) social presence compared to those
without facial expressions.

H3: Participants with facial expressions will spend more time looking at each other compared to those without facial
expressions.

The virtual environment is based on a framework developed by B<>com1, which is an Institute of Research and
Technology that provides innovations to companies that want to increase their competitiveness through digital technol-
ogy. This platform allows several users to simultaneously experience the immersion in VR in a shared environment. For
our experiment, we had to develop some additional features such as 3D modeling of the furniture with "magnetism".
This feature allows to stick one piece with another one when their relative positions are correct.

3.2 Avatar appearance

For the experiment, the objective was to display the facial expressions of each user on their avatars in real time. To
collect behavioral data on the participants’ faces, an HTC facial tracker sensor 2 and an eye tracker integrated into the
HTC vive pro eye made it possible to recover 41 key points on the face (32 on the lower part and 9 on the upper part).
Ready Player Me avatars 3 were used as they integrate blendshapes, allowing the display of facial expressions. Each
value of the blendshapes was defined in relation to the value of the different key points of the face (See Fig. 3).

Fig. 3. Facial expressions on a Ready Player Me avatar

4 METHODS

4.1 Design

This prestudy was conducted according to a between-subjects design comparing the conditions “without facial expres-
sions” and “with facial expressions”. The participants experienced the assembly of a TV stand with an expert assistant.
The participant and the expert were located into two different rooms. The participants were ignoring the real purpose
of the experiment while the expert was aware of it.
1b<>com website https://b-com.com/en
2VIVE Facial Tracker https://www.vive.com/fr/accessory/facial-tracker
3Metaverse Full-Body Online 3D Avatar Creator — Ready Player Me. https://readyplayer.me/.
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4.2 Task

The participants were grouped as dyad with an expert assistant. They were asked to assemble a TV stand as quickly as
possible. The participant manipulates the parts to put them together, while the expert assistant gives the instructions.
Only the expert assistant has a visual on the assembled piece of furniture. The participant was instructed to stay in a
demarcated area while the expert assistant remained in their original position.

4.3 Procedure

The participant gives informed consent and receives a random number from 1 to 2 to know which condition would be
applied to ensure correct relationship measures (Without facial expressions, With facial expressions). Before starting the
experiment we asked the participant to complete three questionnaires related to demography, virtual reality experience
and cybersickness. The participant was informed about the upcoming task using a script-based spoken instruction.
Then, we equipped the subject with a VR headset (HTC Vive Pro with Eye tracker with HTC Facial Tracker), two
controllers (HTC Controller Vive Pro). Then, the participant has about 1 minute of acclimatization in a practice room,
to become familiar with the use of the controllers. During this manipulation, an easy-to-use furniture (three pieces)
can be manipulated. After that, the participant is taken to the virtual testing environment. We started data recording
and experimentation with an oral “go”. The dyad had 15 minutes to complete the TV stand. If it was over before, the
experience ended there. The participants could raise their hand during the exhibition if they encountered technical
problems. After the experience we asked the participant to complete the post-experimental questionnaires (social
presence, satisfaction, and general comments on the experience). The overall experience lasted about 30 minutes. The
experiment was conducted at the European Center for Virtual Reality4.

4.4 Apparatus

The virtual environment was implemented in Unity 3D using the Ngagement 1.0 framework, developed by b<>com,
based on a server-client network architecture. Two HTC Vive Pro Eye tracker headsets with HTC Facial Tracker,
allowing to recover the facial movements of the lower face, with two HTC Vive Pro controller joysticks allowing the
control of the movement of the arms and hands. Two HTC Station VIVE Pro 2.0 bases were used for the experiment.

4.5 Measures

4.5.1 Subjective Measures. We measured Social Presence [15] (likert scale with 1=strongly disagree, 5=strongly agree)
and teamwork satisfaction [20] (likert scale with 1=strongly disagree, 5=strongly agree) to test the impact of facial
expressions (H2). In addition, participants had the opportunity to add qualitative comments regarding the experience.

4.5.2 Objective Measures. We collected two types of objective data. The first concerns task performance. There was
no possibility of making a construction error because of the magnetism of the furniture parts, we only recovered the
total assembly time of the furniture ("Building time" in seconds) (H1). The second type of data was behavioral data. We
collected eye tracking data, which allows us to retrieve the behavior of the user’s gaze and know which object or which
avatar he is looking at. From these data, we calculated the "Time gaze expert" in percentage. It corresponds to the time
to have looked at the expert divided by the total time of the experiment (H3)

4European Center for Virtual Reality https://cerv.enib.fr
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4.5.3 Control Measures. To assess whether other factors influence subjective and objective measures, we administered
a demographic questionnaire and the Simulator Sickness Questionnaire [11] before and immediately after the task.

5 RESULT

Eight participants took the experiment. We removed two of them from the analysis due to technical problems during
the experiment. The sample was composed of six participants (two women and four men). The conditions were assigned
randomly. The average age was 24.16 years. Three participants were employees and three were students.

The first results showed that the participants are not looking at the expert assistant while manipulating the piece of
furniture. This could be verified by the behavioral data of the participants’ gaze. Indeed, the gaze time on the face of the
expert’s avatar was 3.06% of the total time. On average, the furniture assembly time was 7min34sec in the condition
without facial expressions and 7min04sec with facial expressions (the difference is not significant). Results of the
objective measures are presented in Fig. 4.

Fig. 4. Results from the objective measures. Descriptive plots show the mean and the median of the Time gaze expert and the Building
time for each condition (Without FE : Without Facial Expressions , With FE : With Facial Expressions

6 DISCUSSION AND LIMITATION

The first results showed that the participants were so focused on the pieces of furniture, that they did not look at
the expert assistant. Additionally, this may also be due to the expert assistant avatar being located a bit far from the
participant avatars relative to the resolution of the headset. For this reason, we decided to stop the prestudy. To address
the problem of the gaze not directed towards the head of the avatar of the expert assistant, we are planning to add a

6



Improving Collaborative Learning in VR With Facial Expressions UbiComp/ISWC ’22 Adjunct, September 11–15, 2022, Cambridge, United Kingdom

Fig. 5. Collaborative virtual environment during the furniture assembly phase with a screen displaying the face of the expert assistant

screen in the top right corner of the participant’s field of vision where the face of the expert assistant is displayed (see
Figure 5).

7 CONCLUSION AND FUTUREWORK

In this paper, we presented the design, implementation and a beginning of evaluation of a concept for the improvement
of collaborative learning in Virtual Reality. We have developed a furniture assembly environment where the expert
assistant’s facial expressions are captured using an HTC face tracker sensor and reproduced in real time on his avatar.
We hypothesized that displaying facial expressions on the expert assistant improves collaborative learning in terms
of performance and in terms of satisfaction. The results showed that the participants did not look at the face of the
assistant expert but spent the majority of the time looking at the pieces of furniture. The results of the satisfaction
and social presence questionnaires and the results of the furniture assembly time showed no difference between the
conditions “without facial expressions” and “with facial expressions”. This is surely due to the fact that the participants
were not looking at the expert. To address this issue, we are planning to do a new experiment with a screen in the top
right corner of the participant’s field of vision where the face of the expert assistant is displayed so that it is visible in
all circumstances.
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