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Abstract

Due to their distinct textures, porous cellular materials have been of interest to many engineering applica-
tions. Energy conversion through such materials, especially at high temperatures, is governed by naturally
coupled conduction-radiation physics. Therefore, a thorough understanding of the conduction–radiation
behavior within these materials is important to properly design and optimize these materials. Several nu-
merical methods developed over the last few decades allow to solve and study the influence of different
textural parameters on coupled conductive-radiative heat transfers. These numerical methods require 3D
digitized images of the sample of interest obtained either using 3D imagery technique or generated using
numerical algorithms. To better represent the complex geometry, the 3D image of the sample requires high
spatial resolution, and for a sample which is representative of involved physics might contain hundreds of
millions of voxels which is complex to solve and computationally expensive.

To cope with this issue, we developed a parallelized discrete scale numerical approach using cell centered
Finite Volume Method (FVM) and deterministic ray tracing to solve coupled heat transfer within highly
porous large scale complex cellular materials. At the heart of this method rests a decomposition approach
based on modified zonal method which significantly reduces the coupling efforts, memory requirements,
and computation time. The results of two test cases presented in this study are cross-verified with those
presented in literature and computed using Star-CCM+ software. Finally, the method is applied to virtual
fibrous sample. These results present the ability of the solver to consider different boundary conditions,
large temperature gradient across boundaries, and dealing with large samples consisting hundreds of million
of voxels while providing accurate results. We also present and discuss the sensitivity of other associated
parameters on the final results.

Keywords: conductive-radiative heat transfer, coupling, modified zonal method, parallelization method

1. Introduction

Cellular materials [1] such as open-cell foams, manufactured lattices, fibers felts exhibit interesting prop-
erties such as high strength-to-weight ratio, high surface-to-volume ratio, good flow-mixing capacity which
make them suitable for several engineering applications. Certain high temperature applications where cellu-
lar porous materials are used include solar power power plants [2–4], heterogeneous combustion [5], thermal
protection systems [6–9], etc. Note that, for porous samples having mean characteristic size of their con-
stituents greater than a few microns or much greater than the size of thermal radiation can also be refereed
as macroporous materials [10, 11].

From a thermal viewpoint, the effective heat transfer within macroporous materials which operate at high
temperatures (i.e., >800K) may involve all three modes of heat transfer namely conduction, convection, and
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radiation. Such heat transfer and its key quantity Effective Thermal Conductivity (ETC) is generally influ-
enced by textural parameters such as shape, size, orientation, and spatial distribution of constituents [12],
the porosity of the material [13] as well as on the operational conditions [14]. Moreover, at high tempera-
tures, different modes of heat transfer are generally coupled i.e., heat transfer by one mode might be affected
by other mode making their effective contribution non-linear [11, 15]. Due to this coupling effect, accurate
estimation of all three modes of heat transfer, both individually as well as coupled, within the volume is still
a topic of discussion within academic and industrial research teams. This knowledge is crucial for designing
and optimizing heat transfer through such complicated porous materials. In this article, only macroporous
materials having applications in vacuum will be considered i.e., convective heat transfer will be neglected,
therefore, highlighting coupling effects between conduction and radiation only as in [11, 15].

Generally, designing macroporous media with an optimized ETC involves following steps: material elab-
oration, testing, and optimization [2, 16]. Till date, several methods have been developed to determine
coupled conductive-radiative heat transfer while developing the innovative porous materials. The classical
approach which is based on experimental methods [17] consists of several steps (i.e., material elaboration,
estimation of required properties either through experimental methods or using a relevant inverse methods)
and can be tedious because it is time consuming and economically expensive. This is often not compati-
ble with the industrial mass production of a range of materials (having volume approximately a few cubic
meters). Also, while manufacturing, it is generally challenging to tune a particular parameter affecting the
heat transfer. Therefore, it is extremely difficult to determine the impact of a particular textural parameter
on coupled heat transfer and in a competitive global context, this traditional approach turns out to be
economically and temporally inefficient.

An alternative to experimental approach is to develop a numerical approach based on modeling of heat
transfer physics using a numerical method. In this approach it is possible to explore the effect of a set of
textural parameters on coupled conductive-radiative heat transfer within a digitized porous sample. This
approach became popular with the advancement of X-ray micro-tomography [18]. X-ray micro-tomography
provides a stack of binary images of a sample which is then arranged together to generate a 3D (three-
dimensional) image of the sample. The resulting 3D image can further be used for detailed investigation
of textural properties of the macroporous sample [19] and to perform numerical simulation on it [20].
Furthermore, an in-depth analysis of spatial organisation of the sample allows to subsequently develop
specific algorithms for generating virtual 3D structures with prescribed textural features [2] which are more
economic and less time consuming. Note that, the basic structural unit of 3D digitized image is a cubic
cell called voxel and its size depends on the size of constituents to better capture the geometric details.
Therefore, the final 3D image required for coupled heat transfer simulation which should be representative
of the entire volume, also referred to as Representative Elementary Volume (REV), might consist of hundreds
of millions of voxels [21].

From thermal modeling point of view, the approaches to solve coupled conductive-radiative heat transfer
can be broadly classified into two categories: continuous scale approaches and discrete scale approaches.
Continuous scale approaches consider the computational domain homogeneous and require homogenized
properties such as effective solid thermal conductivity, volumetric extinction coefficient, scattering phase
function, etc. to solve the heat transfer physics. Therefore, continuous scale approaches are also referred
to as homogenized approaches. In contrary to continuous scale approach, discrete scale approach uses the
actual geometry of the sample and requires local material properties such as thermal conductivity and optical
properties of constituents. The discrete scale approaches allow to model heat transfer differently in different
phases e.g., radiation in void phase and conduction in solid phase, and are preferred over continuous scale
approach when local information is needed.

Furthermore, discrete scale approaches can be further classified into two subcategories: deterministic
and stochastic. Using deterministic approach, Talukdar et al. proposed a methodology based on FVM
integrated with block-off region approach to model conduction and radiation heat transfer within honeycomb
structures [22]. Luo et al. developed a method combining a discrete ordinate ray tracing technique to
simulate radiation transfer and a FVM scheme for thermal conduction heat transfer to compute the effective
thermal conductivity of porous samples [23, 24]. Recently, some of the authors proposed a parallelized
vectorial Finite Element Method (FEM) coupled with discrete ordinate method to model coupled conduction-
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radiation heat transfers within virtual SiC-based cellular foams [15] and within squared lattice open-cell
foam [25]. In their work, the domain decomposition approach was an extension of the well-known Schwarz
method [26] which has been successfully extended to a finite elements radiation solver in the context of high
performance computation [27–31]. In parallel to deterministic approaches, Vignoles introduced a stochastic
approach based on Monte-Carlo method to model coupled conductive-radiative heat transfer within fibrous
media. The solid conduction was modeled using Brownian walkers within opaque solid domain and radiative
heat exchange was modeled using ray tracing approach [32, 33]. This strategy was applied to a digitized
fibrous sample [32] having approximately 1 × 106 voxels and then was extended to tomographied cellular
ceramics with a maximum size of 125× 106 voxels [20]. Another Monte-Carlo strategy based on an integral
formulation of the temperature [34] was proposed by Caliot et al. [35] to estimate the temperature profiles
of numerical porous samples having twelve stacked Kelvin cells. Recently, Sans et al. [13] developed a
Monte-Carlo method to solve transient coupled conductive-radiative heat transfer within porous foams. Fan
et al. [36] proposed a method based on FVM and mesh agglomeration Monte-Carlo ray tracing method to
solve coupled conductive-radiative heat transfer within open-cell foam having upto 1.6×106 mesh elements.
Perraudin et al. [11] developed a hybrid numerical scheme based on Monte Carlo Ray Tracing and cell-
centered FVM to determine the conduction-radiation coupling effects within a structured porous geometry.

Till date, several local scale approaches have been developed but the main drawback is the computing
time which could be significantly high if a huge 3D image (e.g., 1000×1000×1000 number of voxels) needs
to be simulated either due to large size of REV or high spatial resolution required to capture geometric
details of complex sample [11, 37]. Above mentioned numerical approaches are generally applied to simple
geometries having total number of unknowns in the order of few millions. However, for samples having fine
details such as fibrous materials, the REV for coupled conductive-radiative problem might contain hundreds
of millions of unknowns. Therefore, we require a reliable and robust numerical solver which must not only
be able to solve coupled conductive-radiative heat transfer physics with high accuracy but must also be able
to solve the physics on geometries having huge number of unknowns within realistic time frames.

To cope up with above mentioned issues, this article proposes a parallelized local scale numerical approach
to solve coupled conductive-radiative heat transfer. Technically, the proposed approach is similar to the one
developed by Perraudin et al. [11] i.e., FVM for solid conduction and ray tracing for radiative exchange
computation with two main difference. First and foremost is the way conduction and radiation are coupled.
Perraudin et al. solved the radiative exchange between each triangle of solid-void interface. Knowing that
the radiative exchange may take place between two surfaces placed far apart, the radiative exchange factor
matrix is a square matrix of side N where N is the number of triangles in the domain. This matrix is
huge and memory intensive. Also, they mentioned that the size increases quadratically with the size of the
domain. Hence, if this matrix does not fit into the Random Access Memory (RAM), this might increase the
computation time significantly as the required value of radiative exchange factor needs to be read from a
hard drive. Secondly, they used Monte-Carlo ray tracing to compute radiative exchange factor. The process
is quasi-stochastic because the point of emission of rays is chosen stochastically, however, the reflection and
absorption is modeled in a deterministic manner. Since the choice of the point of emission is not made
deterministically, their method may lead to a stochastic error and requires a high number of rays as well as
a high number of surfaces from which the rays are emitted.

In this work, we use a decomposition approach based on modified zonal method to divide a large vol-
ume into smaller subvolumes and deterministic ray tracing to overcome the above challenges. This paper
presents the detailed methodology, mathematical model, and its numerical modeling. We will also discuss
the constraints while solving conduction-radiation physics using modified zonal method along with two test
cases: structured porous geometry as in [11] and a kelvin cell foam as in [15] to cross-verify the numerical
approach. The results obtained using our method will be compared against those published in literature
and obtained using the commercial software Star-CCM+. Finally, the method is applied to highly porous
virtual fibrous sample.
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2. Methodology

The decomposition approach used in this work divides a large volume into smaller subvolumes. Such an
approach was previously used by Hottel and Cohen [38] to solve radiation heat transfer within an absorbing,
emitting, nonscattering gray gas with constant absorption coefficient and is known as zonal method. The
zonal method approximates the spatial domain by discretizing it into finite, isothermal subvolumes and
surface area zones. Using the zonal method, energy balance is performed between two zones using pre-
calculated direct or total exchange areas. Furthermore, Larsen and Howell [39] modified this method to
express the energy balance in terms of exchange factor which is a more physical and measurable quantity.
The modified zonal method has been use repeatedly to solve radiative heat transfer [40]. In this work, the
method is further extended to solve coupled conduction-radiation physics. Using modified zonal method,
the conductive-radiative heat transfer problem is solved in four steps as detailed below:

Step 1: The entire volume is divided into smaller parallelepipedic subvolumes of almost equal size
as shown in Figure 1. For the sake of simplicity and better representation, Figure 1 shows only a few
subvolumes and for each subvolume, only a few voxels. However, in reality, each volume may have hundreds
(or thousands) of subvolumes and each subvolume may consist of millions of voxels and surfacic triangles
representing the solid void interface. Furthermore, using modified zonal method, each subvolume in itself
is now a small domain consisting of a structured grid of hexahedrons also referred as voxels. From now on,
terms such as ‘global level’, ‘subvolume level’ and ‘voxel level’ will be used to define different levels of the
geometry.

i

j

Porous volume

Subvolume

Voxel

Figure 1: A 2D representation of the subdivision of a volume into subvolumes. (i) and (j) denote the identity of subvolumes.
Also, each subvolume consists of both solid and void voxels. For the sake of brevity, a few number of voxels are shown but in
reality, each subvolume may contain millions of voxels.

Step 2: For each subvolume, the effective solid thermal conductivity tensor (λ) is computed using
voxelized FVM. The method for the same is presented in section 4.2.

Step 3: The radiative exchange factor is computed between each triangle within the volume and is
stored between each subvolume (rather than between each triangle). This leads to a radiative exchange
factor matrix of side N where N is the number of subvolumes (rather than number of triangles as in [11]).
The method for the same is presented in section 4.3.

Step 4: Once the effective solid thermal conductivity tensor (λ) of each subvolume and radiative exchange
factor (F) between each subvolume is computed, the coupling is performed at the level of subvolumes. Note
that each subvolume is considered as isothermal similar to the case of modified zonal method [41] as discussed
in the beginning of this section. Furthermore, while dividing the entire volume into subvolumes, additional
precaution is required to be sure that each subvolume is connected to the boundaries so that heat conduction
can take place. Also for effective radiative heat transfer, the subvolumes should be small enough such that
radiative exchange can take place among the subvolumes which would otherwise be absorbed within the
same subvolume and will lead to the extinction of the radiative heat transfer. The effect of subdivision will
be discussed in detail in results and discussion.

To solve the coupled conductive-radiative heat transfer within porous media using modified zonal method,
the following assumptions are made:
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• The geometry consists of only two phases: solid and void. Both phases are assumed to be at rest
which means that the heat is transferred by either conduction or radiation [11]. Similar assumption
was made in several works as in [11, 32, 42].

• The solid phase is assumed to be optically smooth (i.e., only specular reflection can occur) and opaque
(i.e., no radiative transfer within the solid). All the radiative energy is absorbed at the surface itself
which is then transmitted through conduction within the solid.

• The void phase is assumed to be transparent i.e., no absorption of radiation takes place within void
phase as well as no heat transfer through convection.

• Solid plates are added near the hot and cold boundaries which behave as emitting boundaries at a
fixed temperature. Emission is allowed towards the medium only.

• Using modified zonal method, the entire volume is subdivided into parallelepipedic subvolumes of
almost equal size. Each subvolume is considered as isothermal with constant properties.

• The optical properties used for the computation are assumed to be independent of temperature.

3. Governing equations and boundary conditions

At the level of subvolumes, the coupled conductive-radiative heat transfer can be estimated using the
coupled Heat Conduction Equation (HCE) and can be written as

∇ · (qcond (x) + qrad (x)) = 0 ∀x ∈ Ω ⊂ R3 , (1)

where q is the heat flux, subscripts cond and rad denote conduction and radiation, respectively, x = (x, y, z)
is the spatial location, and Ω = (Ωs ∪ Ωv) denotes the open bounded set with subscripts s and v denoting
solid and void, respectively. The volume integration of equation (1) yields the following form:∫

V

∇ · qcond (x) dV +

∫
V

∇ · qrad (x) dV = 0 . (2)

On applying the divergence theorem, also known as Gauss’s theorem or Ostrogradsky’s theorem, which
converts the volume integral into area integral, the equation (2) becomes∫

A

qcond(x) · n dA+

∫
A

qrad(x) · n dA = 0 , (3)

where n is the normal direction vector. In equation (3), the first term is the contribution of solid conduction.
This term can also be explained as the heat flow rate through conduction across a surface of area ‘A’. In
continuous form, heat flow rate across a surface, through conduction in steady-state can be written as

Qcond(x) =

∫
A

qcond(x) · n dA = −
∫
A

λ(x)∇T (x) · n dA , (4)

where λ is the orthotropic thermal conductivity tensor of each subvolume and T is temperature.
In equation (3), the second term is associated to the radiative heat transfer. The radiative heat flow rate

is estimated by taking the emission and absorption coming from all the surrounding objects into account.
While using the ray tracing approach, the directional dependent absorption term can be reformulated in
terms of the radiative exchange factor. The net radiative heat flow rate, adapted from equation (8.14)
in [43], can be represented as:

Qrad(x) =

∫
A

qrad(x) · n dA = ϵ(x)n2
vσBA(x)T 4(x)−

∫
A

ϵ(x′)σBT
4(x′)dFdA′→dAdA

′

−
∫
V

4κP (x
′′)σBT

4(x′′)dFdV ′′→dAdV
′′ ,

(5)
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where ϵ is the emissivity, x and x
′
denote emitting and reflecting surfaces, respectively, nv is the refractive

index of void phase, σB is the Stefan-Boltzmann constant, A denotes the surface area, κP (x
′′) is the local

Planck’s mean absorption coefficient of the medium at x′′, dFdA′→dA denotes the radiative exchange factor
between surface element dA′ and dA (where dA′ = dA(x′)), dFdV ′′→dA denotes the radiative exchange
factor between volume element dV ′′ and surface element dA (where dV ′′ = dV (x′′)). In the absence of
participating medium and considering only surface-to-surface exchange, equation (5) can be simplified to

Qrad(x) = ϵ(x)n2
vσBA(x)T 4(x)−

∫
A

ϵ(x′)σBT
4(x′)dFdA′→dAdA

′ . (6)

Here, FdA′→dA is the fraction of the total energy emitted by a surface dA′ that is absorbed by dA, either
directly or after any number of reflections. FdA′→dA is also called radiative exchange factor. Also, it is to
be recalled here that the radiation travels within the void phase only and as soon as it is absorbed by the
surface, the energy within the solid is transferred by solid conduction. Hence, equation (6) is solved only
in void phase. To solve coupled conduction-radiation physics using above equations, following boundary
conditions are required:

• Dirichlet boundary condition for equation (4) is prescribed at hot and cold boundaries as

T (x = 0) = Thot , T (x = Lx) = Tcold , (7)

where x-direction is the direction of heat flow and Lx is the length of domain in x-direction.

• Neumann boundary condition for equation (4) is prescribed on side faces to avoid any heat loss as

∇T · n(y = 0 & y = Ly) = 0 , ∇T · n(z = 0 & z = Lz) = 0 . (8)

• The emitting boundary condition is prescribed at fixed temperature boundaries (i.e., at hot and cold
boundaries) which emit the radiation within the domain at fixed temperature.

• On four sides walls, either mirror (with ρ = 1, where ρ is the reflectivity) or vacuum (surface at T = 0K
also known as absorbing) boundary condition is prescribed. In case of mirror boundary condition, the
radiation is reflected back within the domain conserving the total energy of the system. However,
in case of vacuum boundary condition, the radiation that strikes any of the four side walls does not
reenter, resulting in loss of total energy of the system.

• Also, the reflecting boundary condition is applied at the interface with reflectivity (ρ) = 1 - ϵ.

4. Numerical modeling

4.1. Solving coupled conductive-radiative heat transfer at the level of subvolumes

Using the FVM for a 2D structured grid (see Figure 2), equation (4) can be written in discretized form
as

Qcond,(i) = (λA∇T )
W
i −(λA∇T )

E
i +(λA∇T )

S
i −(λA∇T )

N
i +(λA∇T )

F
i − (λA∇T )

B
i ∀ i = 1, 2, . . . , N , (9)

where E, W , S, N , F , and B denote the East, West, North, South, Front, and Back coordinates, respectively.
The discretised equation has a clear physical interpretation. Equation (9) states that the Qcond entering
from the west, south, and front face minus Qcond leaving the north, east, and back face are equal at steady
state, i.e., it constitutes a balance equation for Qcond over the control volume.

Now using a finite difference stencils formula, equation (9) can be written as

Qcond,(i) = wT
i T

n+1
i −wET

n
E −wWTn

W −wNTn
N −wST

n
S−wFT

n
F −wBT

n
B ∀ i = 1, 2, . . . , N , (10)
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Figure 2: A control volume (i) surrounded by six neighbors to which the conductive heat energy can be exchanged. Here, the
terms i denote the identity of the control volume at which the conductive heat balance is computed and E, W , N , S, F , and
B denote the East, West, North, South, Front, and Back coordinates, respectively.

where n denotes the number of iterations, and w denotes the equivalent thermal conductivity weight.
Different conductivity weights can be calculated as

wE
i = 2/

[
∆xi

λi
+

∆xE

λE

]
= wE , wW

i = 2/

[
∆xi

λi
+

∆xW

λW

]
= wW , (11)

wN
i = 2/

[
∆yi
λi

+
∆yN
λN

]
= wN , wS

i = 2/

[
∆yi
λi

+
∆yS
λS

]
= wS , (12)

wF
i = 2/

[
∆yi
λi

+
∆yF
λF

]
= wF , wB

i = 2/

[
∆yi
λi

+
∆yB
λB

]
= wB , (13)

wT
i = wE +wW +wN +wS+wF +wB . (14)

Here, λ denotes the thermal conductivity of the corresponding subvolume (in a particular direction
denoted using indices ‘E’, ‘W ’, ‘N ’ ‘S’, ‘F ’, and ‘B’), and ∆x, ∆y, and ∆z denote the size of the subvolume
in x, y, and z-directions, respectively. Although, the above discretization is shown in two dimensions, an
expansion to three dimensions is straight forward.

Furthermore, to solve equation (6) numerically, it is necessary to write it into discretized form. Assuming
that the entire volume is divided into N number of subvolumes, the equation (6) will be transformed into
the following equation

Qrad,(i) = ϵin
2
vσBT

4
i Ai −

N∑
j=1
j ̸=i

ϵjσBT
4
j AjFj→i ∀ i = 1, 2, . . . , N , (15)

where A denotes the surface area of solid-void interface within a subvolume. It is worth mentioning that
Qrad,(i) depends on the temperature of all surfaces but Fj→i is either independent (in case of gray surfaces)
or only depends on the temperature of emitting surfaces (in case of nongray surfaces). Furthermore, within
a closed system, the energy remains conserved i.e., by the second law of thermodynamics, the net radiative
exchange between two surfaces maintained at equal temperatures is equal to zero. Therefore, the reciprocity
relation and summation rule also holds for radiative exchange factor. Note that the summation rule is true
only in case of the closed enclosures without any opening. By applying the reciprocity and summation rule,
equation (15) can be written as
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Qrad,(i) =

N∑
j=1
j ̸=i

ϵin
2
vσBAiFi→j

(
T 4
i − T 4

j

)
∀ i = 1, 2, . . . , N . (16)

The above equation is nonlinear and needs to be linearized to solve the system of equations using
numerical method. The (T 4

i − T 4
j ) term is linearized by taking the factor as

T 4
i − T 4

j = (T 2
i + T 2

j )(Ti + Tj)(Ti − Tj) ∀ i, j = 1, 2, . . . , N . (17)

Note that the linearization of T 3 equivalent term is not based on any assumption. It is just a mathematical
simplification unlike other studies where T 4

i −T 4
j ≈ 4T 3

ref(Ti−Tj), where Tref = (Ti+Tj)/2 is assumed [44, 45].
This mathematical simplification shown in equation (17) allows to consider large temperature gradient
between hot and cold boundaries and results of which will be presented in section 5. Furthermore, using
equation (16) and (17), we get

Qrad,(i) =

N∑
j=1
j ̸=i

hn
r,i→jFi→j

(
Tn+1
i − Tn

j

)
∀ i = 1, 2, . . . , N , (18)

where hn
r,i→j = ϵin

2
vσBσAi

(
T 2
i + T 2

j

)n
(Ti + Tj)

n
is a constant, superscript n denotes the number of itera-

tions, and A denotes the total surface area of all triangles within a subvolume. While calculating hr,(i)→(j),
Ti and Tj are assumed to be known quantities. Generally, computation of Fi→j is long and can be memory
intensive if one records the exchange between each triangle [11]. It would then be nearly impossible to
consider a large mesh with hundreds of millions of triangles (or surfaces). Using modified zonal method, we
calculate the radiative exchange among all the triangles within the volume but store the radiative exchange
factor between subvolumes, as in case of modified zonal method [39]. This will be discussed in detail in
section 4.3.

Finally, the coupling can be performed over a simplified geometry having subvolumes equal to number
of subdivisions. The modified zonal method makes the coupling simple and efficient. The discretized form
of coupled HCE involves calculating Ti ∈ Ω ⊂ R3 which can be written as[

wT
i + hn

r,i→i (1−Fi→i)
]
Tn+1
i = wETn

E +wWTn
W +wNTn

N +wSTn
S

+wFTn
F +wBTn

B −
N∑
j=1
j ̸=i

hn
r,i→jFi→jT

n
j ∀ i = 1, 2, . . . , N . (19)

Equation (19) is a linear equation and explicit for Tn+1
i written on the left hand side of the equation.

Solving this equation at the level of subvolume requires the knowledge of equivalent thermal conductivity
tensor (λi) of each subvolume (cf. section 4.2), and the radiative exchange factor (Fi→j) between subvolumes
(cf. section 4.3).

Note that the coupled heat conduction equation is greatly resolved using modified zonal method and
introducing radiative exchange factor for directional dependent term. Once the effective solid thermal
conductivity tensor and radiative exchange factor are computed, the system can be assembled and coupling
can be performed by solving the set of linear equations iteratively using any numerical method. A schematic
showing the coupled system using resistance network and possible boundary conditions is shown in Figure 3.

But before going further, a special attention is required in case of coupling. Firstly, equation (19) written
for each subvolume leads to a square matrix of N × N , where N denotes the number of subvolumes. But
unlike the pure conduction problem, the resulting matrix is dense. Such a matrix requires additional care
while solving numerically, otherwise, it may lead to an unexpected divergence of the system. In this work,
thanks to a small size of matrix, a direct solver developed in an open source library Eigen [46] was used.
The matrix structure in case of coupling is represented as
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i

j

poroussolid solid

Dirichlet

condition +

Emission &

reflection

Neumann condition +

Mirror/Vacuum condition

Dirichlet

condition +

Emission &

reflection

Figure 3: 2D Schematic of coupled system having 4×4 subvolumes only, assembled using the resistance network with possible
boundary conditions required to solve coupled conduction-radiation physics. Boundary conditions written in black are those
required to solve conductive heat transfer and in orange are those required to solve radiative heat transfer.

AX = B , (20)

where A = AC + AR with AC and AR representing the contribution form solid conduction and radiation,
respectively, X is the unknown temperature vector, and B is the known boundary condition vector. These
matrices and vectors are further expanded as

AC =


wt

1 wS
1 · · · 0

wN
1 wt

1 · · · 0
...

. . .
. . .

...
0 · · · wN

N wT
N

 ,

AR =


hr,(1→1)(1−F1→1) hr,(1→2)F1→2 · · · hr,(1→N)F1→N

hr,(2→1)F2→1 hr,(2→2)(1−F2→2) · · · hr,(2→N)F2→N

...
. . .

. . .
...

hr,(N→1)FN→1 · · · hr,(N→N−1)FN→N−1 hr,(N→N)(1−FN→N )



X =


T1
T1
...

TN

 ,

B = Thot


hr,(1→B1)F1→B1 + hr,(1→B1)F1→B1

hr,(2→B1)F2→B1 + hr,(2→B1)F2→B1

...
wE

N + hr,(N→B1)FN→B1 + hr,(N→B1)FN→B1



+Tcold


wW

1 + hr,(1→B2)F1→B2 + hr,(1→B2)F1→B2

wW
1 + hr,(2→B2)F2→B2 + hr,(2→B2)F2→B2

...
hr,(N→B2)FN→B2 + hr,(N→B2)FN→B2

 ,

where subscript N denotes the number of subvolumes. Secondly, even though the coupled HCE is greatly
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reduced (see equation (19)), the dense matrix is solved and the solution is converged, the problem remains
non-linear. This is due to the fact that the equivalent T 3 term is assumed to be constant which is calculated
using the initial temperature or temperature obtained in previous iteration. Therefore, another non-linear
loop needs to be setup.

Overall, while solving the coupled conduction-radiation problem, temperature is initialized for each
subvolume and constants (w and h) are calculated. Then, the coupled HCE is solved until convergence.
The resulting temperature field is compared with the previous temperature field. If the variation is less
than a predefined threshold (ε), the solution is accepted. Otherwise, the temperature field is updated and
constants are recalculated to resolve the coupled HCE. This process is repeated until convergence is reached.
Algorithm 1 presents the two loops iterative algorithm to solve the coupled conduction-radiation problem.

Algorithm 1: Two step iterative algorithm for coupled conduction-radiation modeling.

Input: geometry, number of subdivisions (Nx, Ny, Nz), physical parameters: λ,F , ϵ, σB , . . . , numerical
parameters: ε =1× 10−12, δ1 = δ2 =1× 1012,m = n = 0, . . . , and Boundary conditions

1 Initialize temperature Tm(x ∈ Ω): Linearly distributed between Thot and Tcold boundaries (using linear
interpolation)

2 while δ1 > ε ▷ Outer loop

3 do
4 Calculate hm

r

5 while δ2 > ε ▷ Inner loop

6 do
7 Solve coupled HCE (equation (19)) with given boundary conditions to determine → Tn+1(x ∈ Ω)
8 Calculate residual δ2 = ∥Tn+1 − Tn∥∞
9 n = n+ 1

10 end while
11 Calculate residual δ1 = ∥Tm − Tn∥∞
12 m = m+ 1
13 Tm = Tn

14 end while

4.2. Computing effective thermal conductivity tensor of each subvolume

In order to determine the orthotropic thermal conductivity tensor of each subvolume, the heat conduction
problem needs to be solved at voxel level. Note that, at the level of voxels, equation (4) persists. However,
the heat conduction problem is to be solved within the solid domain only because the void phase is assumed
to be vacuum i.e., λv = 0. At the level of voxels, the heat flow rate can be written as

Qcond(x) =

∫
A

qcond(x) · n dA = −
∫
A

λs(x)∇T (x) · n dA = 0 , (21)

where λs is the solid phase orthotropic thermal conductivity tensor as in equation (4) except that equa-
tion (21) is solved for the solid voxels only, therefore, the subscript ‘s’ is used. At voxel level, we assume
that λx = λy = λz = λs so, the above equation can be re-written as

Qcond(x) = −
∫
A

λs∇T (x) · n dA = 0 . (22)

Furthermore, before solving equation (22), it is necessary to find the connected volume i.e., the solid
part should be connected to the boundaries on which the temperature gradient is applied. This is necessary
because there is no heat transfer within hanging control volume, definition of initial temperature in those
control volumes may lead to wrong estimation of flux. Hence, unconnected volumes need to be removed
before computing the temperature field. Once the connected volumes are filtered, the discretized form of
the above equation is solved to calculate T ∈ Ωs ⊂ R and can be written as
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wT
i T

n+1
i = wETn

E +wWTn
W +wNTn

N +wSTn
S+wFTn

F +wBTn
B ∀ i = 1, 2, . . . , N . (23)

The above equation is exactly the same as of equation (10) except that the equation (23) is to be solved
for solid voxels only. This leads to a seven diagonal sparse metrix which is then solved using Generalized
Minimal Residual Method (GMRES) method developed in PARALUTION, an open source library [47].

Once the temperature field is determined, the conductive heat flux across the boundaries (of known
temperature) can be calculated using the well-known Fourier’s law. For a case of one dimensional heat
transfer along ex-direction, the effective conductive heat flux (qeffcond,x) can be written as

qeffcond,x = qeff
cond · ex = λeff

cond,x

Thot − Tcold

Lx
, (24)

where ex = (1, 0, 0)T denotes the direction vector along x-direction, the subscript x denotes the direction
of heat flow, Thot and Tcold are the temperature at hot and cold boundaries, respectively, Lx is the length
of the domain along the direction of heat flow and λeff

cond is the effective solid conductivity of the material
which is to be determined. Furthermore, conductive heat flux towards x−direction can be determined as

qcond,x(x) = qcond(x) · ex = −λs∇T (x) · ex = −λs
∂T (x)

∂x
. (25)

Volume averaged conductive heat flux in x−direction qcond,x can be calculated using the following relation

qcond,x =
1

V

∫
Vs

qcond,x(x) dV = − 1

V

∫
Vs

λs
∂T

∂x
dV . (26)

Since the total conductive heat flux along the direction of heat flow remains conserved, from equation
(24) and (26), we could deduce the directional effective thermal conductivity due to conduction only as

λeff
cond,x =

Lx

Thot − Tcold
qcond,x =

Lx

Thot − Tcold

1

V

∫
Vs

λs
∂T

∂x
dV . (27)

Similarly, λeff
cond is computed in all three directions to compute effective thermal conductivity tensor of

each subvolume.
The computation of effective solid thermal conductivity tensor of each subvolume is independent to

each other, therefore, parallelization was quite simple due to embarrassingly parallel problem. Once the
entire volume is divided into subvolumes and each subvolume is checked for connectivity as discussed in
previous section, each subvolume is then passed to different processors. Within each processor, the matrix
is formed for respective subvolume and is stored in its memory. Once all the matrices (equal to the number
of processors available for computation) are formed, PARALUTION is called. The PARALUTION solves
the matrix using multiple processors available for computation using open MPI support. Then, the same
step is repeated for remaining subvolumes and for other directions.

4.3. Computing radiative exchange factor between each subvolume

In order to compute the radiative exchange factor, ray tracing approach is used. Using this approach, a
surfacic mesh which consists of triangles is generated using fast marching cube algorithms initially developed
in iMorph software [48, 49]. Rays are emitted from the center of each triangle towards the void phase in
prescribed number of directions within the hemisphere. Each ray carries a fixed amount of energy which
is normalized by the surface area of triangle, and rays are traced as they travel within the medium until
they are fully absorbed or leave the system. A schematic of ray tracing is shown in Figure 4. Note that
for conciseness, one triangle per subvolume is shown but as mentioned in section 2, each subvolume might
consist millions of number of triangles.

As rays travel within the volume, at each interaction, the amount of energy reflected is computed. For
this purpose, the value of reflectivity can be fixed (in case of gray surface) or can be computed using the
Fresnel’s relation from the knowledge of optical properties. Rest of the energy after reflection is considered
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Ai
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dΩ
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Aj

nj

Figure 4: Schematic of ray tracing procedure to compute radiative exchange factor. Emitted ray from triangle in subvolume
(i) is shown in orange and the reflected ray from triangle in subvolume (j) is shown in blue. Note: For conciseness, only two
subvolumes and only one surface per subvolume is shown.

to be absorbed by the surface. The energy balance is performed by assuming the amount of energy carried
by an emitted ray from surface placed in subvolume (i) denoted by Ee,(i) = AiNs,(i)/Atotal,(i). Here A(i)

denotes the area of the triangle and Ns,(i) denotes the number of triangles within a subvolume i. A fraction
of the energy will be reflected by the surface placed in subvolume j is denotes by Ee,(j) = ρEe,(i), and finally,
the energy absorbed by surface placed in subvolume j denoted by Ea,(j) = Ee,(i) − Ee,(j). This is to be
recalled that in this work, we only consider specular reflection and the value of reflectivity is either provided
to the code or computed from the knowledge of optical properties (n− ik).

The ray tracing approach used in this work is based on a fast voxel traversal algorithm [50]. The method
is simple and consist of two steps: Initialization and transversal increment. In initialization step, the emitting
point of the ray and the step value in each direction (1 for increment and -1 for decrement) are initialized
which can be denoted as ∆x = [∆x,∆y,∆z]. In the next step, the time t(x) at which the ray crosses the
first boundary in x, y, and z-directions is recorded. The minimum of the three time steps (t) defines the
minimum distance which can be traveled along the ray within the current voxel without leaving it. Finally,
t×∆x is computed which indicates the distance which can be traveled along a direction. Detailed algorithm
of the method can be found in [50].

Then, the radiative exchange factor is computed between subvolumes. Each subvolume can consist
of number of triangles and each triangle is allowed to emit several rays in all the directions within the
hemisphere. The radiative exchange factor is calculated by recording the energy emitted by all the triangles
within a subvolume and a fraction of which is absorbed by all the triangles in other subvolumes. The
radiative exchange factor between subvolumes can be written as

F(i)→(j) =

total energy absorbed by all the surfaces within subvolume j
either directly or after a number and types of reflections

total energy emitted by all the surfaces of subvolume i
. (28)

In this work, the radiative exchange factor is computed between each subvolume and also between
subvolumes and boundary walls. Unlike the solid conduction, where exchange with and only with neighboring
subvolume is possible, the radiative exchange can take place with subvolumes placed far away. It is to be
noted that the ray tracing procedure is completely separated from the computation of effective solid thermal
conductivity tensor and the coupling can be performed separately.

The biggest advantage of ray tracing is that it is easily parallelizable because each ray is independent of
others. This makes ray tracing method well suited for large scale complex geometries consisting of hundreds
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of millions of triangles and from each triangle, hundreds of rays are emitted which leads to manage billions
of rays. Also, multiple reflections may further increase the complexity and hence, the computation time.
The parallelization strategy which was initially developed in “genMat” for the Monte Carlo Ray Tracing
(MCRT) computation is adapted in this work [2, 51]. Rays are initialized by defining the emitting point,
direction, and initial energy, and they are stored in a stack. Each ray is then accounted by a different
processor and its movement is traced as it travels within the domain until it leaves the system or is fully
absorbed. The process is repeated for all the rays. Finally, the energy corresponding to each triangle within
the domain is accounted to compute the radiative exchange factor.

5. Numerical Experiments

In this section, we present and discuss the results of the two different test cases obtained using the
numerical tool developed in this work. The first test case deals with the cross-verification of numerical
results against literature results and the second test case presents the ability of the numerical approach to
deal with different boundary conditions, huge temperature gradient over the boundaries, as well as effect of
other input parameters on final results.

To describe and analyze the behavior of numerical experiments, the following quantities are used:

• Plane averaged temperature T x=x̂, i.e., is the mean temperature of any yz-plane located at x = x̂ :

T x=x̂ =

∫
Ω
T (x)1[x=x̂]dx∫
Ω
1[x=x̂]dx

. (29)

• Similarly, plane averaged conductive heat flux (qcond) in x−direction can be determined as

qcond,x=x̂ = −λs

∫
Ωs

T+−T−

∆x 1[x=x̂]dx∫
Ω
1[x=x̂]dx

, (30)

where T− and T+ are the temperatures on the left and right faces of the control volume, respectively,
∆x is the length of the control volume in x- direction.

• The plane averaged radiative flux (qrad,x=x̂(i)→(j)
) in a direction is calculated by taking the directional

component of it. So, plane averaged radiative heat flux in x-direction can be calculated as

qrad,x=x̂i→j
= σBn

2
vϵFi→j

(
T 4
i − T 4

j

)
· ex ∀ i, j = 1, 2, . . . , N , (31)

where ex = (1, 0, 0)T denotes the direction vector along x-direction.

• Temperature difference :

∆T = Thot − Tcold , (32)

where Thot and Tcold are the temperature at hot and cold boundaries, respectively.

• Reference temperature i.e., the mean of the temperatures applied at boundaries :

Tref =
Thot + Tcold

2
. (33)

• Non-dimensional distance in x-direction :

X∗ = x/Lx , (34)
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where Lx is the total length of the domain in x-direction.

• Effective coupled thermal conductivity:

λeff
coup =

Lx

Thot − Tcold
qcoup,x , (35)

where qcoup,x = qcond,x + qrad,x denotes the volume averaged coupled heat flux. qcond,x is calculated

using equation (26) and to calculate qrad,x, the radiative heat flux is calculated as

qrad,xi→j
(x) = qrad,xi→j

(x) · ex = σBn
2
vϵFi→j

(
T 4
i − T 4

j

)
· ex ∀ i, j = 1, 2, . . . , N . (36)

Then, volume averaged radiative heat flux in x−direction qrad,x can be calculated as

qrad,x =
1

V

∫
Vv

qrad,x(x) dV . (37)

5.1. Test case 1: Cross-bar geometry

The objective of this test case is to cross-verify the numerical method developed in this work against the
results published in literature. It must be noted that there are only a handful of numerical studies related
to numerical modeling of coupled heat transfer which can be used for the cross-verification. As the first
test case, we considered a simple geometry consisting of twelve square cross-sectional bars. The geometry
is proposed by Perraudin et al. [11] to study pure conduction, pure radiation, and conduction-radiation
coupling. In this section, we detail and discuss the results in terms of effect of number of subdivisions as
well as the effect of conduction-to-radiation parameter on coupled heat transfer.

5.1.1. Geometry and input parameters for test case 1

The geometry was reconstructed using C++ code to produce a stack of binary images and is shown in
Figure 5 with applied boundary conditions. This geometry is composed of two phases namely solid (shown
in black) and void (surrounded by solid phase) and both having equal volume fractions (0.5). To study
coupling, two physical boundary walls were added at hot and cold sides also shown in Figure 5. The domain
measures 1×1×1 cm3 and is composed of 32 voxels in each direction giving total number o voxels ≈33×103

and total number of triangles ≈15× 103. As in reference [11], we considered that the solid phase is opaque
and optically smooth with solid phase thermal conductivity (λs) equal to 5 × 10−3 Wm−1 K−1 and void
phase (which is replaced by a conducting, non-participating media) thermal conductivity (λv) equal to
5×10−2 Wm−1 K−1 giving λv/λs = 10. Note that Perraudin et al. studied λv/λs varying from 2.1×10−4–
4800 to study the effect of solid and void phase thermal conductivity on coupled conductive-radiative heat
transfer. However, plots of plane-averaged temperature is given for λv/λs = 10, only which are used for the
cross-verification of this test case. For the simulation, 1314 number of rays per triangle were emitted and a
total of 16 (3.5GHz) processors were used.

5.1.2. Results of test case 1

Effect of number of divisions: using the modified zonal method, the coupling was performed for different
number of subvolumes. The reference temperature was quite high in this case i.e., Tref= 2800K with ∆T =
100K. At such high temperature, it is expected that contribution of radiation can be significant. Therefore,
before studying the effect of subdivisions on coupled heat transfer, it is necessary to check the effect of
number of subdivisions on solid conduction only.

To study the effect of pure conduction, the entire geometry was divided into number of subvolumes and
for each subvolume, the effective solid thermal conductivity tensor (λ) was calculated. Then, the HCE was
solved again at the level of subvolumes and the plane-averaged temperature profile (T ) for different number
of divisions is plotted in Figure 6. Note that the number of points at which the temperature is computed are
equal to the number of divisions in the direction of heat flow (plus two more points, one at each boundary).
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Figure 5: Geometry with added walls at hot and cold sides, and boundary conditions.

Ndiv = 4 Ndiv = 8 Ndiv = 16

Figure 6: Effect on number of divisions on solid conduction. Here, Ndiv denotes the number of divisions in each directions.

The temperature profiles show a good agreement with the literature. In case of Ndiv = 4 (which
denotes the number of divisions in each direction), a slight mismatch can be seen between two temperature
profiles. This is due to the resolution as four subvolumes are not enough to adapt the temperature gradient
accurately. This mismatch reduces by increasing the number of divisions. It can be seen for Ndiv = 8 and
16 that temperature profiles are in good agreement. Furthermore, it is worth mentioning that the λeff

cond was
computed to be the same in all three cases i.e., 2× 10−2 Wm−1 K−1. Therefore, it is concluded that in this
case, the divisions of geometry does not have any effect on solid conduction. Next, the effect of number of
subdivisions on conduction-radiation coupling is performed and the results for different number of divisions
is plotted in Figure 7.

Figure 7 shows that the results follow a similar trend and are in good agreement with literature. A slight
difference in temperature profile can be noticed in case of coupling. At this stage, it is necessary to recall
the methodologies used by Perraudin et al. [11]. As discussed in section 1, they accounted the radiative
exchange factor between each surface giving more localized control of heat transfer. However, in this work
the radiative exchange factor is accounted between subvolumes which could be the reason of slight mismatch
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Figure 7: Effect of number of divisions on coupled heat transfer.

in the two results.
Furthermore, it can be seen that the average temperature increases near the cold boundary as high

intensity radiation coming from the hot region will be absorbed here, and vice versa occurs near the hot
boundary. This is a common phenomenon in case of semi-transparent media [52]. Figure 8 shows the
difference between plane-averaged temperature profiles of pure conduction (cf. Figure 6) and coupled heat
transfer (cf. Figure 7). The figure confirms that the average temperature gain near the cold boundary (at
X∗ = 0) is higher than the temperature loss near the hot boundary (at X∗ = 1) and also confirms that the
profile is asymmetric as shown in various works [11, 42, 52].

Figure 8:
∣∣∆T

∣∣ profile for Ndiv = 16.

Effect of Stark number or conduction-to-radiation parameter: the conduction-to-radiation parameter
(N) [52] which is also known as Stark number as discussed in [43, 53] is defined as

N =
κλeff

cond

4σBn2T 3
ref

, (38)

where κ is the effective volumetric absorption coefficient and n is the effective refractive index of the medium.
Figure 9 shows the plane-averaged temperature profile (T ) for different Stark numbers calculated by varying
λeff
cond.
At high value of the Stark number (N = 0.1), the variation between temperature profiles for pure
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Figure 9: Effect of the Stark number on T in case of coupled heat transfer.

conduction and coupled heat transfer is negligible and it seems like both the profiles are overlapping. It means
that the relative contribution of conduction is much higher than the radiative one. As the Stark number
decreases, the relative contribution of radiation increases which is clearly reflecting in the temperature profile
in Figure 9. As expected, with the increase in radiative contribution, the temperature increases near the
cold boundary and decreases near the hot boundary. The effect is more significant in case of low value of
Stark number. Viskanta et al. [52] shows the similar trend for the case of coupled conductive-radiative heat
transfer within an absorbing/emitting medium placed between two diffuse, non-black, infinite, isothermal
parallel plates separated by a finite distance. However, for this test case, the temperature profile is slightly
different than the one obtained by Viskanta et al. This could be explained by the fact that the geometries
and temperature used in this test case is different than the one used by Viskanta et al. Nonetheless, on the
basis of results obtained corresponding to different values of Stark number, it can be concluded that the
numerical method developed in this work is able to capture the coupled physics accurately.

5.2. Test case 2: Kelvin-cell foam

The main objective of this test case is to present the ability of the solver to consider two different boundary
conditions: mirror and vacuum, as well as to handle strong temperature gradient over the boundaries. Also,
in this test case, we further increased the complexity both in terms of geometry and number of voxels (or
unknowns). In this case, a network of Kelvin-cells was considered. A Kelvin-cell which is also known as
tetrakaidecahedron is a polygon composed of fourteen faces: eight hexagonal and six quadrilateral, and
twenty four edges. Due to structural simplicity and easy generation of samples with different numbers of
cells and porosity, Kelvin-cell network has been the subjects of various studies including [15, 44, 54, 55].

5.2.1. Geometry and input parameters for test case 2

The Kelvin-cell foam used for the computation is generated in “genMat” as in [56] and is shown
in Figure 10 with applied boundary conditions to solve coupled heat transfer. The geometry measures
2.5×2.5×2.5 cm3 and is composed of 250 voxels in each direction giving total number of voxels equal to
≈15.6× 106 and number of triangles equal to 3× 106. The foam has a porosity of 90%. Similar to previous
test cases, the geometry was placed between two walls whose faces were maintained at fixed temperatures
(Thot = 1800K and Tcold = 1200K) to generate strong temperature gradient. We assumed that the solid
phase is opaque and optically smooth with solid phase thermal conductivity (λs) equal to 0.3Wm−1 K−1,
void phase is considered to be non-conductive with thermal conductivity (λv) equal to 0Wm−1 K−1, and a
fixed total emissivity (ϵ) equal to 0.9. For this simulation, 96 (3.2GHz) processors were used.
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Figure 10: Geometry of a Kelvin-cell foam and boundary conditions.

5.2.2. Results of test case 2

Effect of boundary condition: the plane-averaged temperature profile of a Kelvin-cell foam for both
vacuum and mirror boundary conditions (on side walls) is shown in Figure 11. The number of points at
which the temperature is computed is equal to the number of divisions in the direction of heat flow (plus
two more points, one at each boundary).

For vacuum boundary condition on sides, the temperature in the middle goes lower than those fixed at
hot side (T =1800K) and cold side (T =1200K). This occurs due to the loss of heat resulting from radiation
or energy leak from the system. In case of vacuum boundary condition, the side walls are set free i.e., any
radiation emitted from the geometry falling on any side walls will be directed to the space outside of the
geometry and will be lost forever. This is similar to the case of black walls at absolute zero. In other words,
it can be considered that the radiation from the material is being exchanged with black walls maintained at
absolute zero temperature. It is evident that heat conduction through solid maintains the continuous flow
of heat within the system otherwise, entire energy will be leaked out to the outer space through radiation.
Also, due to the heat loss to the outer space, the deviation of T profile from the linear profile is significantly
high with more significant loses close to the hot boundary.

For mirror boundary condition on sides, the temperature does not go beyond those fixed at hot and cold
sides because the system remains closed i.e., no energy leaves the system. Further, we noticed asymmetric
behavior of temperature profile as in previous case. The average temperature increases near the cold bound-
ary as high intensity radiation coming from the hot region is absorbed here and vice-versa occurs near the
hot boundary as explained by Viskanta et al. [52].

The results obtained using our approach were compared with the results produced using a commercial
software STAR-CCM+, also presented in Figure 11. STAR-CCM+ is also based on FVM and uses ray tracing
to calculate the view factor instead of radiative exchange factor as computed in this work. The difference
is that multiple reflections are not considered in case of view factor computation. For the computation in
STAR-CCM+, the geometry was remeshed and the coupling was performed at local scale i.e., at the level
of triangles. From Figure 11, it is evident that the results are in good agreement with those of STAR-
CCM+, hence cross-validating our approach. Furthermore, in case of vacuum boundary conditions on side,
an oscillatory behavior can be observed in Figure 11 (see location 0.1, 0.3, ..., 0.9). It signifies that the center
parts of Kelvin-cells leak more radiation. Qualitatively, in case of radiative heat transfer within Kelvin-cell
foam (similar to the geometry used in this test case), similar behavior was also observed in [56, 57]. Also, it
is worth mentioning that the total computation time required to solve each case was less than 10min [58].

Effect of number of directions: the number of directions (or rays) used for exchange factor computation
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Figure 11: Plane-averaged temperature (T ) profile for coupled conductive-radiative heat transfer computation for vacuum
boundary condition (top) and mirror boundary condition (bottom) applied on sides. The images showing the temperature
distribution within Kelvin-cell foam are generated in STAR-CCM+ .

may have an effect on correct estimation of radiative heat transfer [56]. The results obtained using number
of directions (Ndir) equal to 253 (angular sector = 10°) and 1169 (angular sector = 5°) are also shown in
Figure 11. In case of Kelvin-cell foam, the effect was found to be negligible for both types of boundary
conditions. However, the computation time increased more than double by increasing the number of rays
from 253 (and total number of initial rays equal to 7.6× 108) to 1169 (and total number of initial rays equal
to 3.5× 109). Hence, it can be concluded that 253 directions are enough for this test case.

Effect of number of divisions: similar to previous test case, the effect of number of divisions was also
checked for Kelvin-cell foam. The effective solid thermal conductivity (λeff

cond) values computed for different
number of divisions is plotted in Figure 12. It can be seen that in case of porous media with one phase
conduction, the number of divisions has significant effect. A maximum difference of up to 15% between
1×1×1 and 7×7×7 subdivisions, as shown in bars can be seen in Figure 12.

Also, the total time taken for simulation for each case is also plotted by dots in Figure 12. The time
first decreases with the increase in number of divisions. As mentioned in section 4, to solve effective solid
thermal conductivity tensor of each subvolume, each subvolume is assigned to a single processor. With the
increase in number of subdivision, size of each subvolume reduces which means less number of voxels per
subvolume which leads to smaller matrix, thereby requiring less time to solve per subvolume. However, on
further increasing the number of divisions (e.g., 6 × 6 × 6), total number of subvolumes increases, thereby
increasing the time to read the geometry and building the matrix which increases the overall computation
time. Furthermore, to study the effect of number of divisions (or size of the subvolume) on λeff

coup, two cases

were selected: 5×5×5 and 7×7×7 corresponding to the maximum and minimum values of λeff
cond. T profile

is plotted in Figure 13. Here, it is evident that number of divisions does not have any significant effect on
coupled heat transfer, for both types of boundary conditions.

The mean heat flow rate throughout the thickness is calculated and tabulated in Table 1. The results
obtained using STAR-CCM+ and our method show a very good agreement and confirm that the number of
divisions do not affect the coupled heat transfer in this case. Finally, λeff

coup comes out to be approximately

0.31Wm−1 K−1 for all the cases. It should be noted that the λeff
coup/λ

eff
cond ≈6.2 at Tref = 1500K and

∆T =600K. This means that the contribution of radiation in coupled heat transfer is significantly high and
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Figure 12: Effect of number of divisions on λeff
cond.
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Figure 13: Effect of number of subdivisions on coupled conductive-radiative heat transfer for vacuum boundary condition (top)
and mirror boundary condition (bottom) applied on sides.
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a small variation in λeff
cond does not affect the coupled heat transfer.

From the above discussion, it is clear that the effect of number of divisions (or size of the subvolume) on
coupled heat transfer is negligible when the edge length of subvolume is comparable to the extinction mean
free path of photons (Λ). The Λ for the sample was computed to be 334 µm using the Radiative Distribution
Function Identification (RDFI) method [49] implemented in “genMat” software. For both the simulations
performed using the number of divisions equal to 5×5×5 and 7×7×7, the side length of subvolumes was
calculate to be 500 µm and 357µm, respectively, and the ratio of side length of subvolume to the mean free
path of photons (Λ) was calculated to be 1.5 and 1.0, respectively. Therefore, it can be concluded that a
small variation in the ratio of side length of subvolume to the mean free path of photons (Λ) is acceptable
as it does not make any effect on λeff

cond.

Type Vacuum BC Mirror BC

Ndiv 5×5×5 7×7×7 5×5×5 7×7×7

Mean heat flow rate [W] 0.445 0.446 0.445 0.447

Table 1: Effect of number of divisions. Ndir was fixed to 253.

5.3. Test case 3: Virtual fibrous material

Finally, coupled conductive-radiative heat transfer is solved within highly porous virtual fibrous media.
Unlike cellular porous media (e.g., Kelvin-cell foam), fibrous materials have fibers characterized by small
diameter (varying around 10–50 µm which is approximately 10–100 times smaller than the ligament’s size
of foams) and uneven distribution. Also, the REV for such media is comparatively bigger than cellular
materials which makes the estimation of coupled heat transfer more complex and challenging.

5.3.1. Geometry and input parameters for test case 3

In this case, two different geometries are considered. Geometries are generated using an in-house algo-
rithm implemented in “genMat” software which allows to generate virtual fibrous materials samples with
controlled parameters. The fibers are allowed to interpenetrate and their orientation is controlled. For
random sample, the elevation/out-of-plane (yz-plane) angle was allowed to vary between 0–90°, however, in
case of oriented media, the elevation angle is controlled using normal distribution with mean value fixed to
0° and standard deviation equal to 30°. Note that the azimuth/in-plane angle (ϕ) was uniformly varied from
0–360°. The geometry measures 2×2×2mm3 or 500×500×500 voxels giving total number of voxels equal
to 125 × 106 and number of triangles ≈66 × 106. Fibers are 200mm long and 20mm in diameter. Similar
to previous test cases, the geometry was placed between two walls whose faces were maintained at fixed
temperatures (Thot = 2000K and Tcold = 1500K) to generate strong temperature gradient. We assumed
that the solid phase is opaque and optically smooth with solid phase thermal conductivity (λs) equal to
2Wm−1 K−1 and void phase is considered to be non-conductive with thermal conductivity (λv) equal to
0Wm−1 K−1. In this case, optical properties (n − ik) of the material is used to compute local emissivity
(ϵ) and fixed to 3-i0.001. For this simulation, only 16 (3.5GHz) processors were used.

5.3.2. Results of test case 3

Effect of orientation - Random vs. Oriented fibrous media: Plane-averaged temperature profile for both
samples i.e., with randomly distributed and oriented fibers; with mirror boundary condition is shown in
Figure 16. Like in previous case, the asymmetric behavior of temperature profile is observed. In addition
to the plane-averaged temperature profile, the plane-averaged flux for conduction (c.f., equation (30)) and
radiation (c.f., equation (31)) is plotted in Figure 17. It can be seen that the conductive flux is high at
the inlet (at solid plate) which first decreases suddenly, then it increases gradually within the medium until
it reaches the maximum at the end (at solid plate). In contrast, the radiative flux behaves exactly the
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Figure 14: Geometry of virtual fibrous sample and boundary conditions.

(a) Randomly distributed fibers (b) Oriented fibers with θ ± σ = 0°±30°

Figure 15: Cross-sectional (yz-plane) view of two samples used for the cross-validation showing the angular distribution of
fibers. Longer cross-section on right side image states that the fibers are more aligned along the yz−plane. The cross-section
of both the images is 2×2mm2.
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opposite. Radiative flux is small at the inlet and at the outlet, and decreases within the medium as it
moves from hot boundary towards the cold boundary. Consequently, the total flux through the thickness
remains almost constant and is also shown in Figure 17. It was also found that the total flux value is high
in case of random media, which states that the heat transfer is high, and giving a high value of effective
coupled thermal conductivity. The λeff

coup for random and oriented media comes out to be 0.306Wm−1 K−1

and 0.263Wm−1 K−1, respectively. This states that the oriented fibrous sample is better insulator than the
random fibrous sample.
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Figure 16: Plane-averaged temperature profile for random fibrous sample (top) and oriented fibrous sample (bottom).

Effect on number of directions: Furthermore, the effect of number of directions was also checked. 841
(angular sector = 6°) and 361 number of directions (angular sector = 9°) per triangle were chosen and the
results obtained are shown in Figure 16. It can be seen that the effect of number of directions is negligible
in this case. However, the computation time increases by a factor of two while using more number of rays.
Here, it can be concluded that 361 directions are enough for the computation.

Effect of number of divisions: Figure 18 shows the effect of Ndiv on λeff
cond. It should be noted that

in case of randomly distributed fibers, λeff
cond,x ≈ λeff

cond,y ≈ λeff
cond,z. However, in case of oriented media,

λeff
cond,x < λeff

cond,y ≈ λeff
cond,z. This confirms that the fibers are uniformly distributed in all directions in case

of random media whereas, majority of fibers are aligned in yz-plane in case of oriented media giving higher
value of λeff

cond in y- and z-directions than in x-direction. Furthermore, as expected, Ndiv has an effect on
λeff
cond. Here, we will consider Ndiv = 1, and resulting value of λeff

cond as reference. In case of random media, on
varying Ndiv to 5, 10, and 20, λeff

cond reduces by 7.0%, 15.8%, and 28.1% of the reference value, respectively.
Similarly, in case of oriented media, on varying Ndir to 5, 10, and 20, λeff

cond reduces by 5.1%, 10.1%, and
19.5% of the reference value, respectively. It is clear that the variation increases with the increase in Ndiv.

Table 2 shows the effect of number of divisions on λeff
coup. As discussed in the last subsection, λeff

cond

decreases with increase in number of divisions, due to the lack of connectivity. The results for λeff
coup also

show the same trend. In case of random media, on increasing the number of divisions from 5 to 10, λeff
cond

decreases by 5.5% and λeff
coup decreases by 7.8%. Similarly, in case of oriented media, on increasing the

number of divisions from 5 to 10, λeff
cond decreases by 14.6% and λeff

coup decreases by 17.5%. From the above
discussion, it is clear that number of subdivisions (or size of the subvolume) may have a significant effect
on λeff

coup as shown in Table 2 but the effect is rather coming from λeff
cond due to loss of connectivity between

solid subvolumes.
For both the computations performed using number of divisions equal to 5×5×5 and 10×10×10, the
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Figure 17: Plane-averaged flux profile for random fibrous sample (top) and oriented fibrous sample (bottom).
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Figure 18: Effect of number of subdivisions on λeff
cond for random fibrous sample (left) and for oriented fibrous sample (right).
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side length of the subvolumes was calculated to be 400 µm and 200 µm, respectively. Also, mean free path
of photon (Λ) was calculated to be 62 µm for random sample and 68 µm for oriented sample. Then the
ratio of side length of subvolume to the mean free path of photons (Λ) was calculated to be ≈6 and ≈3,
respectively. Since the ratio is close to one for Ndiv equal to 10×10×10, the Ndiv equal to 10×10×10 (or
size of subvolumes equal to 200µm) is a good choice over 5×5×5 (or size of subvolumes equal to 400µm).
However, using Ndiv equal to 20×20×20 would give ratio equal to 1.5 but it leads to low λeff

cond due to
lack of connectivity between solid subvolumes as discussed in Figure 2, therefore, it is crucial to choose an
appropriate number of divisions for the computation to obtain better results.

Type Random media Oriented media

Number of divisions [-] 5×5×5 10×10×10 5×5×5 10×10×10

λeff
coup [Wm−1 K−1] 0.331 0.305 0.319 0.263

Table 2: Effect of number of divisions on λeff
coup. Ndir was fixed to 361.

6. Conclusion

A numerical approach based on modified zonal method is proposed in this article to solve coupled
conductive-radiative heat transfer at local scale within large scale digitized porous materials. To solve
conduction-radiation coupling, the volume is divided into subvolumes and for each subvolume, effective
thermal conductivity tensor (λ) and radiative exchange factor (F) between subvolumes are computed, and
are used to perform coupling at the level of subvolumes. Note that these two quantities i.e., λ and F need
to be computed only once (knowing that the optical properties are independent of temperature) and can
be computed a priori, thereby, reducing the solving time at different temperatures and coupling efforts
drastically. In addition to that, modified zonal method developed in this work leads to an embarrassingly
parallel system as each subvolume is independent to each other i.e., no communication needed between
subvolumes while computing λ which simplifies the code and further reduces the computation time.

The results of two test cases shown in this article confirm that the method is able to capture the physics
and is able to produce accurate results. Finally, the method was applied to the two samples of virtual fibrous
media namely random and oriented. We first confirmed that the method is not sensitive to the number of
divisions considering that the size of subvolumes is equivalent to the mean free path length of extinction of
thermal radiation. We also checked the effect of boundary conditions on temperature distribution within
the media. It was found that boundary conditions significantly affect the temperature distribution within
the media. However, the effective coupled thermal conductivity for the same geometry remains the same in
case of vacuum as well as mirror boundary conditions. In case of virtual fibrous samples, results exhibit the
strong impact of orientation and confirms that the sample with oriented fibers is better insulator of heat
than that of random fibers.

Another advantage of the solver is that it is able to consider large temperature gradients over the
boundary. The mathematical simplification used for the linearization allows to consider large temperature
gradient between hot and cold boundaries, and provides accurate results. Furthermore, the method is pure
deterministic in nature for solving both conduction and radiation physics, therefore, the results are free
from any stochastic errors. Last but not the least, the excessive number of directions or rays used for the
computation of radiative exchange factor does not affect the coupled heat transfer significantly as long as
the total number of rays are very high (e.g., in the order of 1× 108 to 1× 109).

Overall, the method is able to solve coupled conductive-radiative heat transfer at local scale within large
scale complex geometries having hundreds of millions of unknowns while dealing with different boundary
conditions and large temperature gradients over the boundary. Knowing that the modified zonal method
developed in this work to solve coupled conduction-radiation physics reduces the coupled system of equations
drastically, we aim to further extend the capability of the solver to simulate heat transfer within “realistic”
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micrometric sized, heterogeneous, fibrous media having constituents sizing less than 10 µm which produces
a 3D digitalized image of the size of REV consisting of approximately 1000×1000×1000 voxels.
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de Nantes, Nantes 2018. [Online]. Available: http://www.theses.fr/2018NANT4050

[58] A. Kumar, J. Vicente, J.-V. Daurelle, Y. Favennec, and B. Rousseau, “A numerical method based on domain decomposition
to solve coupled conduction-radiation physics using parallel computing within large porous media,” in Journal of Physics:
Conference Series, vol. 2116, no. 1. IOP Publishing, 2021, p. 012057.

28

http://www.theses.fr/2016SACLC097
http://www.sciencedirect.com/science/article/pii/S0017931019311846
http://www.paralution.com/
http://www.dl.begellhouse.com/journals/49dcde6d4c0809db,28ea5b261e5e33bf,6a1ba3c327c13b9e.html
http://www.dl.begellhouse.com/journals/49dcde6d4c0809db,28ea5b261e5e33bf,6a1ba3c327c13b9e.html
http://www.sciencedirect.com/science/article/pii/S0022407316301546
http://www.sciencedirect.com/science/article/pii/0017931062901801
http://www.sciencedirect.com/science/article/pii/0017931062901801
http://hal.univ-nantes.fr/hal-02386888
http://www.theses.fr/2018NANT4050

	Introduction
	Methodology
	Governing equations and boundary conditions
	Numerical modeling
	Solving coupled conductive-radiative heat transfer at the level of subvolumes
	Computing effective thermal conductivity tensor of each subvolume
	Computing radiative exchange factor between each subvolume

	Numerical Experiments
	Test case 1: Cross-bar geometry
	blueGeometry and input parameters for test case 1
	blueResults of test case 1

	Test case 2: Kelvin-cell foam
	blueGeometry and input parameters for test case 2
	blueResults of test case 2

	Test case 3: Virtual fibrous material
	Geometry and input parameters for test case 3
	Results of test case 3


	Conclusion

