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Abstract

We study the equilibrium measure µ = T ∧ T of endomorphisms f of P2 of
degree d ≥ 2, where T is the Green current of f . Dujardin proved that if µ is
absolutely continuous with respect to T then f has a minimal Lyapunov expo-
nent [12]. We show the reverse implication under a local uniform assumption on
unstable manifolds of the dynamical system.
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1 Introduction

This article concerns the ergodic theory of holomorphic dynamical systems, it deals with
Pesin’s formula and its generalizations. We refer to the books [11, 24] for accounts on the dyna-
mical properties of holomorphic mappings of Pk. Let f be a rational map on P

1 of degree d ≥ 2
and let ωP1 be the spherical (1, 1)-form on P

1. The probability measure µ := limn
1
dn
fn∗ωP1 is

the unique measure of maximal entropy, equal to Log d. It satisfies f∗µ = dµ and is mixing. The
Lyapunov exponent of µ satisfies λf ≥ 1

2 Log d by Margulis-Ruelle inequality, and moreover

λf =
1

2
Log d ⇐⇒ µ ≪ LebP1 = ωP1 . (1)

The direct implication was proved by Ledrappier [20], the reverse one by Ledrappier-Strelcyn
[21], the arguments rely on measurable partitions. In our context the reverse implication can
be obtained by inserting the density of µ in the relation f∗µ = dµ.

For a holomorphic map f of algebraic degree d ≥ 2 on P
2, the probability measure µ defined

as limn
1

d2n
fn∗(ωP2∧ωP2) is the unique measure of maximal entropy, equal to Log d2. Here ωP2

stands for the normalized Fubini-Study (1, 1)-form. Briend-Duval [7] proved that the Lyapunov
exponents λ1 ≥ λ2 of µ are larger than or equal to 1

2 Log d. This is not a consequence of
Margulis-Ruelle inequality, the proof relies on more difficult arguments involving pluripotential
theory. Another proof, involving local unstable manifolds and entropy, was given by De Thélin
[10]. The counterpart of (1) takes the form

λ1 = λ2 =
1

2
Log d ⇐⇒ µ ≪ LebP2 = ωP2 ∧ ωP2 . (2)
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The direct implication was obtained by Dupont in [13] following the classical arguments of [20]
and in [14, Theorem D] using a central limit theorem for the observable Log det df . One can
prove the reverse implication by inserting the density of µ in f∗µ = d2µ and using the lower
bound on the Lyapunov exponents. The (adapted) equivalence (2) is valid on every P

k, k ≥ 1.
The measure µ is actually equal to T ∧ T , where T is the Green current limn

1
dn
fn∗ωP2 .

It satisfies f∗T = dT and can be interpreted as a singular invariant metric on P
2. Berteloot-

Loeb [5] proved that if T is smooth and positive on a non empty open set of P
2, then f

is a Lattès map : f can be lifted to an affine map on a complex torus C
2/Λ, via a finite

ramified covering σ : C2/Λ → P
2. Moreover σ∗T is equal to the standard hermitian form

i
2dz ∧ dz + i

2dw ∧ dw. In particular one gets ωP2 ≪ T since T does not charge analytic sets,
and one gets λ1 = λ2 = 1

2 Log d by f∗T = dT . Berteloot-Dupont [2] established later that if
µ = T ∧ T ≪ ωP2 ∧ ωP2 , then T satisfies Berteloot-Loeb smoothness condition, the arguments
use normal forms, the invariance of T and pluripotential theory. Those results extend to P

k.
More recently, Dujardin studied the Fatou directions associated to endomorphims of Pk

and proved the following relation between µ, T and the smallest Lyapunov exponent of the
measure µ [12, Theorem 3.6] :

µ ≪ T ∧ ωP2 =⇒ λ2 =
1

2
Log d.

He also asked the question of the reverse implication :

Question (Dujardin) : does λ2 =
1
2 Log d implies µ ≪ T ∧ ωP2 ?

Theorem A below gives a positive answer to Dujardin’s question assuming hypothesis H2,
defined in Definition 2.1. Roughly speaking, H2 asserts that there exists a collection A of
disjoint unstable manifolds centered at some c ∈ P

2 on which the iterated inverse branches of
f and the Oseledec stable cocycle are uniformly controlled.

Theorem A. Let f be a holomorphic map of degree d ≥ 2 on P
2. Assume that the smallest

Lyapunov exponent λ2 of the maximal entropy measure µ is minimal equal to 1
2 Log d. If

hypothesis H2 holds, then µ ≪ T ∧ ωP2.

Let us note that the equivalence (2) gives a positive answer to Dujardin’s question when
λ1 = λ2 =

1
2 Log d. Indeed, in that case, f is a Lattès map and ωP2 ≪ T as explained above.

So we have to focus on the case λ1 > λ2 =
1
2 Log d, those mappings are called semi-extremal,

see [16]. For the present the only examples of semi-extremal mappings that we know preserve
a pencil of lines π : P2

99K P
1. Such mappings have been studied in general by Dupont-Taflin

[17, Corollary 1.3]. They obtained that if θ stands for the rational map induced by f on P
1,

then λθ ∈ {λ1, λ2}, λ1 ≥ Log d and µ = T ∧ π∗µθ. In particular if θ is a Lattès map on P
1

(hence λθ =
1
2 Log d and µθ = ϕLebP1), then one gets the following precise description of µ :

µ = (ϕ ◦ π)T ∧ π∗ωP1 ≪ T ∧ ωP2 .

Our result does not give such a product structure for µ with respect to T . Nonetheless, our
hypothesis H2 does not rely on the existence of an invariant pencil of lines but on less rigid
dynamical aspects, that we hope should be less restrictive. Another open question is to find,
if it exists, a geometric characterization of semi-extremal mappings.

The proof of Theorem A relies partly on the classical partition method employed in [20]
and [13]. The novelty, in order to deal with semi-extremality, is to introduce normal forms for
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the iterated inverse branches of f . We outline our arguments in Section 2.

Remark 1.1. Our present results on P
2 extend to higher dimensions with the same strategy,

the details are given in dimension 2 in this article for sake of simplicity. The statements on
CP

k, k ≥ 2, are given in details at the end of the paper in Section 9.

Acknowledgements— The author thanks his PhD advisor Christophe Dupont for intro-
ducing him to the problem of absolute continuity, and for teaching him the classical methods
on partitions and entropy. He also thanks him for his kindness and constant support.

2 Outline of proofs

2.1 The classical proof for two minimal exponents

We recall briefly the classical proof of

λ1 = λ2 =
1

2
Log d =⇒ µ ≪ LebP2 . (3)

We refer the reader to [19, 20] for the one dimensional case (on [0, 1] and on P
1) and to [13] for

its extension to P
k. The proof relies on the construction of a decreasing measurable partition

η, generator of entropy, such that :

∀n ≥ 0, Log d2n =

ˆ

P̂2

− Log µx̂

(
f̂−nη

)
x̂
dµ̂(x̂). (4)

We use here the natural extension (P̂2, f̂ , µ̂)
π0−→ (P2, f, µ) in order to work with an invertible

dynamical system, see Section 8.2 for details. We denote B(P̂2) the σ-algebra of borel sets

of P̂2. Given a measurable partition ζ of P̂2, ζx̂ is the atom of ζ containing x̂ ∈ P̂2. Let µx̂

denote the conditional measure of µ on the atom ηx̂. The idea to prove (3) is to introduce for

µ̂−almost every x̂ ∈ P̂2 a probability measure px̂ on ηx̂ which is absolutely continuous with
respect to LebP2 and such that (4) is satisfied when µx̂ is replaced by px̂. Indeed in this case,
for any n ≥ 0, we have the equality :

ˆ

P̂2

− Log px̂

(
f̂−nη

)
x̂
dµ̂(x̂) = Log d2n =

ˆ

P̂2

− Log µx̂

(
f̂−nη

)
x̂
dµ̂(x̂). (5)

It implies by Jensen inequality :

0 =

ˆ

P̂2

Log
px̂
µx̂

(
f̂−nη

)
x̂
dµ̂(x̂) ≤ Log

ˆ

P̂2

px̂
µx̂

(
f̂−nη

)
x̂
dµ̂(x̂). (6)

Other properties of η (see for instance Theorem 3.9) allow to prove
´

px̂
µx̂

(f̂−nη)x̂ dµ̂(x̂) = 1,

hence (6) is an equality. The strict concavity of Log then implies px̂(f̂
−nη)x̂ = µx̂(f̂

−nη)x̂.

Finally, the generating property of η yields px̂ = µx̂, hence µ̂ =
´

px̂ dµ̂(x̂) =: p̂ on P̂2. Using
the fact that px̂ is absolutely continuous (which has not be used so far), we get as desired

µ = (π0)∗p̂ ≪ LebP2 .
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Practically, the measures px̂ are defined by :

∀A ∈ B(P̂2) , px̂(A) =
1

L(x̂)

ˆ

π0(A∩ηx̂)

+∞∏

i=1

det dx−i
f

det dy−i
f

dLeb(y0), (7)

where ŷ = (y−i)i is given by the injectivity of π0 on the atoms of η, and L(x̂) > 0 ensures
px̂(ηx̂) = 1. Using the change of variable formula for the Lebesgue measure, the decreasing
property of η and the injectivity of fn on π0((f̂

−nη)x̂) (see Theorem 3.9) one obtains the
fundamental formula

ˆ

P̂2

− Log px̂

(
f̂−nη

)
x̂
dµ̂(x̂) =

ˆ

P̂2

Log (det dx0f
n) dµ̂(x̂). (8)

The right hand side is equal to 2nλ1+2nλ2 by classical ergodic theory. It is equal to Log d2n

when λ1 and λ2 are minimal, in this case (5) is satisfied and absolute continuity follows.
An important step is to establish the convergence of the integral (7). The problem is settled

in [13, 20] by using a Pesin box A. Roughly speaking A is a disjoint union
⊔

ẑ∈T W u(ẑ,R)
of unstable manifolds, where T is a subset of a fiber π−1

0 (c). The unstable manifolds are
defined using inverse branches f−n

x̂
. A crucial property of A is that ηx̂ ⊂ W u(ẑ,R) for any

x̂ ∈ W u(ẑ,R). Indeed, this inclusion implies the convergence of the infinite product y0 ∈
π0(ηx̂) 7→ ∏+∞

i=1

det dx
−i

f

det dy
−i

f
, see for instance [13, Lemme 3.3]. When x̂ does not belong to A,

Birkhoff ergodic theorem allows us to get back to A. In our work we shall use Pesin boxes, see
Section 3, but we will not have to prove the convergence of an infinite product, that step will
indeed be contained in a normal form theorem for inverse branches.

2.2 Outline of the proof of Theorem A

We resume our proof of λ1 > λ2 = 1
2 Log d =⇒ µ ≪ T ∧ ωP2 under H2. We start by

proving the following theorem, whose first formula replaces Equation (8). The hypothesis H1

is given in Definition 2.1, it is less restrictive than H2.

Theorem B. Let f be a holomorphic map of degree d ≥ 2 on P
2. Assume that the Lyapunov

exponents of the maximal entropy measure µ satisfy λ1 > λ2 and that H1 holds. There exist

a measurable partition η of P̂2 and a measurable family x̂ 7→ qx̂ of probability measures on P̂2

supported on ηx̂ such that
(π0)∗qx̂ ≪ T ∧ ωP2 ,

∀n ≥ 0 ,

ˆ

P̂2

− Log qx̂(f̂
−nη)x̂ dµ̂(x) = Log dn + 2nλ2.

The measurable partition η also satisfies the formula :

∀n ≥ 0 ,

ˆ

P̂2

− Log µx̂(f̂
−nη)x̂ dµ̂(x) = Log dn + Log dn.

Theorem B implies Theorem A when λ2 = 1
2 Log d. Indeed, in this case, Formula (5) is

satisfied replacing px̂ by qx̂. The same arguments than before (involving Jensen inequality and
the properties of η) then imply qx̂ = µx̂. We deduce µ ≪ T ∧ ωP2 in Section 6.2 from the fact
that µ and T ∧ ωP2 do not charge the critical set.
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Compared with the classical method, our novelty is to use normal forms for inverse branches
f−n
x̂

to construct qx̂. More precisely, by Theorem 8.2, there exist controlled holomorphic change
of coordinates (Zx̂,Wx̂) such that the following diagram commutes

B(x−n, 2ηε(x̂−n))

ξx̂
−n

=(Zx̂
−n

,Wx̂
−n

)

��

B(x0, 2ηε(x̂))
f−n
x̂oo

(Zx̂,Wx̂)=ξx̂
��

D
2(ρε(x̂−n)) D

2(ρε(x̂))
Rn,x̂

oo

(9)

where the second coordinate of Rn,x̂ is linear and satisfies

R
(2)
n,x̂

(z, w) = βn,x̂w , e−n(λ2+ε) ≤ |βn,x̂| ≤ e−n(λ2−ε).

Using f∗T = dT and the diagram above, we obtain the change of variable formula :

(f−n
x̂

)∗
(
T ∧ ddc|Wx̂−n

|2
)
= d−n|βn,x̂|2 × (T ∧ ddc|Wx̂|2).

We define the probability measures qx̂ on ηx̂ by

qx̂ =
(T ∧ ddc|Wx̂|2) ◦ π0

(T ∧ ddc|Wx̂|2)(π0(ηx̂))
. (10)

The crucial part of our work is the proof of the first formula of Theorem B. It is important that
λ2 comes in this formula without any e±nε error term (such terms appearing in the definition
of βn,x̂), this is settled by Jensen inequality. Actually qx̂ is defined by (10) only when x̂ ∈ A.
If x̂ /∈ A we have to introduce an adapted formula, see Section 4.

2.3 Hypothesis H1 and H2

We fix once for all ε small with respect to the Lyapunov exponents λ1 > λ2. By Theorem
8.1, there exists of borel set Aos of full µ-measure on which the unitary stable vector ~vs :
Aos → TP2 is defined. We denote

∆(x, n) := ||dxfn · ~vs(x)|| .

Let FN ε be the set of full µ̂−measure provided by the normal form Theorem 8.2. In particular,
the inverse branches

f−n
x̂

: B(x0, 2ηε(x̂)) → B(x−n, 2ηε(x̂−n))

are defined for x̂ ∈ FN ε. Let βε(x̂) be the distortion of the change of coordinates ξx̂ specified
in the diagram (9). As in Briend’s article [6], for every 0 < r ≤ 2ηε(x̂), we define the unstable
manifold by

W u(x̂, r) :=
{
ẑ ∈ P̂2, ∃t ∈ B(x0, r) : z−n = f−n

x̂
(t), ∀n ∈ N

}
.

For µ−almost every c ∈ P
2, Theorem 3.5 (due to Briend) asserts that for r > 0 small enough

and ρ > 0 large enough, µ̂ = µ|B(c,r) ⊗ µπ0,c on
⊔

ẑ∈T W u(ẑ, r), where T ⊂ π−1
0 (c) ∩ {ηε ≥

1/ρ, βε ≤ ρ}. We shall say that T is a regular tree if µπ0,c(T ) > 0.
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Definition 2.1.
H1 : there exist a regular tree T and ρ0 > 0 such that for every ẑ ∈ T

Rẑ := inf{ ηε(x̂) , x̂ ∈ W u(ẑ, ηε(ẑ)) ∩ FN ε } ≥ 1

ρ0
.

H2 : H1 is satisfied and for every ẑ ∈ T , there exists ∆ẑ > 1 such that :

∀n ≥ 0, ∀x̂ ∈ W u(ẑ, ηε(ẑ)) ∩Aos,
1

∆ẑ

≤ ∆(z−n, n)

∆(x−n, n)
≤ ∆ẑ.

Let us explain why we introduce H1 and H2. The measure qx̂ is built using the submersion
Wx̂ defined on B(x0, ηε(x̂)), but this ball does not contain π0(ηx̂) in general. This induces
difficulties to implement the classical partition method. This did not occur for the construction
of px̂, which used the function x 7→ det(dxf) defined on P

2. The hypothesis H1 thus sets an
uniform control for the function x̂ 7→ ηε(x̂) on the Pesin box A.

Another difficulty, which did not appear for the family (px̂)x̂, is to check that qx̂ = qŷ when
x̂ and ŷ belong to the same atom of η. That property is fundamental to show Theorem 6.1.
To get it we show that it suffices to control (n, x̂) 7→ ∆(z−n, n)/∆(x−n, n) when x̂ runs over
the unstable manifolds W u(ẑ,R) of the Pesin box A, see Proposition 4.5 (proved in Section
7). It leads us to the hypothesis H2.

3 Construction of Pesin boxes and partitions

3.1 Unstable manifolds and Buzzi’s partition

The following proposition leads to the definition of P−address.

Proposition 3.1 (Buzzi [8, Section 4], see also Dupont [13, Section 2.4]). There exists a
partition P = (Pj)j∈{1,··· ,N} of a full µ−measure set of P2, whose atoms are open sets of P2

and such that :

1. The map f is injective on each atom Pj.

2. If Px denotes the atom of P which contains x, then f−n
x̂

(B(x0, 2ηε(x̂))) ⊂ Px−n
for

every n ≥ 0 and for µ̂−almost every x̂.

Definition 3.2.

1. The f̂-invariant set P̂ := ∩n∈Zf̂
n
(
π−1
0

(
∪N
j=1Pj

))
has full µ̂-measure. We say that

x̂, ŷ ∈ P̂ have the same P−address if Px−n
= Py−n

for every n ≥ 0. By Proposition
3.1, the P−address stay constant on the unstable manifolds.

2. Let
Λε := π−1

0 (Aos) ∩ FN ε ∩ P̂,

it is a totally invariant set of full µ−measure on which ~vs, the P−address and the
inverse branches f−n

x̂
are defined.

Lemma 3.3. For any ẑ ∈ Λε we have :

1. Let x̂ ∈ W u(ẑ, 2ηε(ẑ)) ∩ Λε and n ≥ 0. Then the maps f−n
x̂

and f−n
ẑ

coincide on
B(x0, 2ηε(x̂)) ∩B(z0, 2ηε(ẑ)).
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2. Let 0 < r ≤ 2ηε(ẑ) and x̂ ∈ W u(ẑ, r). If ŵ ∈ P̂ satisfies

(a) x̂ and ŵ have the same P-address,

(b) w0 ∈ B(z0, r),

then ŵ ∈ W u(ẑ, r). If moreover w0 = z0 then ŵ = ẑ.

Proof : By Proposition 3.1 and Definition 3.2 we have for every k ≥ 0 :

P
f−k
x̂

(t0)
= Px−k

= Pz−k
= P

f−k
ẑ

(t0)
. (11)

Let t0 ∈ B(x0, 2ηε(x̂))∩B(z0, 2ηε(ẑ)). If f−j
x̂

(t0) = f−j
ẑ

(t0) then f(f
−(j+1)
x̂

(t0)) = f(f
−(j+1)
ẑ

(t0)).
By using (11) and the fact that f is injective on the atoms of P (see Proposition 3.1), we get

f
−(j+1)
x̂

(t0) = f
−(j+1)
ẑ

(t0) . An induction thus implies f−j
x̂

= f−j
ẑ

for every j ≥ 0. The second
item can be proved similarly.

3.2 Pesin boxes and Briend’s theorem

Definition 3.4. A Pesin box is a quintuplet (P, r, ρ,T , c) where c ∈ P
2 and

1. T is a borel subset of Λε ∩ {π0 = c} such that 2ηε(ẑ) ≥ r > 0 for every ẑ ∈ T ,

2. βε(ẑ) ≤ ρ for every ẑ ∈ T ,

3. P =
⊔

ẑ∈T W u(ẑ, r).

In the third item the unstable manifolds are pairwise disjoint since the P−address is
constant on unstable manifolds and f is injective on the atoms of P, see the proof of Lemma
3.3. For any ẑ ∈ T , let us define

ϕẑ : y0 ∈ B(c, r) 7→ (f−n
ẑ

(y0))n∈Z ∈ P̂2,

where fn
ẑ = fn if n ≥ 0. For any ŷ ∈ P , let π̃(ŷ) be the unique ẑ ∈ T such that ϕẑ(y0) = ŷ.

Then the Pesin box P is homeomorphic to B(c, r)× T via the following continuous bijective
mappings, inverse map for one to the other :

Ψ :





B(c, r)× T −→ P
0 0
(y0, ẑ) 7−→ ϕẑ(y0)

, Θ :





P −→ B(c, r)× T
0 0
ŷ 7−→ (y0, π̃0(ŷ))

In particular the Pesin box P is a borel set of P̂2. The continuity of Ψ and Θ can be verified

by hands using the product topology of P̂2, they are implicit in [6].
By Rokhlin’s theorem [22, §3.1], µ̂ admits a decomposition on the fibers of π0 :

∀A ∈ B(P̂2) , µ̂(A) =

ˆ

P2

µπ0,c(A ∩ Tc) dµ(c), (12)

where µπ0,c is the conditional measure of µ̂ on the fiber Tc := {π0 = c}. The measure µ̂ is a
product on Pesin boxes :

Theorem 3.5 (Briend [6, Theorem 4.1]). For µ−almost every c ∈ P
2, there exists rc > 0 and

ρc > 0 such that :
Θ∗ (µ̂|P ) = µ|B(c,r) ⊗ µπ0,c|T ,

for every Pesin box (P, r, ρ,T , c) satisfying r ≤ rc and ρ ≥ ρc.
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3.3 A special Pesin box A
In this section we construct a special Pesin box A of µ̂−positive measure on which the

dynamic has good properties. We use it to construct the decreasing partition η in Section 3.4
and the family of conditional measures qx̂ under the hypothesis H1 and H2 in Section 5. We
proceed in several steps. First let Brε be the set of full µ−measure of points c ∈ Supp(µ) that
satisfy Theorem 3.5. Then for ρ > 0 we define :

V := {ẑ ∈ Λε : ηε(ẑ) ≥ 1/ρ, βε(ẑ) ≤ ρ}

which is of positive µ̂−measure for ρ > 0 large enough. Thus applying (12) with A = V ∩Brε,
there exists a set of positive µ-measure E ⊂ Brε such that for every c ∈ E, the conditional
measure µπ0,c charges the set V ∩ Tc. Then for every c ∈ E and r ∈]0, 1

ρ
] we define

Pc,r :=
⊔

ẑ∈V ∩Tc

W u(ẑ, r).

We deduce that (Pc,r, r, ρ, V ∩Tc, c) is a Pesin box with respect to the Definition 3.4. Moreover
by Theorem 3.5, we get for every ρ ≥ ρc and 0 < r ≤ rc :

µ̂(Pc,r) = µ(B(c, r))× µπ0,c(V ∩ Tc) > 0. (13)

Lemma 3.6. [13, Lemma 2.2] There exists S ⊂ [1/4ρ, 1/2ρ] a borel set of full Lebesgue

measure such that for every s ∈ S, there exists γ : P̂2 −→]0, 1] a measurable function satisfying

∀x̂− µ̂− a.e.,∀n ∈ N, |d(x−n, c) − s| ≥ γ(x̂)e−nε.

Let us fix R ∈ S, set T := V ∩ Tc and define

A := Pc,R =
⊔

ẑ∈T

W u(ẑ,R) ⊂ π−1
0 (B(c,R)). (14)

We still have µ̂(A) > 0 by (13). The hypothesis H1 and H2 allow to get much properties that
will be crucial to define the measures qx̂.

Proposition 3.7 (Use of H1 and H2).
1. Under hypothesis H1, we can assume that for every x̂ ∈ A ∩ Λε :

2R ≤ ηε(x̂) and βε(x̂) ≤
1

2R .

2. Under hypothesis H2, we can assume moreover that for every ẑ ∈ T there exists ∆ẑ > 1
such that :

∀n ≥ 0 , ∀x̂ ∈ W u(ẑ,R) ∩ Λε ,
1

∆ẑ

≤ ∆(z−n, n)

∆(x−n, n)
≤ ∆ẑ.

Proof : We focus on the first item, the second one is get similarly. One can assume ρ ≥ ρ0 in
the preceding discussion, where ρ0 is provided by H1 in Definition 2.1. Then by definition of
H1 and R ∈ S ⊂ [1/4ρ, 1/2ρ], one has for every x̂ ∈ W u(ẑ,R) ∩ FN ε :

ηε(x̂) ≥ Rẑ ≥
1

ρ0
≥ 1

ρ
≥ 2R.

From Remark 8.3 we get βε(x̂) ≤ 1
ηε(x̂)

≤ 1
2R .
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3.4 A decreasing partition η of the natural extension

We construct the measurable partition η. We refer to [1, 9, 13, 22, 23] for accounts on the
theory on measurable partitions and entropy. We mention that in [1] (resp. in [9]) the theory
of measurable partitions is used to prove the uniqueness of the measure of maximal entropy
for polynomial automorphisms of C2 (resp. for automorphisms of K3 surfaces).

For sake of simplicity, we denote by g the left shift f̂ . The arguments are borrowed from
[13]. We use the partition P and the Pesin box A respectively defined in Proposition 3.1 and
in Section 3.3. We define the measurable partitions

ξ := π−1
0 (P)

∨
{A,Ac} and η :=

∨

p∈N

gp(ξ).

The partition η satisfies the following properties.

Lemma 3.8.

1. For µ̂−almost every x̂, the elements of ηx̂ have the same P-address of x̂.

2. ∀ẑ ∈ T ,∀x̂ ∈ W u(ẑ,R), ηx̂ ⊂ W u(ẑ,R) ⊂ A.

3. There exists a measurable function η′ε : P̂
2 −→]0, 1] such that for µ̂-almost every x̂ :

(a) 0 < η′ε(x̂) ≤ ηε(x̂) ≤ 1.

(b) ∀n ≥ 0, f−n
x̂

(B(x0, η
′
ε(x̂))) ⊂ B(c, s) or f−n

x̂
(B(x0, η

′
ε(x̂))) ⊂ B(c, s)c.

(c) W u(x̂, η′ε(x̂)) ⊂ ηx̂.

Proof :

1. The P−address is constant on the atoms of P̂ , hence on the atoms of η.

2. Let ŵ ∈ ηx̂, by the previous point ŵ and x̂ have the same P−address that is the one of
ẑ since the P−address is constant on unstable manifolds. One has x̂ ∈ A by definition
of A, hence ηx̂ ⊂ A because η is thinner than {A,Ac}. Thus ŵ belongs to A and
there is ẑ′ ∈ T such that ŵ ∈ W u(ẑ′,R). Since the P−address is constant on unstable
manifolds, we deduce that the P−address of ẑ′ is the one of ŵ, that is the one of ẑ.
Then, since z0 = c = z′0, we can apply the point 2. of Lemma 3.3 to conclude that
ẑ = ẑ′ and thus ŵ ∈ W u(ẑ,R).

3. Let η′ε(x̂) := min
{
R, ηε(x̂),

γ(x̂)
2βε(x̂)

}
, where γ(x̂) is the function given by Lemma 3.6.

Then one can follow the arguments of [13, Lemma 4.2] to complete the proof.

The other important properties of the partition η are gathered in the following theorem.
Given ζ a measurable partition, we denote M(ζ) the completion with respect to µ̂ of the
σ−algebra generated by the atoms of ζ. Let M be the completion with respect to µ̂ of the

σ−algebra of borel sets of P̂2.

Theorem 3.9. The following properties holds for the partition η :

1. η is decreasing : ∀n ≥ 0, for µ̂−almost every x̂, (g−nη)x̂ ⊂ ηx̂.

2. π0 is injective on ηx̂ for µ̂−almost every x̂.

3. For µ̂−almost every x̂, fn is injective on π0((g
−nη)x̂) for every n ≥ 0.

4. for every n ≥ 0 and for µ̂−almost every x̂, ηx̂ is a countable union of atoms of g−nη.

5.
∨

n≥0M(g−nη) coincide with M.
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6. for every n ≥ 0,
´

P̂2 − Log µx̂(g
−nη)x̂ dµ̂(x) = Log d2n.

The proof follows classical arguments, developed for instance in [13]. Let us explain the last
item. By definition

´

P̂2 − Log µx̂((g
−nη)x̂) dµ̂(x̂) is equal to the conditional entropy H(g−nη|η).

Moreover, following [13, Section 4.3] one can prove that H(g−nη|η) is equal to the relative en-
tropy hµ̂(g

−n, ξn), where ξn := g−1ξ∨· · ·∨g−nξ. But ξn is a generator of finite entropy for g−n

[13, Proposition 4.1], hence hµ̂(g
−n, ξn) = hµ̂(g

−n) = nhµ̂(g) by Kolmogorov-Sinaï theorem
[23, §9]. One finally obtains the last item from hµ̂(g) = hµ(f) = Log d2.

From the point 3. we deduce the following elementary lemma. The purpose of the lemma
is to prove that for any x̂ ∈ A, the identity f−n

x̂
◦ fn = Id on π0[(g

−nη)x̂−n
] is true. It is used

in the proof of Proposition 4.7 to compute the equality

(T ∧ ddc|Wx̂−p
|2) = dq−p ×

(
T ∧ ddc

∣∣∣Wx̂−p
◦ f−(p−q)

x̂−q

∣∣∣
2
)
◦ fp−q on π0[(g

−pη)x̂−p
], where p ≥ q

satisfy x̂−p ∈ A and x̂−q ∈ A.

Lemma 3.10. Assume H1. For any x̂ ∈ A and for every n ∈ N one has :

1. f−n
x̂

[π0(ηx̂)] = π0[(g
−nη)x̂−n

].

2. f−n
x̂

◦ fn|π0[(g−nη)x̂
−n

] = Id|π0[(g−nη)x̂
−n

].

Proof : Let ŷ ∈ ηx̂. Since x̂ ∈ A there exists ẑ ∈ T such that ηx̂ ⊂ W u(ẑ,R) (by Lemma
3.8). Then x̂, ŷ ∈ W u(ẑ,R) and so by Lemma 3.3 we have f−n

x̂
(y0) = f−n

ẑ
(y0) = y−n ∈

π0((g
−nη)x̂−n

) since g−nŷ ∈ g−n(ηx̂) = (g−nη)x̂−n
. Thus we have the inclusion ” ⊂ ”. The

reverse inclusion ” ⊃ ” is obtained with the same arguments.
For the second item, observe that by Proposition 4.1 (given below for convenience) we have

using H1

π0(ηx̂) ⊂ B(x0, ηε(x̂)) ⊂ Dom(f−n
x̂

)

and thus fn(π0[(g
−nη)x̂−n

]) ⊂ π0(ηx̂) belongs to the domain of definition of the holomorphic
map f−n

x̂
. At this stage the map h := f−n

x̂
◦ fn|π0[(g−nη)x̂

−n
] is well defined. To see that h = Id

on π0[(g
−nη)x̂−n

] we use the point 3. of Theorem 3.9, indeed by definition one has :

∀p ∈ π0[(g
−nη)x̂−n

], fn(h(p)) = fn(p),

and using the point 1.

h(π0[(g
−nη)x̂−n

]) = f−n
x̂

◦ π0[gng−n(ηx̂)] = f−n
x̂

(π0[ηx̂]) = π0[(g
−nη)x̂−n

],

so by injectivity of fn on π0[(g
−nη)x̂−n

] we have h(p) = p on π0[(g
−nη)x̂−n

].

4 The measures qx̂

4.1 Introduction of normal forms

For every x̂ ∈ Λε, Theorem 8.2 provides holomorphic coordinates

ξx̂ : B(x0, 2ηε(x̂)) −→ D
2(ρε(x̂)) , ξx̂ = (Zx̂,Wx̂). (15)

We will define qx̂ on ηx̂. The following lemma ensures that π0(ηx̂) is contained in the domain
of definition Wx̂ for every x̂ ∈ A. The definition of A is given in Equation (14).
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Proposition 4.1. Assume H1 and let x̂ ∈ A∩Λε. Let ẑ be the unique element of T such that
x̂ ∈ W u(ẑ,R). Then

π0 (ηx̂) ⊂ B(z0,R) ⊂ B(x0, ηε(x̂)) ⊂ Dom(Wx̂) .

In particular, π0 (ηx̂) ⊂ B(z0,R) ⊂ B(x0, ηε(x̂)) ∩B(y0, ηε(ŷ)) for every ŷ ∈ ηx̂.

Proof : By Lemma 3.8 one has ηx̂ ⊂ W u(ẑ,R), which proves the first inclusion. Since x0 ∈
B(z0,R), we have B(z0,R) ⊂ B(x0, 2R). Proposition 3.7 finally gives 2R ≤ ηε(x̂).

Proposition 4.2. Let x̂ ∈ Λε.

1. The measure T ∧ ddc|Wx̂|2 is not null on every ball B(x0, r) with 0 < r ≤ ηε(x̂).

2. For every n ≥ 0,
(
T ∧ ddc|Wx̂−n

|2
)
◦ π0 ◦ g−n(ηx̂) > 0.

Proof : The first assertion is a consequence of [15, § 3.3], which asserts that if h is a holomor-
phic submersion defined on a neighborhood of a point x ∈ Supp(µ) then (T∧ddc|h|2)(B(x, r)) >
0 for every small r > 0. For the second assertion, we use the inclusion

ηx̂ ⊃ W u(x̂, η′ε(x̂))

given by the point 3.(c) of Lemma 3.8. We deduce that :

π0[g
−n(ηx̂)] ⊃ π0

(
{ŷ−n, ŷ ∈ W u(x̂, η′ε(x̂))}

)
= f−n

x̂
(B(x0, η

′
ε(x̂))) ⊃ B(x−n, r

′),

where r′ > 0 is small enough to get the last inclusion. Since x−n ∈ Supp(µ), the first item
allows to conclude.

Let us now define the measures qx̂. The set B(P̂2) below stands for the sigma-algebra of

borel sets of P̂2. We recall that ξx̂ is defined in (15). Let

M(x̂) :=
∣∣∣∣d0ξ−1

x̂
· (0, 1)

∣∣∣∣ , ∆(x−p, p) =
∣∣∣∣dx−p

fp · ~vs(x−p)
∣∣∣∣ .

Definition 4.3. Assume H1. For every x̂ ∈ Λε, we define

q̃x̂ := dp (∆(x−p, p))
2 M(x̂−p)

2 ×
(
T ∧ ddc|Wx̂−p

|2
)
◦ π0 ◦ g−p on ηx̂,

where p ≥ 0 is any integer such that x̂−p belongs to A. The probability measure qx̂ is then

∀A ∈ B(P̂2), qx̂(A) :=
q̃x̂(A ∩ ηx̂)

L(x̂)
,

the normalization L(x̂) := q̃x̂(ηx̂) being > 0 by Proposition 4.2.

Remark 4.4.

1. By Birkhoff ergodic theorem, the set Recx̂(A) := {p ≥ 0 , x̂−p ∈ A} is infinite for
every x̂ ∈ Λε.

2. The fact that q̃x̂ does not depend on p is established in Proposition 4.7. We need to
introduce p so that T ∧ ddc|Wx̂−p

|2 is well defined on π0(ηx̂−p
) (see Proposition 4.1),

which contains π0(g
−p(ηx̂)) by the decreasing property of η.

3. By Theorem 3.9, π0 is injective on the atoms of g−pη, thus q̃x̂ is a measure.

4. If x̂ ∈ A, then q̃x̂ = M(x̂)2
(
T ∧ ddc|Wx̂|2

)
◦ π0 on ηx̂.
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Proposition 4.5. Assume H2, then for µ̂−almost every x̂ ∈ P̂2 :

ŷ ∈ ηx̂ ∩ Λε =⇒ qx̂ = qŷ.

In particular we can define a measure q̂ on B(P̂2) whose conditionals on η are given by the
measures qx̂ :

∀A ∈ B(P̂2), q̂(A) =

ˆ

P̂2

qx̂(A ∩ ηx̂) dµ̂(x̂).

Remark 4.6. From the proof of Theorem 8.2, one can construct x̂ 7→ ξx̂ as limits of holo-

morphic maps hence the dependence on x̂ is measurable. Thus for every borel set A ⊂ P̂2,
the function x̂ 7→ (T ∧ ddc|Wx̂|2)(π0(A ∩ ηx̂)) is measurable and the integrals above A 7→
´

qx̂(A ∩ ηx̂) dµ̂(x̂) make sense.

The proof of Proposition 4.5 is provided in Section 7.

4.2 The definition of qx̂ does not depend on p ∈ Recx̂(A)

The set of integers Recx̂(A) is defined in Remark 4.4.

Proposition 4.7. Assume H1. Let x̂ ∈ Λε, (p, q) ∈ Recx̂(A)2 and A ⊂ ηx̂ be a borel set. Let

Ep := dp∆(x−p, p)
2M(x̂−p)

2(T ∧ ddc|Wx̂−p
|2) ◦ π0 ◦ g−p (A) ,

and let Eq be defined similarly replacing p by q. Then Ep = Eq.

We need two lemmas.

Lemma 4.8. For every x̂ ∈ Λε the following formula holds on B(x0, 2ηε(x̂)) :

Wx̂−n
◦ f−n

x̂
= βn,x̂ ×Wx̂, ∀n ≥ N(x̂).

In particular, for every n ≥ N(x̂), we get on B(x0, 2ηε(x̂)) :

(f−n
x̂

)∗(T ∧ ddc|Wx̂−n
|2) = d−n|βn,x̂|2 × (T ∧ ddc|Wx̂|2).

Proof : The commutative diagram (9) given by Theorem 8.2 provides for n ≥ N(x̂) :

Wx̂−n
◦ f−n

x̂
= W ◦

(
ξx̂−n

◦ f−n
x̂

)
=

(
W ◦Rn,x̂

)
◦ ξx̂ = βn,x̂ ×Wx̂,

where W : C2 −→ C is the projection on the second coordinate.

Lemma 4.9.

1. For every x̂ ∈ Λε and n, k ≥ 0, ∆(x, n)∆(xn, k) = ∆(x, n+ k).

2. For every x̂ ∈ Λε and n ≥ N(x̂), ∆(x−n, n)|βn,x̂| = M(x̂)
M(x̂−n)

.

Proof : The first item comes from the chain rule formula. For the second item, the commu-
tative diagram (9) of Theorem 8.2 gives for n ≥ N(x̂) :

|βn,x̂| =
∣∣∣
∣∣∣dx−n

ξx̂−n
◦ dx0f

−n
x̂

◦ d0 (ξx̂)−1 · (0, 1)
∣∣∣
∣∣∣ .
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One concludes by Theorems 8.1 and 8.2, which yield d0 (ξx̂)
−1 · (0, 1) = M(x̂)~vs(x0),

dx0f
−n
x̂

· ~vs(x0) = ∆(x−n, n)
−1~vs(x−n)

and ||dx−n
ξx̂−n

· ~vs(x−n)|| = M(x̂−n)
−1.

Proof of Proposition 4.7 : Let x̂ ∈ Λε and let A ⊂ ηx̂ be a borel set. We have to prove
Ep = Eq for any p, q ∈ Recx̂(A). It suffices to show the following property :

∀p, q ∈ Recx̂(A), (p− q ≥ N(x̂) +N(x̂−q)) =⇒ Ep = Eq : (P )

Indeed since Recx̂(A) is infinite, for any p, q ∈ Recx̂(A) we can find r ∈ Recx̂(A) such that
r−p ≥ N(x̂)+N(x̂−p) and r−q ≥ N(x̂)+N(x̂−q). Thus if (P ) is true, Er = Ep and Er = Eq,
which implies Ep = Eq. Let us prove now the property (P ). Let p, q ∈ Recx̂(A) such that
p− q ≥ N(x̂) +N(x̂−q). We define :

F p := (T ∧ ddc|Wx̂−p
|2) ◦ π0 ◦ g−p(A).

and similarly F q by replacing p by q. Proving Ep = Eq amounts to show the equality :

dp∆(x−p, p)
2M(x̂−p)

2F p = dq∆(x−q, q)
2M(x̂−q)

2F q. (16)

Since x̂−q ∈ A and g−p(ηx̂) ⊂
(
g−(p−q)η

)
x̂
−q−(p−q)

, one gets by Lemma 3.10 (applied to x̂−q

with n = p− q) :

f
−(p−q)
x̂−q

◦ fp−q|π0(g−p(ηx̂)) = Id|π0(g−p(ηx̂)). (17)

Let us denote U := π0(g
−p(ηx̂)) and fp−q

U := fp−q|U . Using hypothesis H1, Proposition 4.1
tells us that π0(ηx̂−p

) ⊂ B(x−p, ηε(x̂−p)) ⊂ Dom(Wx̂−p
), and thus π0(g

−p(A)) ⊂ π0(g
−p(ηx̂)) ⊂

π0(ηx̂−p
) ⊂ Dom(Wx̂−p

). By (17) and by (fp−q
U )∗T = dp−qT , we obtain

F p =
[
T ∧ (f

−(p−q)
x̂−q

◦ fp−q
U )∗ddc|Wx̂−p

|2
]
◦ π0 ◦ g−p(A)

= dq−p

[
(fp−q

U )∗T ∧ (fp−q
U )∗ddc

∣∣∣Wx̂−p
◦ f−(p−q)

x̂−q

∣∣∣
2
]
◦ π0 ◦ g−p(A).

Then by injectivity of fp−q
U we have :

F p = dq−p

[
T ∧ ddc

∣∣∣Wx̂−p
◦ f−(p−q)

x̂−q

∣∣∣
2
]
◦ (fp−q

U ) ◦ π0 ◦ g−p(A).

Using the relation f ◦ π0 = π0 ◦ g, we have (fp−q
U ) ◦ π0 ◦ g−p(A) = π0 ◦ g−q(A). Moreover, by

Lemma 4.8 with x̂ replaced by x̂−q and n = p− q ≥ N(x̂−q), we get :

Wx̂−p
◦ f−(p−q)

x̂−q
= βp−q,x̂−q

×Wx̂−q
on B(x−q, ηε(x̂−q)) ⊂ Dom(Wx̂−q

).

We deduce :
F p = dq−p|βp−q,x̂−q

|2 × F q.

Now we replace |βp−q,x̂−q
|2 by applying the second item of Lemma 4.9 to x̂−q with n = p−q ≥

N(x̂−q). We get

dpM(x̂−p)
2F p = dqM(x̂−q)

2F q × 1

∆(x−p, p − q)2
.

To conclude, we use ∆(x−p, p−q)∆(x−q, q) = ∆(x−p, p) which comes from Lemma 4.9 applied
to x̂−p, n = p− q and k = q.
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5 Proof of Theorem B

The property (π0)∗qx̂ ≪ T ∧ ωP2 directly follows from the definition of qx̂. The second
formula of Theorem B is contained in Theorem 3.9. It remains to show for every n ≥ 0 :

Log dn + 2nλ2 =

ˆ

P̂2

− Log qx̂
(
g−nη

)
x̂
dµ̂(x̂).

Proposition 5.1. For µ̂−almost every x̂ and for every n ≥ 0 :

L(x̂)qx̂
((
g−nη

)
x̂

)
=

1

dn
L(x̂n)

∆(x0, n)2
.

Proof : Let x̂ ∈ Λε and p ∈ N such that x̂−p ∈ A. Let us fix n ∈ N and let q := n+ p so that
x̂n−q = x̂−p ∈ A. By definition of qx̂ and the inclusion (g−nη)x̂ ⊂ ηx̂ :

L(x̂)qx̂
((
g−nη

)
x̂

)
= dp∆(x−p, p)

2M(x̂−p)
2 ×

[
T ∧ ddc|Wx̂−p

|2
]
◦ π0 ◦ g−p

((
g−nη

)
x̂

)
.

Using p = q − n and g−p((g−nη)x̂) = g−q(ηx̂n
) we have :

L(x̂)qx̂
((
g−nη

)
x̂

)
=

1

dn
∆(xn−q, p)

2dqM(x̂n−q)
2
[
T ∧ ddc

∣∣Wx̂n−q

∣∣2
]
◦ π0 ◦ g−q (ηx̂n

) .

By definition of L(x̂n) (recall that (x̂n−q) ∈ A) and since n− q + p = 0, we have

L(x̂)qx̂
((
g−nη

)
x̂

)
=

∆(xn−q, p)
2

dn∆(xn−q, q)2
× L(x̂n).

The first item of Lemma 4.9 applied to x̂n−q, p and q − p completes the proof.

By taking Log in Proposition 5.1, we obtain :

Log dn + 2 Log ∆(x0, n) = − Log qx̂
(
g−nη

)
x̂
+ Log

L(x̂n)

L(x̂)
.

The third item of Theorem 8.1 asserts that
´

P̂2 Log ∆(x0, n) dµ̂(x̂) = nλ2. To finish the proof

of Theorem B, it remains to show that hn := Log
(
L◦gn

L

)
∈ L1(µ̂) and satisfies

´

hn dµ̂ = 0.

We use the following classical lemma, the original statement is stated with Log− instead
of Log+, but the proof also works with Log+.

Lemma 5.2 (Ledrappier-Strelcyn, [21, Proposition 2.2]). Let n ≥ 0 and let ϕ be a positive

measurable function on P̂2. If Log+
(
ϕ◦gn

ϕ

)
∈ L1(µ̂) then :

Log

(
ϕ ◦ gn
ϕ

)
∈ L1(µ̂) and

ˆ

Log

(
ϕ ◦ gn
ϕ

)
dµ̂ = 0.

The assumptions of that Lemma are satisfied. Indeed, Proposition 5.1 implies for µ̂−almost
every x̂ in {hn ≥ 0} :

0 ≤ hn(x̂) = Log(dn∆(x0, n)
2) + Log qx̂

((
g−nη

)
x̂

)
≤ Log(dn∆(x0, n)

2).

Moreover, x̂ 7→ Log ∆(x0, n) belongs to L1(µ̂) by Theorem 8.1. Therefore we can apply
Lemma 5.2 to get hn ∈ L1(µ̂) and

´

hn dµ̂ = 0 as desired.
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6 Absolute continuity of µ with respect to T

6.1 Proof of q̂ = µ̂

The probability measure q̂ is defined in Proposition 4.5.

Theorem 6.1. Assume H2 and λ1 > λ2 =
1
2 Log d.

1. For µ̂-almost every x̂ and for every n ≥ 0, qx̂ (g
−nη)x̂ = µx̂ (g

−nη)x̂.

2. For µ̂-almost every x̂, qx̂ = µx̂ and so q̂ = µ̂.

Proof : The second item is a classical consequence of the first one by using the generating
property of η, see for instance [13, Lemme 5.6]. Let us prove the first item. By Theorem 3.9
we know that

∀n ≥ 0, Log d2n =

ˆ

P̂2

− Log µx̂

(
g−nη

)
x̂
dµ̂(x̂).

But we have by Theorem B (using H1) :

∀n ≥ 0, Log dn + 2nλ2 =

ˆ

P̂2

− Log qx̂
(
g−nη

)
x̂
dµ̂(x̂).

If λ2 is minimal equal to 1
2 Log d, we get :

ˆ

P̂2

− Log qx̂
(
g−nη

)
x̂
dµ̂(x̂) = Log d2n = −

ˆ

P̂2

Log µx̂

(
g−nη

)
x̂
dµ̂(x̂).

By Jensen inequality we deduce :

0 =

ˆ

P̂2

Log
qx̂
µx̂

(
g−nη

)
x̂
dµ̂(x̂) ≤ Log

ˆ

P̂2

qx̂
µx̂

(
g−nη

)
x̂
dµ̂(x̂). (18)

By definition of the conditional measures of µ̂ with respect to η, we get

ˆ

P̂2

qx̂
µx̂

((
g−nη

)
x̂

)
dµ̂(x̂) =

ˆ

P̂2

ˆ

ηx̂

qŷ
µŷ

((
g−nη

)
ŷ

)
dµx̂(ŷ) dµ̂(x̂).

But by Proposition 4.5 we have qx̂ = qŷ for every ŷ ∈ ηx̂ ∩ Λε. Thus we have

ˆ

ηx̂

qŷ
µŷ

((
g−nη

)
ŷ

)
dµx̂(ŷ) =

ˆ

ηx̂

qx̂
µx̂

((
g−nη

)
ŷ

)
dµx̂(ŷ).

Now by Theorem 3.9 ηx̂ is a countable union
⊔

j∈NAx̂
j,n of atoms of g−nη. We infer

ˆ

ηx̂

qx̂
µx̂

((
g−nη

)
ŷ

)
dµx̂(ŷ) =

+∞∑

j=0

ˆ

Ax̂
j,n

qx̂
µx̂

(
Ax̂

j,n

)
dµx̂(ŷ) =

+∞∑

j=0

qx̂
µx̂

(
Ax̂

j,n

)
× µx̂

(
Ax̂

j,n

)

which is equal to qx̂

(⊔
j A

x̂
j,n

)
= 1. Finally,

´

P̂2

qx̂
µx̂

(g−nη)x̂ dµ̂(x̂) = 1, which implies the

equality in Equation (18). The strict concavity of Log completes the proof.
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6.2 Proof of Theorem A

Definition 6.2. For every x̂ ∈ Λε, the measure T ∧ ddc|Wx̂|2 is absolutely continuous with
respect to the trace measure σT = T ∧ ωP2. We can define the Radon-Nikodym derivative :

Dx̂ :=
d(T ∧ ddc|Wx̂|2)

dσT
on B(x0, 2ηε(x̂)).

Now let us assume H2 and λ1 > λ2 =
1
2 Log d. Our aim is to prove

µ ≪ σT on P
2.

We will show σT (B) = 0 ⇒ µ(B) = 0 for every borel set B of P2. One has

µ(B) = µ̂(π−1
0 (B)) = q̂(π−1

0 (B)) ≤
+∞∑

N=0

ˆ

gN (A)
qx̂(π

−1
0 (B)) dµ̂(x̂),

where the second equality comes from Theorem 6.1 and the inequality comes from the fact that
∪N≥0g

N (A) has full µ̂-measure (a consequence of Birkhoff ergodic theorem and µ̂(A) > 0).
Let us now fix N ≥ 0 and x̂ ∈ gN (A)∩Λε. Let C(N, x̂) := dN∆(x−N , N)2M(x̂−N )2/L(x̂), so
that

qx̂(π
−1
0 (B)) = C(N, x̂)× (T ∧ ddc|Wx̂−N

|2) ◦ π0 ◦ g−N [ηx̂ ∩ π−1
0 (B)].

Now observe that g−N [ηx̂ ∩ π−1
0 B] = (g−Nη)x̂−N

∩ (g−Nπ−1
0 B) = (g−Nη)x̂−N

∩ π−1
0 (f−NB).

Recall that fN is injective on π0
[
(g−Nη)x̂−N

]
by Theorem 3.9. Let hN denote the inverse of

the restriction of fN to π0
[
(g−Nη)x̂−N

]
. We obtain

qx̂(π
−1
0 (B))/C(N, x̂) ≤ (T ∧ ddc|Wx̂−N

|2)
(
hN (B′)

)
=: lN,x̂(B

′),

where B′ := B ∩ π0(ηx̂). Using Definition 6.2, we have

lN,x̂(B
′) =

ˆ

hN (B′)
Dx̂−N

dσT .

Now it suffices to show that σT (B) = 0 =⇒ lN,x̂(B
′) = 0. Let EN be the smooth positive func-

tion defined on P
2\Crit

(
fN

)
by EN (p) := ||(dpfN )−1||−2. It satisfies EN × ωP2 ≤

(
fN

)∗
ωP2

and therefore

σT ≤ E−1
N × T ∧ (fN)∗ωP2 = E−1

N × d−N
(
fN

)∗
(T ∧ ωP2) on P

2\Crit(fN ),

where we used (fN )∗T = dNT for the equality. The preceding estimate holds on P
2 since σT

and (fN )∗(T ∧ ωP2) do not charge Crit(fN). Hence

lN,x̂(B
′) ≤ d−N

ˆ

hN (B′)
E−1

N Dx̂−N
d
(
fN

)∗
[T ∧ ωP2 ].

Since fN : hN (B′) −→ B′ is invertible with inverse map hN |B′ , we get

lN,x̂(B
′) ≤ d−N

ˆ

B′

(E−1
N Dx̂−N

) ◦ hN d[T ∧ ωP2 ].

That implies σT (B) = 0 =⇒ lN,x̂(B
′) = 0, as desired.
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7 Proof of Proposition 4.5

In this Section we assume H2 and prove for µ̂−almost every x̂ ∈ P̂2 :

ŷ ∈ ηx̂ ∩ Λε =⇒ qx̂ = qŷ on ηx̂. (19)

Section 7.1 only needs H1 to consider the measures qx̂. We will need H2 in Section 7.2.

7.1 Reduction to the case x̂ ∈ A
Proposition 7.1. If Equation (19) holds for µ̂−almost every x̂ in A, then it holds for

µ̂−almost every x̂ in P̂2.

Proof : The assumption implies that there exists E ⊂ Λε ∩ A of measure µ̂(E) = µ̂(A) such
that for every x̂ ∈ E, (19) is true. Then by Birkhoff ergodic theorem, there exists F ⊂ Λε of
measure µ̂(F ) = 1 such that for every x̂ ∈ F , there exists n ≥ 0 satisfying x̂−n ∈ E. Now let
us fix x̂ ∈ F and let n ≥ 0 such that x̂−n ∈ E. Let ŷ ∈ Λε ∩ ηx̂. Then because η is decreasing
and is thinner than {A,Ac}, one has ŷ−n ∈ ηx̂−n

⊂ {A,Ac}x̂−n
= A. So we have qŷ−n

= qx̂−n

by definition of E, which can be written as

1

L(ŷ−n)
q̃ŷ−n

=
1

L(x̂−n)
q̃x̂−n

. (20)

Now using the definition of qŷ we have :

L(ŷ)qŷ = dn∆(y−n, n)
2 ×M(ŷ−n)

2
(
T ∧ ddc|Wŷ−n

|2
)
◦ π0 ◦ g−n⌊ηŷ .

Since g−n(ηŷ) ⊂ ηŷ−n
, one can replace π0 ◦ g−n⌊ηŷ by π0⌊ηŷ

−n
◦g−n⌊ηŷ . Moreover, because

ŷ−n ∈ A, we get by Remark 4.4 :

q̃ŷ−n
= M(ŷ−n)

2
(
T ∧ ddc|Wŷ−n

|2
)
◦ π0⌊ηŷ

−n
.

We finally deduce
L(ŷ)qŷ = dn∆(y−n, n)

2 × q̃ŷ−n
◦ g−n⌊ηŷ

and similarly L(x̂)qx̂ = dn∆(x−n, n)
2 × q̃x̂−n

◦ g−n⌊ηx̂ . Equation (20) yields

qŷ =
∆(y−n, n)

2L(ŷ−n)L(x̂)

∆(x−n, n)2L(x̂−n)L(ŷ)
× qx̂.

Therefore the ratio is equal to 1 and qŷ = qx̂ since these are probability measures on ηx̂.

7.2 The case x̂ ∈ A
In this section we assume H2 and λ1 > λ2, and we prove Equation (19) for x̂ ∈ A. Let us

begin with some remarks.
Let ẑ be the unique element of T such that x̂ ∈ W u(ẑ,R). Lemma 3.8 yields ηx̂ ⊂

W u(ẑ,R) ⊂ A, and Proposition 4.1 gives

∀ŷ ∈ ηx̂ , π0(ηx̂) ⊂ B(z0,R) ⊂ B(x0, ηε(x̂)) ∩B(y0, ηε(ŷ)). (21)

By Lemma 3.3, the maps f−n
x̂

, f−n
ŷ

and f−n
ẑ

coincide on B(z0,R). By using the normal forms
Theorem, we get

f−n
ẑ

◦ π0(ηx̂) ⊂ f−n
ẑ

(B(z0,R)) ⊂ B(x−n, ηε(x̂−n)) ∩B(y−n, ηε(ŷ−n)). (22)
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We will denote for each n ≥ 0, Bn := B(xn, 2ηε(x̂−n)) ∩B(yn, 2ηε(ŷ−n)).

Proposition 7.2. Assume H2 and λ1 > λ2. Let x̂ ∈ A∩Λε, ẑ ∈ T and ŷ ∈ ηx̂ ∩Λε as before.
Assume that x̂−n ∈ A ∩ {βε ≤ τ}, where n ≥ max{N(x̂), N(ŷ)} and τ > 0. Then

qŷ = un|Cn ◦ f−n
ẑ

◦ π0|2 × qx̂ + Jn on ηx̂,

where

1. 0 ≤ un ≤ L(x̂)
L(ŷ)4τ

2∆4
ẑ,

2. Cn : f−n
ẑ

(B0) −→ C is a holomorphic function bounded by 1/R,

3. Jn is a real valued measure on ηx̂ satisfying

|Jn| ≤ c0 e
−n(λ1−λ2−4ε)σT ◦ π0

for some c0 = c0(x̂, ŷ,R).

We give the proof in Section 7.3 and Section 7.4. Let us see how this Proposition implies
Equation (19), completing the proof of Proposition 4.5. Taking τ > 0 large enough, by Poincaré
recurrence theorem, for µ̂−almost every x̂ ∈ A ∩ {βε ≤ τ} ∩ Λε, for any ŷ ∈ ηx̂ ∩ Λε, there
exists (nk)k satisfying

x̂−nk
∈ A ∩ {βε ≤ τ} and nk ≥ max{N(x̂), N(ŷ)}.

Proposition 7.2 and the fact that Lip(f−n
ẑ

) → 0 (see Theorem 8.2) imply that, up to a subse-
quence, (Cn◦f−n

ẑ
)n converges uniformly on π0(ηx̂) ⊂ 1

2B0 to a constant function F . Proposition
7.2 also implies that (un)n converges to some u ≥ 0 and that limn Jn = 0 (since λ1 > λ2).
Therefore

qŷ = lim
n→+∞

un|Cn ◦ f−n
ẑ

◦ π0|2 × qx̂ = uF × qx̂ on ηx̂.

Hence uF = 1 and qŷ = qx̂, since they are probability measures.

7.3 Proof of Proposition 7.2 in the non resonant case

Let x̂ and ŷ as in Proposition 7.2. Recall that Bn := B(x−n, 2ηε(x̂−n))∩B(y−n, 2ηε(ŷ−n)),
it is not empty by Equation (22). We define on Bn the functions

CZ
n :=

∂Wŷ−n

∂Zx̂−n

:=
∂

∂z

[
W ◦ ξŷ−n

◦ ξ−1
x̂−n

]
◦ ξx̂−n

CW
n :=

∂Wŷ−n

∂Wx̂−n

=
∂

∂w

[
W ◦ ξŷ−n

◦ ξ−1
x̂−n

]
◦ ξx̂−n

.

We have
i

2
dWŷ−n

∧ dW ŷ−n
=

∑

A,B∈{Z,W}

CA
n C

B
n × i

2
dAx̂−n

∧ dBx̂−n
on Bn. (23)

We now pull back Equation (23) by f−n
ẑ

: B0 −→ Bn. We assume in this section that the
Lyapunov exponents are not resonant, see Section 7.4 for the resonant case. By Theorem 8.2,
the map (z, w) 7→ Rn,x̂(z, w) is linear and for every n ≥ N(x̂) :

Zx̂−n
◦ f−n

x̂
= αn,x̂ × Zx̂ and Wx̂−n

◦ f−n
x̂

= βn,x̂ ×Wx̂.
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As explain before, by Equation (21) π0(ηx̂) is included in the intersection of the domains of
definition of the maps f−n

x̂
, f−n

ŷ
and f−n

ẑ
, and by Lemma 3.3 these maps coincide on this

intersection, thus on π0(ηx̂). The pull back of Equation (23) by f−n
ẑ

: π0(ηx̂) −→ f−n
ẑ

(π0(ηx̂))
then gives :

|βn,ŷ|2 ×
i

2
dWŷ ∧ dW ŷ =

∑

A,B∈{Z,W}

FAB
n × αA

n,x̂α
B
n,x̂

× i

2
dAx̂ ∧ dBx̂ on π0(ηx̂), (24)

where
FAB
n := CA

n ◦ f−n
ẑ

× CB
n ◦ f−n

ẑ
, αZ

n,x̂ := αn,x̂ , αW
n,x̂ := βn,x̂.

Let us denote λAB := T ∧ i
2dAx̂ ∧ dBx̂. Since ŷ ∈ A the definition of qŷ yields

(T ∧ i

2
dWŷ ∧ dW ŷ) ◦ π0⌊ηx̂=

L(ŷ)

M(ŷ)2
× qŷ,

with a similar formula for x̂ ∈ A. Wedging Equation (24) by T , we deduce on ηx̂ :

qŷ = un|Cn ◦ f−n
ẑ

◦ π0|2 × qx̂ + Jn, (25)

where

un :=
L(x̂)M(ŷ)2|βn,x̂|2
L(ŷ)M(x̂)2|βn,ŷ|2

, Cn := CW
n ,

Jn :=
M(ŷ)2

L(ŷ)|βn,ŷ|2
∑

(A,B)6=(W,W )

(
FAB
n ◦ π0

)
× αA

n,x̂α
B
n,x̂

· λAB ◦ π0|ηx̂ . (26)

— Let us now prove that un is bounded by a constant independent of n. Lemma 4.9 implies
|βn,x̂|2/M(x̂)2 = M(x̂−n)

−2∆(x−n, n)
−2 (with a similar formula for ŷ). We deduce

un =
L(x̂)M(ŷ−n)

2∆(y−n, n)
2

L(ŷ)M(x̂−n)2∆(x−n, n)2
=

L(x̂)

L(ŷ)
× M(ŷ−n)

2

M(x̂−n)2
× ∆(y−n, n)

2

∆(z−n, n)2
∆(z−n, n)

2

∆(x−n, n)2
.

We then get 0 ≤ un ≤ L(x̂)
L(ŷ)4τ

2∆4
ẑ by using the inequalities β−1

ε (ŵ) ≤ M(ŵ) ≤ 2 (see Theorem

8.2), x̂−n ∈ {βε ≤ τ} and Proposition 3.7 recalling that x̂, ŷ ∈ W u(ẑ,R) ∩ Λε.
— Let us prove that the function Cn : f−n

ẑ
(B0) −→ C is bounded by 1/R. We verify more

generally that
|CA

n |, |CB
n | ≤ 1/R on Bn. (27)

By Theorem 8.2, the change of coordinates H := ξŷ−n
◦ ξ−1

x̂−n
satisfies ||dH|| ≤ 2βε(ŷ−n) on

Bn. Since ŷ−n ∈ A ∩ Λε, Proposition 3.7 yields ||dH|| ≤ 1/R, which implies Equation (27)
through the definition of CZ

n and CW
n .

— It remains to prove the upper estimate on |Jn|. Since f−n
ẑ

(B0) ⊂ Bn, by definition of FAB
n

and from Equation (27), we have |FAB
n | ≤ 1/R2 on B0. Now let us observe (a similar inequality

holds for λWW )

λZZ = T ∧ ddc|Zx̂|2 ≤ ||dξx̂||2(T ∧ ωP2) ≤ βε(x̂)
2σT on B(x0, 2ηε(x̂)).

The same estimate holds for |λZW | and |λWZ |, since |λZW | ≤
√
λZZ

√
λWW by Cauchy-Schwarz

inequality. Finally, Theorem 8.2 provides |αn,x̂| · |βn,x̂|/|βn,ŷ|2 ≤ e−n(λ1−λ2−4ε) and one has
(since π0(ηx̂) ⊂ B0)

|Jn| ≤ c0e
−n(λ1−λ2−4ε)σT ◦ π0|ηx̂

by setting c0 :=
M(ŷ)2βε(x̂)2

L(ŷ)R2 . This completes the proof of Proposition 7.2.
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7.4 Proof of Proposition 7.2 in the resonant case

When the Lyapunov exponents satisfy λ1 = kλ2 for some k ≥ 2, the first component of
the map Rn,x̂ may be not linear (see Theorem 8.2) :

Rn,x̂(z, w) =
(
αn,x̂z + γn,x̂w

k, βn,x̂w
)
.

The proof of Proposition 7.2 can be modified as follows. Equation (25) becomes :

qŷ = un|Cn ◦ f−n
ẑ

◦ π0|2 × qx̂ + J̃n on ηx̂,

where J̃n is a new sequence satisfying |J̃n| ≤ c̃0e
−n(λ1−λ2−4ε)σT ◦π0|ηx̂ for some c̃0(x̂, ŷ,R) > 0.

Indeed, Equation (24) is replaced by :

|βn,ŷ|2
i

2

(
dWŷ ∧ dW ŷ

)
= FZZ

n |αn,x̂|2
i

2
dZx̂ ∧ dZ x̂

+ 2Re

[(
kFZZ

n αn,x̂γn,x̂W
k−1
x̂ + FZW

n αn,x̂βn,x̂

) i

2
dZx̂ ∧ dW x̂

]

+
(
2Re

[
kFZW

n γn,x̂βn,x̂W
k−1
x̂

]
+ k2FZZ

n |γn,x̂|2|Wx̂|2(k−1)
) i

2
dWx̂ ∧ dW x̂

+ FWW
n |βn,x̂|2

i

2
dWx̂ ∧ dW x̂.

From this new expression one can compute J̃n as we did for Equation (26), and get on ηx̂ :

L(ŷ)|βn,ŷ|2
M(ŷ)2

J̃n =
(
FZZ
n ◦ π0

)
|αn,x̂|2λZZ ◦ π0

+ 2Re
[(

k
(
FZZ
n ◦ π0

)
αn,x̂γn,x̂

(
W

k−1
x̂ ◦ π0

)
+

(
FZW
n ◦ π0

)
αn,x̂βn,x̂

)
λZW ◦ π0

]

+ 2Re
[
k
(
FZW
n ◦ π0

)
γn,x̂βn,x̂

(
W k−1

x̂
◦ π0

)]
λWW ◦ π0

+ k2
(
FZZ
n ◦ π0

)
|γn,x̂|2 |Wx̂ ◦ π0|2(k−1) λWW ◦ π0.

We get a constant c̃0 by |βn,ŷ|−1 ≤ en(λ2+ε), |αn,x̂| ≤ e−n(λ1−ε), |βn,x̂| ≤ e−n(λ2−ε), |γn,x̂| ≤
Mε(x̂)e

−n(λ1−ε) (Theorem 8.2) and the fact that Wx̂ is bounded on B(x0, ηε(x̂)) ⊃ π0(ηx̂), and
|FAB

n | ≤ 1/R2 by Equation (27).

8 Classical results

Let f be an endomorphism of P2 of degree d ≥ 2. Let µ be its equilibrium measure and
let us denote λ1 ≥ λ2 the Lyapunov exponents of µ. Let Crit(f) denote the critical set of f
and C :=

⋃
n∈Z f

n(Crit(f)). We know that µ(C) = 0.

8.1 Oseledec Theorem

Theorem 8.1. Assume that λ1 > λ2. There exists a totally invariant borel set Aos of full
µ-measure disjoint from C and a measurable map vs : Aos −→ P(TP2) such that

∀x ∈ Aos , ∀~v ∈ vs(x)\{0}, lim
n→∞

1

n
Log||dxfn · ~v|| = λ2.
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Moreover dxf
n(vs(x)) = vs(f

n(x)). If ~v ∈ TxP
2\vs(x) then the limit above is equal to λ1. We

denote
χf (x) := Log||dxf · ~vs(x)||,

where ~vs(x) is any vector of norm 1 in the complex line vs(x). The following points hold :

1. χf ∈ L1(µ),

2. for every x ∈ Aos,
1
n

∑n−1
i=0 χf (f

i(x)) = 1
n
χfn(x). In particular,

´

χf dµ = λ2.

3. χfn ◦ π0 ∈ L1(µ̂) and
ˆ

P̂2

χfn(x0) dµ̂(x̂) = nλ2.

We will denote ∆(x, n) := ||dxfn · ~vs(x)||.

The proof of the first item can be found in [24, Section 3.7]. The second one comes from
the chain rule formula and Birkhoff ergodic theorem. The third item relies on (π0)∗µ̂ = µ.

8.2 Normal forms for inverse branches

Let P̂2 be the set of orbits {x̂ = (xn)n∈Z, f(xn) = xn+1}. We denote π0 : P̂2 −→ P
2 the

projection π0 : x̂ 7→ x0 and f̂ the left shift. By Kolmogorov extension theorem, there exists

a unique f̂−invariant probability measure on P̂2 such that (π0)∗µ̂ = µ. Let X := P
2\C and

X̂ := {x̂ ∈ P̂2 : xn ∈ X, ∀n ∈ Z}, this is a f̂−invariant subset of P̂2 of full µ̂−measure.
The following theorem was proved by Berteloot-Dupont-Molino [4], it gives normal forms

for the iterated inverse branches of the dynamical system. We refer to the articles [18] by
Jonsson-Varolin and [3] by Berteloot-Dupont for related results. A real-valued function ϕ on

P̂2 is ε-tempered if e−|n|εϕ ≤ ϕ ◦ f̂n ≤ e|n|εϕ for every n ∈ Z.

Theorem 8.2. Let f be an endomorphism of P2 of degree d ≥ 2. Let ε be small with respect
to the Lyapunov exponents λ1 > λ2 of µ. There exist a totally f̂-invariant borel set FN ε ⊂ X̂
of full µ̂-measure, ε-tempered functions ρε, ηε : FN ε → ]0, 1], βε,Mε : FN ε → [1,+∞[ and a
function N : FN ε → N satisfying the following properties for every x̂ ∈ FN ε :

1. there is an injective holomorphic map ξx̂ : B(x0, 2ηε(x̂)) → D
2(ρε(x̂)) such that :

(a) ξx̂(x0) = 0 and vs(x0) =
(
d0ξ

−1
x̂

· (0, 1)
)
C,

(b) ∀p, q ∈ B(x0, 2ηε(x̂)) , 1
2dist(p, q) ≤ ||ξx̂(p)− ξx̂(q)|| ≤ βε(x̂) dist(p, q).

2. there is a sequence of holomorphic maps (f−n
x̂

)n such that fn◦f−n
x̂

= Id on B(x0, 2ηε(x̂)),

f−n
x̂

(x0) = x−n and Lip(f−n
x̂

) ≤ βε(x̂)e
−n(λ2−ε),

3. the diagram (9) in Section 2.2 commutes for any n ≥ N(x̂).

The map Rn,x̂ is equal to

Rn,x̂(z, w) =
(
αn,x̂z + γn,x̂w

k, βn,x̂w
)
,

where k = λ1/λ2. Moreover γn,x̂ = 0 if k /∈ {2, 3, · · · }, and

1. e−n(λ1+ε) ≤ |αn,x̂| ≤ e−n(λ1−ε) and |γn,x̂| ≤ Mε(x̂)e
−n(λ1−ε).

2. e−n(λ2+ε) ≤ |βn,x̂| ≤ e−n(λ2−ε).

Remark 8.3. The functions ηε, ρε, βε are related by 2ηε = ρε/βε ≤ 1/βε, see for instance [3].
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9 Results in higher dimensions

Let f be a holomorphic mapping of degree d ≥ 2 on P
k, let µ = T∧k be the measure of

maximal entropy and λ1 ≥ · · · ≥ λk be its Lyapunov exponents. Assume that k ≥ 2 and that
there exists r ∈ {1, · · · , k − 1} such that :

λ1 ≥ · · · ≥ λr > λr+1 ≥ · · · ≥ λk. (28)

The case λr+1 = · · · = λr = 1
2 Log d generalizes the notion of semi-extremal maps on P

2. To
extend our method on P

k, we have to consider a new stable cocycle ∆(x, n) and to consider
several submersions Wx̂.

By classical ergodic theory, Theorem 8.1 extends as follows. Assuming (28), there exists
Aos ⊂ P

k a totally invariant borel set of full µ−measure, such that for every x ∈ Aos there
exists a complex sub-vector space Vs(x) ⊂ TxP

k of dimension k − r satisfying :

- dxf
n : Vs(x) −→ Vs(f

nx) is an isomorphism C−linear.

- ∀~v ∈ Vs(x)\{0}, lim
n→+∞

1
n
Log ||dxfn · ~v|| ∈ {λr+1, · · · , λk}.

- ∀~v ∈ TxP
k\Vs(x), lim

n→+∞

1
n
Log ||dxfn · ~v|| ∈ {λ1, · · · , λr}.

By setting
∆(x, n) := |detC (dxf

n : Vs(x) −→ Vs(f
nx))| , (29)

we also have :
ˆ

Pk

Log ∆(x, n) dµ(x) = n(λr+1 + · · ·+ λk).

Theorem 8.2 extends on P
k with the commutative diagram

B(x−n, 2ηε(x̂−n))

ξx̂
−n

��

B(x0, 2ηε(x̂))
f−n
x̂oo

ξx̂
��

D
k(ρε(x̂−n)) D

k(ρε(x̂))
Rn,x̂

oo

Assuming that there is no resonance between λr+1 ≥ · · · ≥ λk, the map Rn,x̂ has the form
(
α1
n,x̂zk + P1(z2, · · · , wk), · · · , αr

n,x̂zr + Pr(wr+1, · · · , wk), βr+1
n,x̂

wr+1, · · · , βk
n,x̂wk

)
, (30)

where e−n(λj+ε) ≤ |αj
n,x̂

|, |βj
n,x̂

| ≤ e−n(λj−ε). The polynomials Pj are sums of

γz
αj+1

j+1 · · · zαr
r w

βr+1

r+1 · · ·wβk

k ,

where the length of (αj+1, · · · , βk) ∈ N
k−j is ≥ 2, and γ is bounded as γn,x̂ in Theorem 8.2. If

λ
αj+1

j+1 · · ·λβk

k 6= λj , then γ = 0. If we write ξx̂ : B(x0, ηε(x̂)) −→ D
k(ρε(x̂)) as

ξx̂ = (Z1
x̂, · · · , Zr

x̂,W
r+1
x̂

, · · · ,W k
x̂ ).

then it satisfies
d0ξ

−1
x̂

(
{0}r × C

k−r
)
= Vs(x).

Now we set
M(x̂) :=

∣∣∣detC
(
d0ξ

−1
x̂

: {0}r × C
k−r −→ Vs(x)

)∣∣∣
and we recall that the cocycle ∆(x, n) is defined in (29).
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Definition 9.1. Assume H1. For every x̂ ∈ Λε, we define

q̃x̂ := (dr)p (∆(x−p, p))
2 M(x̂−p)

2 ×
(
T r ∧ ddc|W r+1

x̂−p
|2 ∧ · · · ∧ ddc|W k

x̂−p
|2
)
◦ π0 ◦ f̂−p|ηx̂ ,

where p ≥ 0 is such that x̂−p belongs to A. Then qx̂ := 1
L(x̂) q̃x̂, where L(x̂) := q̃x̂(ηx̂).

Since there is no resonance between the k−r smallest exponents, the k−r last components
of Rn,x̂ are linear (see (30)), and one can verify as in Proposition 4.7 that the definition of q̃x̂
does not depend on p. The following formula, which extends Lemma 4.9, holds true

∆(x−n, n)

k∏

i=r+1

∣∣∣βi
n,x̂

∣∣∣ = M(x̂)

M(x̂−n)
,

(note that it does not require the linearity for the last components of Rn,x̂). Using similar
arguments as for k = 2, Theorems A and B extends to P

k as follows.

Theorem 9.2. Let f be an endomorphism of degree d ≥ 2 on P
k with k ≥ 2. Assume that

the Lyapunov exponents of the measure of maximal entropy µ satisfy λ1 ≥ · · · ≥ λr > λr+1 ≥
· · · ≥ λk for some r ∈ {1, · · · , k − 1}. Assume that there is no resonance between the k − r
smallest exponents.

1. If H1 holds, then there exist a measurable partition η and a measurable family x̂ 7→ qx̂
of probability measures on P̂2 supported on ηx̂ which satisfy

(π0)∗qx̂ ≪ T r ∧ ωk−r
Pk ,

∀n ≥ 0 ,

ˆ

̂
Pk

− Log qx̂(f̂
−nη)x̂ dµ̂(x) = Log (dr)n + 2n(λr+1 + · · · + λk).

2. If H2 holds and if λr+1 = · · · = λk = 1
2 Log d, then µ ≪ T r ∧ ωk−r

Pk .
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