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Abstract. This article describes some recent advances in the Information Sys-

tems research domain to support users of mobiles devices such as tablets or 

smartphones. Indeed, we show how information about the evolving context of 

users can be organized and analyzed through context management. We also de-

scribe an original approach called intention mining, which analyzes traces of 

users’ actions on the system and extracts the rational behind these actions (i.e., 

the user goals/intentions). Finally, we explain how adequate process modeling 

formalisms allow for personalized recommendations (and therefore adaptive 

scenarios) in order to optimize users experience with the information system.  

So far, these approaches have mostly been applied to business process models, 

and we discuss their interest for video games, in particular urban games which 

combine physical and real worlds. 

Keywords: context management, digital traces analysis, intention mining, 

adaptive processes. 

1 Introduction 

This article describes some recent advances in the Information Systems research do-

main to support users of mobiles devices such as tablets or smartphones. Our goal is 

to provide these users with a better guidance through their daily use of these interfac-

es. The objective is to generate recommendations that are adapted to a given user’s 

context and that take into account his/her objectives. These recommendations systems 

also take into account the experience of the other system users. 

In order to make this possible, we show how information about the evolving context 

of users can be organized and analyzed through context management. We also de-

scribe an original approach called intention mining, which analyzes traces of users’ 

actions on the system and extracts their goals (intentions). Finally, we explain how an 

adequate process modeling formalism allows for personalized recommendations (and 
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therefore adaptive scenarios) in order to optimize users experience with the infor-

mation system.  

 

So far, these approaches have mostly been applied to business process models, and 

the second objective of this work is to study their interest for video games, in particu-

lar urban games which combine physical and real worlds. 

2 Context Management 

2.1 Context management in information systems: state of the art 

The “one size fits all” way of using Information Systems (ISs) does not work any-

more. Users now expect these systems to be context-aware, i.e., to adapt to users’ 

specific contexts [Baldauf et al., 2007]. The context represents any information that 

can be used to characterize the situation of an entity (a person, place, or object) that is 

considered relevant to the interaction between a user and an application [Dey, 2001]. 

More generally, we can consider the context as everything that surrounds the center of 

interest of the individual and that provides additional information that can help under-

stand his/her focus [Mostefaoui et al., 2004]. 

 

Gamers playing to an urban game are very sensitive to their contexts. When playing 

their game, they evolve outdoors in the real word and, as a result, can modify their 

behavior to match this context. For instance, if the gamer is heading to a particular 

place but that rain starts pouring, then he will certainly delay his walk to do some-

thing else until the rain stops (exchange with another gamer, try to solve a clue, or any 

other activity that can be done inside instead of outside a building).     

 

The management of context information has become strategic in the context of perva-

sive information systems [Kourouthanassis et al., 2008] [Najar et al., 2009] [Villalon-

ga et al., 2010]. Data generated from these systems by observing user interactions and 

the environment in which they take place is extremely valuable for systems designers 

and service providers. It serves as a basis to enhance their systems and services ac-

cording to user’s context (e.g., location, date, time, past and current activities). In the 

case of urban games, context can be composed of the geolocation of the gamer, the 

time of day (or night), the proximity of other gamers, the weather forecast, etc.). 

 

Analyzing the impact of context information on the user’s actions becomes a key 

aspect for successful pervasive information systems. Data mining techniques can be 

used to this end, in order to extract relevant information to support decision and pre-

diction [Fayyad et al., 1996] [ Chen et al., 1996]. Several works such as [Ramakrish-

nan et al., 2014] are considering data mining techniques for analyzing context data. 

These techniques can play an important role in understanding and discovering the 

intrinsic relationships between data. Among them, Formal Concept Analysis (FCA) 
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[Priss, 2006] [Wille, 2005] represents an interesting method of conceptual clustering. 

It helps extracting implicit knowledge and finding a natural data structure, while asso-

ciating user actions to observed context elements. We describe in the following sec-

tion how FCA can be used to manage context information. 

2.2 Use of Formal Concept Analysis for Context Management 

The ways mobile interfaces are used depend a lot on user context: geographical loca-

tion, time of the day, day of the weeks, meteorological conditions, quality of network 

connection, etc. understanding the influence of these context elements makes it possi-

ble to propose better personalization and recommendation features and to improve 

adaptation mechanisms. However, identifying relevant context elements (for a given 

user) from the highly heterogeneous collected context data is a challenge not only 

because of data heterogeneity, but also because this relevance is personal and may 

vary significantly from user to user. Context analysis methods are then necessary in 

order to establish context relevance for a given user. In earlier work [Jaffal et al., 

2014], we have used Formal Concept Analysis (FCA) to this end and shown its inter-

est to cluster context elements with regard to associated user activities (and vice ver-

sa) into overlapping classes. 

Table 1. Example Formal Context (the values in parentheses correspond to the number of times the applica-

tion was used in each context).  
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Gmail 1 (2) 0 0 0 1 1 (2) 1 0 0 1 0 

SMS 1 (80) 1 1 (5) 1 (30) 50 1 (170) 1 (40) 1 (20) 1 (40) 1 (60) 1 (10) 

Tele-

phone 

0 0 0 1 (3) 1 (2) 1 (5) 1 0 0 1 (2) 1 

VDM 0 0 0 1 (4) 1 (2) 1 (5) 1 (4) 0 0 0 1 (2) 

Flappy 

Bird 

1 0 0 1 1 1 1 1 0 1 1 

Youtube 0 0 0 1 0 1 1 0 0 0 0 

 

The input of the FCA algorithms is a binary relation - called formal context - between 

a set of objects and a set of attributes that describes these objects. Table 1 shows such 

a formal context in which objects are the applications executed by a user on a tablet, 
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and attributes describe the context in which these applications have been used
1
. For 

example, Youtube has been used at home, but also on a 3G network and in the morn-

ing. Note that the only possible values in the formal context are 0 and 1, which does 

not reflect the real numbers of time various applications have been used (indicated in 

parentheses): SMS are associated to university and restaurant in a similar way in the 

formal context, although the number of SMS sent in each location is very different. 

 

 

Fig. 1. Galois lattice generated from the formal context of Table 1 

 

Figure 1 represents the Galois lattice generated from the formal context of Table 1. 

Each cluster of the lattice is called a (formal) concept which groups objects that have 

attributes in common. For example, this lattice shows that Flappy Bird, SMS and tele-

phone applications have all been used in the morning, in the afternoon, in the evening, 

during transport, from a 3G network and at home. These context elements are com-

mon to these applications. One interest in terms of recommendation is that if the user 

happens to be in a similar context in the future, the information system can automati-

cally personalize the interface according to the user preferences, e.g., display a game 

in the foreground of the screen when the user enters the metro station.    

 

Note that the concepts become more and more specific when going from the top to the 

bottom of the lattice, from concepts with many applications sharing few context ele-

ments to concepts with few applications sharing many context elements. Indeed, the 

concept containing Flappy Bird, SMS and telephone applications can be specialized 

into a concept that only contains Flappy Bird and SMS applications, with two addi-

tional context elements: coffee break and university. 

 

The lattice provides a clustering of applications according to the context elements 

they have been associated to. Conversely, context elements are described with regard 

                                                           
1 This data comes from a dataset built from a questionnaire filled by 28 master students of our 

university. The goal of this survey was to know in which context they had been using appli-

cations (such as social networks, games, emails, etc.) on their tablets during a week. 
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to the applications associated to them. We can notice from the lattice that 3G connec-

tion and morning context elements appear in all concepts, which means that they are 

not significant here and should not be taken into account for recommendations to this 

specific user. Conversely, the SMS application has been used with all context ele-

ments, and is therefore context-independent. 

 

We have proposed a methodology to reflect in FCA results the relative importance of 

context elements on user activities, by refining the input data using a semantic fre-

quency measure. 

 

In order to build a formal context from collected data, Formal Concept Analysis re-

quires to replace the numeric values (Table 1) by binary values in order to represent 

the relationships between the objects and the formal context attributes in concept 

lattice. In table 1, we have followed a simplistic approach, by directly replacing null 

values indicated by users by a zero and any positive value by one. More elaborate 

methods exist: Pensa et al. [Pensa et al., 2004] use a cut-off threshold to replace val-

ues greater than or equal to the threshold values by 1 and the rest by 0. The method in 

[Ma et al., 2006] is to set a threshold δ, and then turn the context into a binary one by 

replacing values less than δ with 0 and 1 the others. However, these thresholds are 

calculated based on numerical values in the formal context regardless of the semantic 

link between the attributes.  

 

The originality of our frequency measure described in [Jaffal et al., 2015] is that it is a 

semantic measure that relies on a context ontology, illustrated in Figure 2. 

 

 

Fig. 2. Context Ontology 
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The lattice represented on Figure 3 is obtained after the refinement process we pro-

pose. It is more interesting than the original lattice of Figure 1 for recommendation 

and personalization purposes, as more clusters of applications and context elements 

are generated, leading to a finer-grained classification. In Figure 1 for example, Flap-

py bird, SMS, telephone, VDM and Youtube applications have in common the context 

elements 3G, home and morning, whereas they are separated into 2 concepts in Figure 

3: Gmail, VDM and Youtube are associated to 3G and morning, and Flappy bird, tele-

phone, VDM and Youtube are associated to 3G and home. It means that after the re-

finement strategy, Flappy bird and telephone are no longer associated to the morning 

(and will therefore not be considered as very likely to be used in the morning). We 

also notice that some context elements have disappeared from the lattice, as they have 

no sufficient impact on the user applications: coffee break, restaurant, parents’ home 

and lunch break. It is interesting to remark that the number of concepts in the lattice 

increases despite the disappearance of 4 context elements. This shows that the preci-

sion of the obtained results has indeed increased significantly with regard to the initial 

lattice. 

 

 

Fig. 3. Galois lattice obtained after the semantic refinement strategy of the formal context 

2.3 Interest for Video Games 

We have shown previously how the semantic refinement strategy we proposed leads 

to a better understanding of context impact. Such understanding represents an im-

portant step towards personalization and recommendation features. Urban games have 

many common features with pervasive information systems: users interact with their 

system in a transparent and mobile way. Examples of context elements that could be 

relevant in urban games are shown on Figure 4. 
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Fig. 4. Example of context elements in urban games 

The application of the approach we have proposed in the previous section is illustrat-

ed on Figure 5. 

 

Fig. 5. Context management applied to urban games 

This methodology could be could be interesting in order to make the following ac-

tions possible: 

1) Analysing gamers’ behaviour in similar contexts (Figure 6) 

For instance, we can imagine that when gamers are located in a specific place and use 

a specific device, they systematically choose to perform a precise activity, whereas if 
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their context changes (for instance same place but other device), they choose to do 

something else. Information about gamers’ behavior according to their context can be 

very useful for game designers in order to propose different kinds of services accord-

ingly. We can imagine that the expected behavior is the one obtained with the use of a 

smartphone, and propose a new clue to tablet users to help them perform the expected 

activity. 

 

Fig. 6. Analysing gamers’ behaviour in similar contexts 

2) Analysing the contexts generating a similar behavior (Figure 7) 

In a similar way, game designers could be very interested in knowing the contexts 

leading to the same behavior. Let us consider a key activity in a game, which a set of 

players has a lot of difficulty to perform. The analysis of the players’ contexts may 

highlight combinations of context elements that confuse these gamers and prevent 

them from completing the task correctly. As with the previous example, the game 

designer could then decide to offer a clue to the players who are within these contexts 

to help them go further in the game. 

 

Fig. 7. Analyzing the contexts generating a similar behavior 

3) Recommending specific actions according to the gamer’s context (Figure 8) 
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Context analysis, performed at run time, can also be a way to recommend some ac-

tivities to the gamers, according to their current context. For instance, taking into 

account weather modifications, the gamer can be proposed in-door or out-door quests, 

to keep his interest in the game by playing in comfortable conditions. 

 

Fig. 8. Recommending specific actions according to the gamer context 

3 Digital Traces Analysis and Intention Mining  

Although context management is essential to understand the interactions of users with 

an information system (and, similarly, the actions performed by players of video 

games), we believe that it is also necessary to capture the intentions of the users when 

they perform actions. Indeed, we claim that the actions executed by information sys-

tem users follow a strategy that aims at satisfying an intention within a specific con-

text. Context management has been addressed in the previous section; we know focus 

on the identification of users intention through a process we call intention mining, 

described in Section 3.1. 

3.1 Process and intention mining: state of the art 

Analyzing activities in the Information Technologies (IT) context is a very lucrative 

business. While surfing on websites, all our activities—products and services search-

es, on-line game activities, comments and posts on blogs or social networks, among 

others—are traced and analyzed to propose us the most adapted advertisements.  

 

Games, as other kind of software, leave digital traces of the users that can be ob-

served, stored and analyzed, as illustrated on Figure 9. Video and computer gaming 

have become increasingly popular branches of the entertainment industry and lots of 

traces are generated. Due to the large variety of available games, players have a 

plethora of choices. User selection can be influenced by the content of games, the 

quality of the services, the popularity of games, the choices of in-game friends, etc. 

Retaining players with longer player lifetime can yield more revenue for game com-
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panies. The ways a player interacts with in-game friends, as well as his/her in-game 

play strategy are also some interesting facts that can be analyzed in the traces.  

 

Tracing the gaming activities of a user can then become the source of a lot of 

knowledge. Analyzing game traces allows understanding the characteristics of games 

such as player behaviour [Suznjevix et al, 2011][(Ducheneaut et al, 2007], traffic 

analysis [Chen et al, 2006][Kinicki et al 2008], resource management [Chambers et 

al, 2010][Denault et al, 2011], etc. Traces can be stored in a specific repository as the 

Game Trace Archive
2
 which allows analyzing large and public game traces datasets 

[Guo et al, 2012]. 

 

 

Fig. 9. Digital traces capture 

The player behavior, as any user behavior, can also be described as a process, and 

process can be defined with process models. The approach of tracing and analyzing 

activities has been used with great success in the field of process mining, in particular 

for enhancing software development. [Weijters and van der Aalst, 2003] have pro-

posed methods and tools based on Petri nets and α type algorithm to analyze events 

logs (traces) in order to discover process models. Process mining approaches aim at 

modelling users' behaviors in terms of sequences of tasks and branching in an auto-

matic way [Van der Aalst et al., 2004] [Agrawal et al., 1998] [Cook and Wolf, 1998] 

[Datta, 1998] [van Dongen, 2004] [Herbst, 2000]. The resulting (i.e., mined) process 

models are activity-oriented. However, activity-oriented models lack flexibility
3
.  

 

Processes can also be seen as teleological [Ralph and Wand 2008]. A teleological 

process is a process that takes into account the teleological behaviors of process en-

actment (behavior attached to the notion of goal). It describes the intentions (goals, 

objectives) associated with a result that an individual wants to obtain. Many research 

works in intentional process modelling demonstrate that the fundamental nature of 

processes is mostly intentional and the processes should be modelled from an inten-

tional point of view [Davis et al., 1989] [Plihon, 1996] [Rolland et al., 1999]. The 

notion of context also plays a key role for the intention, since a given intention 

                                                           
2 http://gta.st.ewi.tudelft.nl 
3 We will further discuss process models in Section 4. 
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emerges in a given context, which not only promotes its appearance, but also influ-

ences the realization of this intention [Rolland, 2005]. Process mining applied to in-

tentional process models is called intention mining, which is at the heart of our solu-

tion. This original concept of “Intention Mining” aims at automatically discovering 

intentions from traces of user activities [Hug et al., 2012] using pattern mining [Zaki, 

2001]. Hidden Markov models technique [Baum et al., 1966], a specific type of Dy-

namic Bayesian Networks, was used in the Map Miner Method [Khodabandelou et 

al., 2014] [Khodabandelou, 2014]. Moreover, [Epure et al., 2014] proposed an ap-

proach using an unsupervised technique and a knowledge tree to build intentional 

process models at a low level of abstraction. Information about user intentions within 

a specific context, together with knowledge of other user behaviors with the same 

intentions in similar contexts is the key to provide them with adapted recommenda-

tions. 

3.2 Potential interest of intention mining in the area of video games  

In this section, we describe how the intention mining techniques presented previously 

could be applied in the context of video games. Player behaviors traces, analyzed with 

intention mining techniques, could in particular make the following activities possi-

ble: 

1) Discovery of the underlying player’s intentions and strategies hidden in the trac-

es. 

Intention mining allows identifying whether there exists a generic behavior of the 

players, through the identification of players’ usual activities and the usual ordering of 

these activities, as shown in Figure 10. For instance, if gamers usually change their 

direction after finding a clue, this information could be useful for the game designer 

in order to offer new services adapted to this generic behavior (for instance to auto-

matically display a map when the user enters the clue in its device). Moreover, from a 

marketing point of view, knowing the gamer’s general behavior can add some high-

lighting information when designing ads for the game. 

 

Fig. 10. Extraction of a general player behavior 

2) Conformance checking: comparison between the observed behaviors of players 

and what is expected from them by the game designers.  
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Once the actual behavior of players is identified, it is possible to compare it with the 

one expected by the game designer, as shown on Figure 11. Some unexpected issues 

may appear, such as a gamer intention never achieved, a strategy never used, a new 

intention that was not expected by the game designer, etc.  

 

 

Fig. 11. Comparison between actual and expected players behaviors 

3) Enhancement of the gaming process model   

If the observed player’s behavior is not consistent with the game designer’s goal, e.g., 

if some paths are never followed, the game designer can add features in the game to 

guide players towards these paths (see Figure 12). Conversely, if some strategies used 

by the players are more efficient than the ones expected by the game designer, the 

expected model can be enriched by adding the identified new behaviors in the model. 

 

 

Fig. 12. Refinement of the player process model 

4) Recommendation of specific steps to the gamer, at run time, based on their sup-

posed reasoning while performing activities and based on their current context. 

It is possible to recommend the next activity to a gamer, following the percentage of 

players that executed this activity when exhibiting the same behavior earlier in the 

game (see Figure 13). For instance, if the generic behavior consists in exchanging 

information with other gamers just after a specific step, the device used by the gamer 
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can propose this action to him automatically as the next step option. The game can 

then become more adaptable to the gamer behavior, at run time. 

 
 

Fig. 13. Recommendation to players based on context and intention 

4 State-Oriented Adaptive Process Modeling   

Sections 2 and 3 of this paper are dedicated to the analysis of user context and inten-

tions. These elements allow for personalizing user interaction with their mobile inter-

face and for supporting them with relevant recommendations based on their context 

intentions and previous experience. 

We now focus on the adequate way to model the underlying scenarios followed by 

users during their interaction with their mobile interfaces. We first discuss the chal-

lenges of game scenario modeling, then we briefly overview the modeling formalisms 

used in the domain of software engineering and Business Process Management. Final-

ly, we discuss the interest of statecharts and life sequence charts (LSC) modeling 

formalisms for the domain of urban games. 

4.1 Challenges of game scenario modeling 

The objective of a multi-player game is to create a virtual or semi-virtual (in the case 

of urban games which mix virtual and real worlds) environment where players are 

placed. During the game, players follow some scenarios in order to achieve one or 

multiple goals through communicating and collaborating with each other.  

A game scenario needs to specify the objects, their positions in a virtual world (e.g., a 

maze) and some puzzle to be solved or some task to be carried out. It induces a par-

tially ordered set of actions that the player must perform [Gal et al., 2002]. In general, 

the game scenario is a description of the main game phases and the navigation be-

tween them.  

 

The main challenge in game scenario is to remain “unpredictable” for the player while 

driving this player towards some (probably implicit) goal. Unpredictability is im-

portant: first of all, if similar situations occur too often and if the reaction of the game 
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environment and its objects can be predicted, the player may get bored very rapidly. 

The scenario of the game needs to evolve together with the player.  

 

Unpredictability is extremely important in urban games which mix real and virtual 

worlds, as the artificial life needs to bear a resemblance to real life. As real life is rich, 

unpredictable and evolving, the player needs to feel it in the simulated game envi-

ronment too. Not only the situations encountered by the player should look “unique” 

but also the opportunities (what the player can and cannot do) in each particular situa-

tion should be defined dynamically and not embedded into the scenario. The game 

scenario therefore needs to unfold progressively, at run-time, and all players can be 

also considered as scenario designers. 

 

The game scenario thus can be compared to a process, for which the requirements for 

flexibility and “unpredictability” support are also relevant. Game designers can there-

fore reuse process modeling languages to model the game scenarios. In the following 

section, we review existing modeling paradigms used for business process manage-

ment. 

4.2 Process modeling: state of the art      

Conventional activity-oriented formalisms for process modeling represent a process 

as a sequence of activities. These formalisms have been mentioned in Section 3. The 

most popular examples of these formalisms include BPMN and UML activity dia-

grams. These formalisms are mostly prescriptive and provide only limited support for 

process adaptability at run-time.  

 

Goal-oriented is another group of modeling formalisms that, compared to activity-

oriented formalisms, represent a process as a sequence of goals. The MAP modeling 

notation mentioned earlier in this paper is an example of goal-oriented languages. 

Context-driven goal-oriented process models such as [Rolland et al., 1995], [Soffer 

and Yehezkel, 2011] and [Pohl and Weidenhaupt, 1997] support automated recom-

mendations and user guidance, providing that for each goal all the situations (states) 

in which this goal is achievable are known.  

In urban games, we might face unpredictable sequences of events and non-repeatable 

execution scenarios; it would therefore be hard, if at all possible to model relations 

between various process situations, goals and activities that must/can be executed in 

order to achieve these goals.  

 

In the literature, several major perspectives of the process models are specified [Ja-

blonski and Bussler, 1996]: the control flow perspective that captures the temporal 

ordering of process tasks, events, and decision points; the data perspective that cap-

tures the lifecycle of data objects (creation, usage, modification, deletion) within the 

process; the resource perspective that describes how the process is carried out within 
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the organization and deals with roles and resource assignments; the operational per-

spective that addresses the technical aspects of process execution and specifies the 

elementary process tasks and their assignment to concrete applications or application 

components of the organizations; the context perspective that describes the attributes 

related to the process execution context; the performance perspective, addressing the 

process cost effectiveness. 

 

Flexibility along control flow, data and resource perspectives is widely addressed: 

modeling languages (e.g., BPMN, EPS, C-iEPC, Declare) enable the specification of 

processes where the activities can be skipped, repeated, or their ordering can be cho-

sen depending on the context (at run time).  Some languages (e.g., configurable mod-

els in C-iEPC [La Rosa et al., 2009]) allow for dynamic resource and data manage-

ment.  Flexibility along the context and the operational perspectives, however, are still 

challenging.  

 

Flexibility along the operational perspective would allow the player, for example, to 

not only select an activity to execute from the predefined list, but also to propose an 

alternative that was probably not even thought of at design.  

 

To search for a formalism that would support such flexibility, we appeal to the do-

main of complex reactive systems. 

 

According to [Harel et al., 2008], the design of games and complex reactive systems 

share a common set of challenges: 1) The need to construct a system from a set of 

many interacting small units; 2) The importance of emergent properties, unique char-

acteristics of the global system behavior that emerge from the interaction between the 

small units but are not always evident from the rules of behavior of each of the com-

ponents by its own; 3) The crucial role of visualization and graphics; and 4) the need 

to provide strong tool support that frees the mind and encourages creativity of the 

designers, allowing them to focus on the big picture and the important parts rather 

than on implementation details. 

 

In the games where multiple players are placed in virtual reality (i.e., an “artificial 

life”), each "object" or “actor” of the game is specified as a random automaton send-

ing and receiving stimuli from other objects. The global behavior is the results of the 

interactions between local ones [Gal et al., 2002]. This allows for simulating complex 

behaviors and avoiding repetitive scenarios. 

 

For the specification of unpredictable and flexible game scenarios, the state-oriented 

modeling paradigm and the formalisms of statecharts [Harrel, 1987] can be beneficial. 
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4.3 Applying the statecharts modeling formalism to game processes  

Within the state-oriented paradigm, a process (a game in our case) can be described 

by a set of states and transitions between these states. A game starts at an initial state 

and terminates at a final state. A state transition is triggered when some condition is 

fulfilled. The sequence of states and transitions that leads from the initial state to the 

final state can be seen as a game scenario. 

Activities carried out by a player depend on the current state of the system (the game 

environment in our case) and the game scenario is adapted at run time, according to 

the evolution of the game.  

 

Examples of state-oriented modeling formalisms include state machines in UML 

[Rumbaugh et al., 2004], generic state-transition systems or state machines, such as 

FSM [Plotkin, 1981] or Petri Nets [Murata, 1989], and statecharts by D. Harel [Harel, 

1987] created for the specification and analysis of complex discrete-event systems. 

 

The core difference between state-oriented (and goal-oriented) formalism is the way 

they specify the transition between states (or goals) within a process: whereas some 

formalisms (e.g. Petri Net) state that a transition is a result of an execution of an activ-

ity, the others (e.g., statecharts) state that a transition is a result of a triggering event. 

In the first case, all activities need to be explicitly modeled and thus these formalisms 

do not provide much flexibility compared to activity-oriented formalisms mentioned 

above. Whereas in the second case, only the (desired or undesired) triggering events 

have to be specified. The activities that “produce” these events may remain unknown 

and can be defined at run time. This provides a supplementary degree of flexibility 

along the operational perspective required by urban games.  

 

Following this paradigm, a game scenario specification can be divided into two parts: 

the state-transition part, defined with a set of states and transitions between states and 

their triggering events, and the activity part, defined by a list of activities specified by 

their preconditions and outcomes. The process enactment can be seen as a dynamic 

selection of activities to produce some outcomes (events) that make the process pro-

gress towards its (desired) final state. 

In [Rychkova et al., 2015], we proposed the basis for implementing the state-oriented 

formalism of statecharts for modeling case management processes, where the case 

management scenario, similarly to a game scenario, depends a lot on the context and 

requires flexibility. In [Kushnareva et al., 2015], we elaborated on this basis, propos-

ing an approach for interactive modeling and simulation-based analysis of process 

specifications for crisis management. Again, crisis handling can be easily considered 

as a subject of a game.  This approach is based on statecharts formalism and 

YAKINDU statecharts tools
4
.  

                                                           
4 Yakindu Statechart Tools version 2.4. for Eclipse Luna, 2014, http://statecharts.org/ 
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The state-oriented paradigm allows us to exclude activities from the process design: 

we can state that "any activity is good as soon as it produces a desired outcome". In 

particular, it enables deferred activity planning, that gives more freedom to the pro-

cess participant in choosing an activity that is adapted for a concrete situation.  

The system based on statecharts model cannot be considered as a “management” sys-

tem that automatically defines and executes the scenarios, but rather a “recommenda-

tion” system that only advises the process participant on scenario planning but not 

drives him/her through a sequence of predefined steps. That is why this formalism is 

also beneficial for game design. 

In our vision, the ”a priory” statecharts specification of a game can be analyzed using 

graph theory algorithms. The objective of the analysis is to search and optimize a path 

from some current state of the statecharts model to its target state, representing the 

goal of the game. As a result, the ”best next state to visit”, ”best next transition to 

fire” and, consequently, ”possible activities to execute” are recommended to the play-

er. 

The state-oriented model will address the internal behavior of objects involved in the 

multi-player game in a simulated virtual world. The internal behavior of an object 

describes how this object can react on any external stimuli in any context (i.e. situa-

tion).  

 

This model can be complemented by a model of inter-object behavior [Harel et al., 

2008] that describes how this object interacts with other objects in particular situa-

tions. In [Harel and Marelly, 2003], the inter-object behavior is modeled with scenari-

os that specify the interactions between objects. 

 

In [Harel et al., 2008], the authors state that “the approach makes it possible to de-

scribe behaviors of different parts of the system using different reactive system design 

languages and tools. Among the advantages of this approach is the ability to use exist-

ing analysis tools to understand the game behavior at design time and run time, the 

ability to easily modify the behavior, and the use of visual languages to allow various 

stakeholders to be involved in early stages of building the game.”  

 

Let us illustrate our approach on a simple example inspired from urban games. Figure 

14 represents a statechart that specifies a (gamer’s view on a) game with a state ma-

chine defined at three hierarchical levels. On the higher level, only two states are 

defined: Disconnected and Connected. The transitions between these states are trig-

gered by the events produced by a gamer: e1 – when the gamer connects to the game, 

and e2 – when he/she disconnects. 
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Fig. 14. Example statechart inspired by urban games 

When connected (the second hierarchical level), the gamer can be in one of the three 

(exclusive) states: Navigation, when the player moves in a physical environment (e.g., 

walking on the street or visiting buildings, as shown on the third hierarchical level) 

with an objective to pursue another player, to reach some specific place defined by a 

mission or to search for a clue; Communication, when the player meets an actor or 

another player with whom he/she can communicate in order to search for a clue; Ex-

ploration, when the gamer explores the environment around him/her (e.g., a building) 

in order to search for a clue. 

 

The transitions between these states are defined by logical expressions over events 

(e1, e2, …) . The list of events is presented in Fig. 15. Events can occur as a result of 

a player’s actions (these events are prefixed with Player in the diagram) or can be 

produced by the game environment (these events have the Game prefix). 

 

A black circle in the diagram identifies a substate that will be entered “by default” 

when its parent state is visited: for example, when the Navigation state is entered for 

the first time, its substate “On_the_street” is activated. 

 

A black circle with a H* symbol means “entering the state by history”:  for example, 

once the gamer leaves the Communication or the Exploration state, he/she returns to 

his/her previous position in the Navigation state. 
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Fig. 15. Events list 

The main idea is that the activities that the gamer can execute are not specified at all 

by this model. It only specifies the events that can trigger state transitions. The player 

is free to perform any activities, assuming that they will lead to the generation of a 

desired event. For example, in the Navigation state, the gamer can walk, run, stop, 

turn, take a metro, ride a bicycle etc. Along these lines, while in the Exploration state, 

the gamer can use any means at his/her disposal in order to search for a clue. This 

means that concrete activities can be defined by the player based on particular situa-

tion. This is especially important for urban games, where the game is taking place in a 

real environment. 

 

Obviously, this example is very simple. When the scenario becomes more complex, 

more specific events associated with the game mission will be defined and the player 

behavior will be specified with more details using new hierarchical levels. 

 

The statechart represented on Figure 14 has modeled with the YAKINDU open 

source environment for modeling and simulating statecharts. This model can be simu-

lated and refined, providing more details about the game: new hierarchical levels, 

states, events, and transitions can be specified. 

  

5   Conclusion and Perspectives 

We have presented how context management, intention mining and state-oriented 

adaptive process modeling could be beneficial to game process analysis and model-

ing, in order to better understand the behavior of players during their gaming experi-

ence and provide them with relevant recommendations. This section first summarizes 
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the contributions presented in this article. Finally, as the recent advances presented in 

this article have been developed independently, we present one of our perspectives for 

future work, which consists in integrating them into a single solution.  

5.1 Conclusion: overall approach 

The overall objective of the various contributions presented in this article is to provide 

users of an information system with relevant recommendations, which take into ac-

count their context and their intentions, as illustrated on Figure 16. We propose to 

build a recommendation system based on the model of user behavior using a state-

oriented modeling formalism that integrates context information and intentions of 

users. User intentions are extracted from traces with intention mining algorithms, 

whereas context management relies on Formal Concept Analysis. 

The obtained statecharts can then be used in order to identify the next best state for 

the process according to the current situation of the user and recommend the most 

efficient path towards this next best state. 

 

Fig. 16. Overall approach 

5.2 Perspectives: towards an integrated solution 

To achieve autonomic computing, IBM has suggested a reference model for autonom-

ic control loops [IBM, 2003], which is usually called the MAPE-K (Monitor, Ana-

lyze, Plan, Execute, Knowledge) loop, illustrated on Figure 17. The MAPE-K loop is 

similar to the generic agent model proposed by  [Russel and Norvig, 2003], in which 

an intelligent agent perceives its environment through sensors, and analyzes the ob-

tained information to determine actions to execute on the environment. 

In the MAPE-K loop, the adaptive system represents any software or hardware re-

source that can be adapted to better responds to the changing context. Thus, the adap-
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tive system can for example be an operating system, a specific software component in 

an application (e.g., the query optimizer in a database), a cluster of machines in a grid 

environment, a wired or wireless network, a middleware, but also an adaptive game. 

 

 

Fig. 17. MAPE-K loop architecture 

The elements of the MAPE-K loop and their interactions are presented as follows:  

 

- The monitor function collects the details from the internal and external managed 

resources. For instance, the managed resources in an urban game can be metrics 

(e.g., offered capacities or powers, throughput of the network for distributed 

games, and score), configuration property settings and so on. In addition, the 

monitor function periodically aggregates, correlates, filters this information and 

sends it to the analyzer. With regard to the contributions presented in this article, 

the monitor is responsible for context management and the monitored resources 

are those that appear in the context ontology.  

- In our case, the analyzer function performs the intention mining. Moreover, it 

evaluates whether changes are required in the adaptive system (i.e., whether rec-

ommendations are needed in the game) according to gamer intentions and to the 

information provided by the monitor function. Usually, changes are required 

when the current system does not satisfy the constraints provided by the monitor 

or when a better solution exists that satisfies these new constraints.  In our case, 

the analyzer is in charge of finding the next best state in the statecharts process 

model, relying on context information and on gamer intentions (which are part of 

the knowledge). If changes are required in the system (i.e., in the game), a change 

request is sent to the planner.  

- The planner function structures the actions needed to achieve goals and objec-

tives. The planner creates or selects a procedure to enact a desired alteration in 

the managed resources. The planner’s role is to identify the path that should be 

taken in order to reach the next best state. Thereafter, the plan is passed to the ex-

ecutor. 

- The executor function changes the structure or the behavior of the adaptive sys-

tem (the game), and sometimes also of the adaptive context [Sawyer et al., 2012], 
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according to the information provided by the planner. In our case, it consists in 

actually providing users with recommendations.  

- The knowledge base contains the data shared by the monitor, analyzer, planner 

and executor functions. This shared knowledge, is created/updated by the moni-

tor, analyzer and executor. In our case it gathers in particular the context ontolo-

gy, and the behavior model.   
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