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Abstract

In this paper we explore the role of laugh-
ter in attributing communicative intents to ut-
terances, i.e. detecting the dialogue act per-
formed by them. We conduct a corpus study in
adult phone conversations showing how differ-
ent dialogue acts are characterised by specific
laughter patterns, both from the speaker and
from the partner. Furthermore, we show that
laughs can positively impact the performance
of Transformer-based models in a dialogue act
recognition task. Our results highlight the im-
portance of laughter for meaning construction
and disambiguation in interaction.

1 Introduction

Laughter is ubiquitous in our everyday interactions.
In the Switchboard Dialogue Act Corpus (SWDA,
Jurafsky et al., 1997a) (US English, phone conver-
sations where two participants that are not familiar
with each other discuss a potentially controversial
subject, such as gun control or the school system)
non-verbally vocalised dialogue acts (whole utter-
ances that are marked as non-verbal, 66% of which
contain laughter) constitute 1.7% of all dialogue
acts. Laughter tokens1 make up 0.5% of all the
tokens that occur in the corpus. Laughter relates
to the discourse structure of dialogue and can re-
fer to a laughable, which can be a perceived event
or an entity in the discourse. Laughter can pre-
cede, follow or overlap the laughable, and the time
alignment between them depends on who produces
the laughable, the form of the laughter, and the
pragmatic function performed (Tian et al., 2016).

Bryant (2016) shows how listeners are influ-
enced towards a non-literal interpretation of sen-
tences when accompanied by laughter. Similarly,
Tepperman et al. (2006) shows that laughter can act

1Switchboard Dialogue Act Corpus does not include
speech-laughs.

as a contextual feature for determining the sincerity
of an utterance, e.g. when detecting sarcasm.

Nevertheless there is a dearth of research ex-
ploring the use of laughter in relation to different
dialogue acts in detail, and therefore little is known
about the role that laughter may have in facilitating
the detection of communicative intentions.

Based on previous work and the corpus study
presented in this paper, we argue that laughter is
tightly related to the information structure of a di-
alogue. In this paper, we investigate the potential
of laughter to disambiguate the meaning of an ut-
terance, in terms of the dialogue act it performs.
To do so, we employ a Transformer-based model
and look into laughter as a potentially useful fea-
ture for the task of dialogue act recognition (DAR).
Laughs are not present in a large-scale pre-trained
models, such as BERT (Devlin et al., 2019), but
their representations can be learned while training
for a dialogue-specific task (DAR in our case). We
further explore whether such representations can
be additionally learned, in an unsupervised fashion,
from dialogue-like data, such as a movie subtitles
corpus, and if it further improves the performance
of our model.

The paper is organised as follows. We start with
some brief background in Section 2. In Section 3
we observe how dialogue acts can be classified with
respect to their collocations with laughs and discuss
the patterns observed in relation to the pragmatic
functions that laughter can perform in dialogue. In
Section 4 we report our experimental results for
the DAR task depending on whether the model
includes laughter. We further investigate whether
non-verbal dialogue acts can be classified as more
specific dialogue acts by our model. We conclude
with a discussion and outlining the directions for
further work in Section 5.
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2 Background

2.1 Laughter
Laughter does not occur only in response to hu-
mour or in order to frame it. It is crucial in man-
aging conversations in terms of dynamics (turn-
taking and topic-change), at the lexical level (sig-
nalling problems of lexical retrieval or imprecision
in the lexical choice), but also at a pragmatic (mark-
ing irony, disambiguating meaning, managing self-
correction) and social level (smoothing and soften-
ing difficult situations or showing (dis)affiliation)
(Glenn, 2003; Jefferson, 1984; Mazzocconi, 2019;
Petitjean and González-Martínez, 2015).

Moreover Romaniuk (2009) and Ginzburg et al.
(2020) discuss how laughter can answer or decline
to answer a question, and Mazzocconi et al. (2018)
explore laughter as an object of clarification re-
quests, signalling the need for interlocutors to clar-
ify its meaning (e.g., in terms of what the “laugh-
able” is) to carry on with the conversation.

2.2 Dialogue act recognition
The concept of a dialogue act (DA) is based on
that of the speech act (Austin, 1975). Breaking
with classical semantic theory, Speech Act Theory
considers not only the propositional content of an
utterance but also the actions, such as promising
or apologising, it carries out. Dialogue acts extend
the concept of the speech act, with a focus on the
interactional nature of most speech. DAMSL (Core
and Allen, 1997), for example, is an influential DA
tagging scheme where DAs are defined in part by
whether they have a forward-looking function (ex-
pecting a response) or backward-looking function
(in response to a previous utterance).

Dialogue act recognition (DAR) is the task of
labelling utterances with the dialogue act they per-
form, given a set of dialogue act tags. As with
other sequence labelling tasks in NLP, some no-
tion of context is helpful in DAR. One of the first
performant machine learning models for DAR was
a Hidden Markov Model that used various lexical
and prosodic features as input (Stolcke et al., 2000).

Recent state-of-the-art approaches to dialogue
act recognition have used a hierarchical approach,
using large pre-trained language models like BERT
to represent utterances, and adding some represen-
tation of discourse context at the dialogue level
(e.g., Ribeiro et al., 2019; Mehri et al., 2019). How-
ever Noble and Maraev (2021) observe that with-
out fine-tuning, standard BERT representations per-
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Figure 1: Box plots for proportions of dialogue acts
which contain laughs in SWDA. On the left: proportion
of DAs containing laughter, on the right: proportion of
DAs having laughter in one of the adjacent utterances.

form very poorly on dialogue, even when paired
with a discourse model, suggesting that certain
utterance-internal features missing from BERT’s
textual pre-training data (such as laughter) may
have an adverse effect on dialogue act recognition.

3 Laughs in the Switchboard Dialogue
Act Corpus

In this section we analyse dialogue acts in the
Switchboard Dialogue Act Corpus according to
their collocation with laughter and provide some
qualitative insights based on the statistics.

SWDA is tagged with a set of 220 dialogue act
tags which, following Jurafsky et al. (1997b), we
cluster into a smaller set of 42 tags.

The distribution of laughs in different dialogue
acts has a rather uniform shape with a few out-
liers (Figure 1). The most distinct outlier is the
Non-verbal dialogue act which is misleading with
respect to laughter, because utterances only contain-
ing a single laughter token fall into this category.
However isolated laughs can serve, for example, to
acknowledge a statement, to deflect a question, or
to show appreciation (Mazzocconi, 2019). We will
further conjecture on this class of DAs in Sec. 4.5.

3.1 Method
Let us illustrate our comparison schema using the
other two outliers, Downplayer (make up 0.05%
of all utterances) and Apology (0.04%), comparing
them with the most common dialogue act in SWDA
– Statement-Non-Opinion (33.27%). We consider
laughter-related dimensions of an utterance, and
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Figure 2: Comparison between the pentagonal repre-
sentations of laughter collocations of dialogue acts.

create 5-dimensional (pentagonal) representations
of DAs according to them. Each dimension’s value
is equal to the proportion of utterances of a given
type which contain laughter:

↑ current utterance;

↖ immediately preceding utterance by the same
speaker;

↗ immediately following utterance by the same
speaker;

↙ immediately preceding utterance by the other
speaker;

↘ immediately following utterance by the other
speaker.

For instance, (1) is an illustrative example of the
phenomenon shown in Figure 2.

(1) 2 A: I’m sorry to keep you waiting
#<laughter>.#

Apology

B: #Okay# <laughter>. / Downplayer
A: Uh, I was calling from work Statement (n/o)

We show the representations of all dialogue acts
on Figure 3. We believe that such a depiction helps
the reader form impressions about similarities be-
tween DAs based on their laughter collocations and
notice the ones that stand out in some respects.

To further assess the similarity between dialogue
acts based on their collocations with laughs we
factorise their pentagonal representations into 2D
space using singular value decomposition (SVD).
We can see that dialogue acts form some distinct
clusters. The resulting plot is shown in Figure 6
in Appendix A.1. Let us now proceed with some
qualitative observations.

2Overlapping material is marked with hash signs.

3.2 Observations
Laughter and modification or enrichment of
the current DA We observe a higher proportion
of laughter accompanying the current dialogue act
(↑) when the laughter is aimed at modifying the
current dialogue act with some degree of urgency
to smooth or soften it (Action-directive, Reject, Dis-
preferred answer, Apology), to contribute to its en-
richment stressing the positive disposition towards
the partner (Appreciation, Downplayer, Thanking),
or to cue for the need to consider a less probable
meaning, therefore helping in non-literal meaning
interpretation (Rhetorical question).

While Apology and Downplayer have rather dis-
tinct and peculiar patterns (Fig. 6) discussed in
more detail below, we observe Dispreferred an-
swers, Action directives, Offers/Options/Commits
and Thanking to constitute a close cluster when
considering the decomposed values of the pentago-
nal used for DA representation.

Laughter for benevolence induction and laugh-
ter as a response The patterns observed in rela-
tion to the preceding and following turns reflect
the multitude of functions that laughter can per-
form in interaction, stressing the fact that it can
be used both to induce or invite a determinate
response (dialogue act) from the partner (Down-
player, Agree/Accept, Appreciation, Acknowledge)
as well as being a possible answer to specific dia-
logue acts (e.g. Apology, Offers/Options/Commits,
Summarise/Reformulate, Tag-question).

A peculiar case is the one of Self-talk, often fol-
lowed by laughter by the same speaker. In this case
the laughter may be produced to signal the incon-
gruity of the action (in dialogue we normally speak
to others, not to ourselves), while at the same time
function to smooth the situation, for instance, when
having issues of lexical retrieval, as in (2), or some
degree of embarrassment from the speaker, when
questioning whether a contribution is appropriate
or not, as in (3).

(2) A: Have, uh, really, -
A: what’s the word I’m looking

for,
Self-talk

A: I’m just totally drawing a
blank <laughter>.

Statement (n/o)

(3) B: Well, I don’t have a Mexi-, - Statement (n/o)
B: I don’t, shouldn’t say that, Self-talk
B: I don’t have an ethnic maid

<laughter>.
Statement (n/o)

Apology and Downplayer It is interesting to
comment on the parallelisms of laughter usage in
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Figure 3: Pentagonal representation of dialogue acts: proportions of utterances which include laughter. Dimen-
sions: ↑ current utterance; ↖ immediately preceding utterance by the same speaker; ↗ immediately following
utterance by the same speaker; ↙ immediately preceding utterance by the other speaker; ↘ immediately follow-
ing utterance by the other speaker. DAs are ordered by their frequency in SWDA (left-to-right, then top-to-bottom).

relation to Apology and Downplayer, represented
in Fig. 2 in contrast to Statement-non-opinion, in as
much as their graphic representations are more or
less mirror-images of each other and show how the
dialogue acts are linked by the pragmatic functions
laughter can perform in dialogue.

In both Apology and Downplayer we observe a

rather higher proportion of occurrences in which
the dialogue act is accompanied by laughter (↑)
in comparison to other DAs (Fig. 3). In the case
of Apology, laughter can be produced to induce
benevolence from the partner (Mazzocconi et al.,
2020), while in the case of Downplayer the laughter
can be produced to reassure the partner about some
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situation that had been appraised as discomforting
(classified as social incongruity by Mazzocconi
et al., 2020) and somehow signal that the issue
should be regarded as not important (Romaniuk,
2009; ?), as in (4).

(4) A: I don’t, I don’t think I could do
that <laughter>. #

Statement (n/o)

B: Oh, it’s not bad at all. Downplayer
A: It’s, it’s a beautiful drive. Statement (n/o)

The interesting mirror-image patterns observable
in the lower part of the graph can therefore be ex-
plained by considering the relation between the
two dialogue acts. We observe cases in which an
Apology is accompanied by a laughter, and then
followed by a Downplayer, showing that the laugh-
ter’s positive effect was attained and successful.
This allows us to explain both the bottom left spike
(↙) observed for Downplayer (often preceded by
an utterance by the partner containing laughter) and
the bottom right spike (↘) observed for Apology
(often followed by an utterance by the partner con-
taining laughter). In example (1) both the apology
and the downplayer are accompanied by laughter,
while in (5) a typical example of a laughter accom-
panying an Apology is followed by a Downplayer.

(5) B: I’m sorry <laughter>. # Apology
A: That’s all right. / Downplayer
B: You, you were talking about, uh,

uh,
Summarise

We now turn to the question of whether our qual-
itative observations of patterns between laughs and
dialogue acts can be used to improve a dialogue act
recognition task.

4 The importance of laughter in artificial
dialogue act recognition

4.1 Data
We perform experiments on the Switchboard Dia-
logue Act Corpus (SWDA, 42 dialogue act tags),
which is a subset of the larger Switchboard corpus,
and the dialogue act-tagged portion of the AMI
Meeting Corpus (AMI-DA). AMI uses a smaller
tagset of 16 dialogue acts (Gui, 2005).

Preprocessing We make an effort to normalise
transcription conventions across SWDA and AMI.
We remove disfluency annotations and slashes from
the end of utterances in SWDA. In both corpora,
acronyms are tokenised as individual letters. All
utterances are lower-cased.

Utterances are tokenised using a word piece to-
keniser (Wu et al., 2016) with a vocabulary of

Switchboard AMI Corpus
Dyadic Multi-party
Casual conversation Mock business meeting
Telephone In-person & video
English English
Native speakers Native & non-native speakers
2200 conversations 171 meetings

1155 in SWDA 139 in AMI-DA
400k utterances 118k utterances
3M tokens 1.2M tokens

Table 1: Comparison between Switchboard and the
AMI Meeting Corpus

30,000. We add a special laughter token to the vo-
cabulary and map all transcribed laughter to that to-
ken. We also prepend each utterance with a speaker
token that uniquely identifies the corresponding
speaker within that dialogue.

4.2 The model
To test the effectiveness of BERT for DAR, we em-
ploy a simple neural architecture with two compo-
nents: an encoder that vectorises utterances, and a
sequence model that predicts dialogue act tags from
the vectorised utterances (Figure 4). Since we are
primarily interested in comparing different utter-
ance encoders, we use a basic RNN as the sequence
model in every configuration.3 The RNN takes the
encoded utterance as input at each time step, and its
hidden state is passed to a simple linear classifica-
tion layer over dialogue act tags. Conceptually, the
encoded utterance represents the context-agnostic
features of the utterance, and the hidden state of
the RNN represents the full discourse context.

As a baseline utterance encoder, we use a word-
level CNN with window sizes of 3, 4, and 5, each
with 100 feature maps (Kim, 2014). The model
uses 100-dimensional word embeddings, which are
initialised with pre-trained gloVe vectors (Penning-
ton et al., 2014). For the BERT utterance encoder,
we use the BERTBASE model with hidden size of
768 and 12 transformer layers and self-attention
heads (Devlin et al., 2018, §3.1). In our imple-
mentation, we use the un-cased model provided by
Wolf et al. (2019).

4.3 Experiment 1: Impact of laughter
In the first experiment we investigated whether
laughter, as an example of a dialogue-specific sig-
nal, is a helpful feature for DAR. Therefore, we

3We have experimented with LSTM as the sequence model,
but the accuracy was not significantly different compared to
RNN. It can be explained by the absence of longer distance
dependencies on this level of our model.
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Figure 4: Simple neural dialogue act recognition sequence model

SWDA AMI-DA
F1 acc. F1 acc.

BERT-NL 36.48 76.00 44.75 68.04
BERT-L 36.75 76.60 43.37 64.87
CNN-NL 36.95 73.92 38.00 63.18
CNN-L 37.59 75.40 37.89 64.27
Majority class 0.78 33.56 1.88 28.27

Table 2: Comparison of macro-average F1 and accu-
racy depending on using laughter on the training phase.

train another version of each model: one containing
laughs (L) and one with laughs left out (NL), and
compare their performances in DAR task. Table 2
compares the results from applying the models with
two different utterance encoders (BERT, CNN).
BERT outperforms the CNN on AMI-DA. On

SWDA, the two encoders are more comparable,
though BERT has a slight edge in accuracy, sug-
gesting that it relies more heavily on defaulting
to common dialogue act tags. On SWDA, we see
small improvements in accuracy and macro-F1 for
models that included laughter. For AMI-DA, the
effect of laughter is small or even negative – the
impact of laughter on performance becomes more
clear in the disaggregated performance over differ-
ent dialogue acts. Indeed, laughter improves the
accuracy of the model even on some dialogue acts
in which laughter occurs rarely in the current and
adjacent utterances (see Figure 7 in Appendix A).

Confusion matrices (Figure 5) provide some
food for thought. Most of the misclassifications
fall into the majority classes, such as sd (Statement-
non-opinion), on left edge of the matrix. How-
ever, there are some important exceptions, such as
rhetorical questions, that are misclassified as other
forms of questions due to their surface question-
like form. Importantly, laughter helps to classify
rhetorical questions correctly, this is because in a
conversation it can be used as a device to cancel
seriousness or reduce commitment to literal mean-
ing (Ginzburg et al., 2015; Tepperman et al., 2006)
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Figure 5: Confusion matrices for BERT-NL (top) vs
BERT-L (bottom); SWDA corpus. Solid lines show
classification improvement of rhetorical questions.

Therefore, questions, like the one we show in ex-
ample (6), are easier to disambiguate with laughter.

(6) B: Um, as far as spare time,
they talked about,

Statement (n/o)

B: I don’t, + I think, Statement (n/o)
B: who has any spare time

<laughter>?
Rhetorical Quest.

A: <laughter>. Non-verbal
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4.4 Experiment 2: laughter and pre-training

As previously noted, training data for BERT does
not include features specific to dialogue (e.g.
laughs). We therefore experiment with a large and
more dialogue-like corpus constructed from Open-
Subtitles (Lison and Tiedemann, 2016) (350M to-
kens, where 0.3% are laughter tokens). We used a
manually constructed list of words frequently used
to refer to laughter in subtitles and replaced every
occurance of one of these words with the special
laughter token. We then collected every English-
language subtitle file in which at least 1% of the
utterances contained laughter (about 11% of the
total). Because utterances are not labelled with
speaker in the OpenSubtitles corpus, we randomly
assigned a speaker token to each utterance to main-
tain the format of the other dialogue corpora.

The pre-training corpus was prepared for the
combined masked language modelling and next
sentence (utterance) prediction task, as described
by Devlin et al. (2018).

We analyse how pre-training affects BERT’s per-
formance as an utterance encoder. To do so, we con-
sider the performance of DAR models with three
different utterance encoders: i) FT – pre-trained
BERT with DAR fine-tuning; ii) RI – randomly
initialised BERT (with DAR fine-tuning); iii) FZ –
pre-trained BERT without fine-tuning (frozen dur-
ing DAR training). For the pre-trained (FT, FZ)
conditions we perform two types of pre-training:
i) OSL – pre-training on the portion of OpenSubti-
tles corpus ii) OSNL – same as OSL, but with all the
laughs removed. We fine-tune and test our models
on the corpora containing laughs (L).

We observe that dialogue pre-training improves
performance of the models. Fine-tuned models
also perform better than the frozen ones because
the latter provide less opportunities for the encoder
to be trained for the specific task.

Including laughter in pre-training data improves
F1 scores in most cases, except for the SWDA in
the fine-tuned condition. The difference is espe-
cially pronounced for AMI-DA corpus in the fine-
tuned condition (4.97 p.p. difference in F1). The
question of relevance of movies subtitle data for
either SWDA or AMI-DA can be a subject for fur-
ther study, including the types of laughs in the cor-
pora. It might be the case that nature of AMI-DA
is congruent with those of movie subtitles, since
participants in AMI-DA basically are role-playing
being in a focus group rather than being involved

in a natural dialogue. People might produce laughs
in places only where they intuitively expected by
them to be produced (i.e. humour related), just as
in scripted movie dialogues.

SWDA AMI-DA
F1 acc. F1 acc.

BERT-L-FT 36.75 76.60 43.37 64.87
BERT-L+OSL-FT 41.42 76.95 48.65 68.07
BERT-L+OSNL-FT 43.71 77.09 43.68 64.80
BERT-L+OSL-FZ 9.60 57.67 17.03 51.03
BERT-L+OSNL-FZ 7.69 55.29 16.99 51.46
BERT-L-RI 32.18 73.80 34.88 60.89
Majority class 0.78 33.56 1.88 28.27
SotA - 83.14 - -

Table 3: Comparison of macro-F1 and accuracy with
further dialogue pre-training.

4.5 Experiment 3: Laughter as a non-verbal
dialogue act

In this experiment, following the observations re-
garding the misleading character of Non-verbal
dialogue acts, we looked at the predictions that the
model would give this class of dialogue acts if it
wasn’t aware of the Non-verbal class. To do so, we
mask the outputs of the model where the desired
class was Non-verbal and do not backpropagate
these results. We used the BERT-L-FT for this
experiment. After training we tested the resulting
model on the test set containing 659 non-verbal
dialogue acts, 413 of which contain laughter.

For 314 (76%) of such dialogue acts the model
has predicted the Acknowledge (Backchannel) class
and for 46 (11%) – continuations of the previous
DA by the same speaker. The rest were classified
as either something uninformative (the Abandoned
or Turn-Exit or Uninterpretable class) or, from
manual observation, clearly unrelated.

Acknowledge (Backchannel) can cover some
uses of laughter, for instance, to show to the in-
terlocutor acknowledgement of their contribution,
implying the appreciation of an incongruity and
inviting continuation, functioning simultaneously
as a continuer and assessment feedback (Schegloff,
1982), as in example (7).

(7) (We mark continuations of the previous DA by the same
speaker with a plus, and indicate misclassified dialogue
acts with a star. Laughs shown in bold constitute
Non-verbal dialogue acts)

4Kozareva and Ravi (2019)
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B: Everyone on the boat was
catching snapper, snappers ex-
cept guess who.

Statement (n/o)

A: <laughter> It had to be you. Summ./reform.
B: <laughter> I ca-, I, - Uninterpretable
A: Couldn’t catch one to save

your life. Huh.
Backchannel∗

B: That’s right, Agree/Accept
B: I would go from one side of

the boat to the other,
Statement (n/o)

B: and, uh, +
A: <laughter>. Backchannel
B: the, uh, the party boat cap-

tain could not understand, you
know,

+

B: he even, even he started bait-
ing my hook <laughter>,

Statement (n/o)

A: <laughter>. Backchannel
B: and holding, holding the, uh,

the fishing rod.
+

A: How funny, Appreciation

Nevertheless, these two cases clearly cannot ac-
count for all the examples discussed in the litera-
ture (e.g. standalone uses of laughter as signal of
disbelief or negative response to a polar question
Ginzburg et al., 2020) and above in Sec. 3.2. Future
models will therefore require a manual assignment
of meaningful dialogue acts to standalone laughs.

5 Discussion

The implications of the results obtained are twofold:
showing that laughter can help a computational
model to attribute meaning to an utterance and
help with pragmatic disambiguation, and conse-
quently stressing once again the need for integrat-
ing laughter (and other non-verbal social signals)
in any framework aimed to model meaning in inter-
action (Ginzburg et al., 2020; Maraev et al., 2021).

Our results provide further evidence (e.g. Torres
et al. (1997); Mazzocconi et al. (2021)) for the fact
that non-verbal behaviours are tightly related to
the dialogue information structure, propositional
content and dialogue act performed by utterances.
Laughter, along with other non-verbal social sig-
nals, can constitute a dialogue act in itself convey-
ing meaning and affecting the unfolding dialogue
(Bavelas and Chovil, 2000; Ginzburg et al., 2020).

In this work we have shown that laughter is a
valuable cue for DAR task. We believe that in
our conversations laughter is informative about in-
terlocutors’ emotional and cognitive appraisals of
events and communicative intents. Therefore, it
should not come as a surprise that laughter acts as
a cue in a computational model.

On the question of laughter impact on the dia-
logue act recognition (DAR) task, this study found

that laughter is more helpful in SWDA corpus than
in AMI-DA. Due to the nature of interactions over
the phone, SWDA dialogue participants can not
rely on visual signals, such as gestures and facial
expressions. Our results support the hypothesis that
in SWDA, vocalizations such as laughter are more
pronounced and therefore more helpful in disam-
biguating dialogue acts. This may also explain why
our best models perform better on SWDA: more of
the information that interlocutors and dialogue act
annotators rely on is present in SWDA transcripts,
whereas AMI-DA annotators receive clear instruc-
tions to pay attention to the videos (Gui, 2005).
This finding is consistent with that of Bavelas et al.
(2008) who demonstrate that in face-to-face dia-
logue, visual components, such as gestures, can
convey information that is independent from what
is conveyed by speech.

Laughter can be used to mark the presence of
an incongruity between what is said and what is
intended, coined as pragmatic incongruity by Maz-
zocconi et al. (2020). In those cases laughter is
especially valuable for disambiguating between lit-
eral and non-literal meaning, as we have shown for
rhetorical questions, a task which is still a struggle
for most NLP models and dialogue systems.

There is abundant room for further study of how
laughter can help to disambiguate communicative
intent. Stolcke et al. (2000) showed that the spe-
cific prosodic manifestations of an utterance can be
used to improve DAR. With respect to laughter, the
form (duration, arousal, overlap with speech) can
be informative about its function and position w.r.t.
the laughable (Mazzocconi, 2019). Incorporating
such information is crucial if models pre-trained on
large-scale text corpora are to be adapted for use in
dialogue applications.
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A Supplementary materials

A.1 Collocations of laughs and dialogue acts
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Figure 6: Singular value decomposition of pentagonal representations of dialogue acts. For a selection of dialogue
acts (in purple) we depict their pentagon representations.
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A.2 Model performance in DAR task
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