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Abstract

We establish uniform with respect to the Mach number regularity estimates for the isentropic compressible Navier-
Stokes system in smooth domains with Navier-slip condition on the boundary in the general case of ill-prepared initial
data. To match the boundary layer effects due to the fast oscillations and the ill-prepared initial data assumption, we
prove uniform estimates in an anisotropic functional framework with only one normal derivative close to the boundary.
This allows to prove the local existence of a strong solution on a time interval independent of the Mach number and to
justify the incompressible limit through a simple compactness argument.

Résumé: Nous établissons des estimations de régularité uniformes par rapport au nombre de Mach pour le systeme de
Navier-Stokes compressible isentropique dans les domaines réguliers avec condition de Navier au bord dans le cas
général de données initiales mal préparées. Pour &tre cohérent avec les effets de couche limite dus aux oscillations
rapides et a ’hypotheése de données initiales mal préparées, nous prouvons des estimations uniformes dans un cadre
fonctionnel anisotrope avec une seule dérivée normale proche du bord. Ceci permet de prouver I’existence locale d’une
solution forte sur un intervalle de temps indépendant du nombre de Mach et de justifier la limite incompressible par un
argument de compacité simple.
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1. Introduction

In this paper, we consider the following scaled isentropic compressible Navier-Stokes system (CNS ),
0,0% + div (p°u®) = 0,
0,(p°u®) + div (p°u® ® u®) — div Lu® +

Wli—o = MS,,0|t:O = Pf),

VP(p©)

g2

=0, tx)eR, xQ (1.

where Q c R? is a smooth bounded domain, p°(t, x) and u®(t, x) are the density and the velocity of the fluid respectively,
P is the pressure The viscous stress tensor takes the form:

1
Luf = 2uSu® + Adiv ufld, Su® = E(Vus + V'u®).

Here, u, A are viscosity parameters that are assumed to be constant and to satisfy the condition: g > 0,2u + 31 > 0. The
parameter ¢ is the scaled Mach number which is assumed small, that is & € (0, 1].

Since we are considering the system in a domain with boundaries, we shall supplement the system (1.1) with the
Navier-slip boundary condition
u®-n=0, TI(Su’n)+allu®*=0 ondQ (1.2)

where n is the unit outward normal vector and a is a constant related to a slip length (our analysis can be easily extended
to a a smooth section of 7*0Q®7T 0Q). We use the notation I1f for the tangential part of a vector f, I1f® = f*—(f*-n)-n.
Let us remark that Navier-slip boundary conditions can be expressed as a non-homogeneous Dirichlet condition on
curl u X n,

curl u X n = 2I1(—au + Dn - u) on Q.

The special case curl u X n = 0 corresponds to the choice a = Dn.

The aim of this paper is to study the uniform regularity (with respect to €) and the low Mach number limit of
system (1.1). Formally, due to the stiff term W;(f'), the pressure (and hence the density p?) is expected to tend to a
constant state. One thus expects to obtain in the limit a solution to the following incompressible Navier-Stokes system:

50’ + div (u® @ u®)) — Au® + Vi = 0,

divu’ = 0, (t,x) e R, x Q
uolt:() = Mg,

Won=0, ISun)+all’ =0 (¢ x) R, xQ.

(1.3)

This limit process is therefore frequently referred to as the incompressible limit.

The rigorous justification of this limit process has been studied extensively in different contexts depending on the
generality of the system (isentropic or non-isentropic), the type of the system (Navier-Stokes or Euler), the type of
solutions (strong solutions or weak solutions), the properties of the domain (whole space, torus or bounded domain
with various boundary conditions), as well as the type of the initial data considered (well-prepared or ill-prepared).
Roughly speaking, in the case of the compressible Euler system, one proves first that the local strong solution exists on
an interval of time independent of the Mach number, and then compactness arguments are developed to pass to the
limit. In the case of the compressible Navier-Stokes system, one can either try to use the same approach as for the
inviscid case (prove the existence of a strong solution on an interval of time independent of the Mach number and then
try to pass to the limit) or try to pass to the limit directly from global weak solutions. Both approaches have been used
in domains without boundaries (whole space or torus), nevertheless when a boundary is present the question of uniform
regularity for general data is more subtle, as we shall see below, and has not been addressed.

More precisely, the mathematical justification of the low Mach number limit was initiated by Ebin [14], Klainerman-
Majda [30, 31] for local strong solutions of compressible fluids (Navier-Stokes or Euler), in the whole space with well-
prepared data (div uj = O(e), VP = O(£%)) and later, by Ukai [50] for ill-prepared data (div ug = O(1), VP = O(e)).
In the latter case, there are acoustic waves of amplitude 1 and frequency ! in the system. These works were extended
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by several authors in different settings. For instance, one can refer to [2, 5, 39, 40] for the non-isentropic system and
ill-prepared initial data whenever the domain is the whole space or the torus, and also [29, 45] for bounded domains
with well-prepared initial data. Uniform (in Mach number) regularity estimates for the non-isentropic Euler equations
in a bounded domain are established in [1]. The low Mach number limit of weak solutions for the viscous fluid system
(1.1) was studied by Lions and the first author [32], [33] where the convergence of the global weak solutions of the
isentropic Navier-Stokes system towards a solution of the incompressible system is established. The result holds for
ill-prepared initial data and several different domains (whole space, torus and bounded domain with suitable boundary
conditions). In general, for ill-prepared data, one can only obtain weak convergence in time, nevertheless, by using the
dispersion of acoustic waves in the whole space, Desjardins and Grenier [11] could get local strong convergence. There
are also many other related works, one can see for example [2, 4, 6, 8, 10, 15, 19, 23, 26, 34]. For more exhaustive
information, one can refer for example to the well-written survey papers by Alazard [3], Danchin [9], Feireisl [17],
Gallagher [21], Jiang-Masmoudi [28], Schochet [46].

Let us focus now more specifically on the study of the low Mach limit of the isentropic compressible Navier-Stokes
(CNS), system in domains with boundaries with ill-prepared initial data, which is more related to the interest of the
current paper. As mentioned above, Lions and Masmoudi [32] studied the convergence of weak solutions to (CNS ),
in bounded domains with Navier-slip boundary condition. Later on, for low Mach limit in bounded domains with
Dirichlet boundary condition, the authors in [12, 27] noticed that, under some geometric assumption on the domain,
the acoustic waves are damped in a boundary layer so that local in time strong convergence (Ltz,x) holds. Recently, this
result is extended by Feireisl et al [18] and Xiong [52] to the case of Navier-slip boundary conditions with a of the
order £™2. In this case, the boundary layer effect is comparable to the one in the Dirichlet case. One can also refer to
[13, 15, 16] for the justification of convergence in unbounded domains by using the local energy decay for the acoustic
system. Without one of the above properties of the domain, strong convergence does not hold for ill-prepared data.

In the current paper, our aim is to obtain uniform (with respect to £) high order regularity estimates for (CNS), in
bounded domains with ill-prepared initial data, in order to get the existence of a local strong solution on a time interval
independent of . There are only a few papers addressing this issue. In [42], the authors establish uniform global (for
small data) H? estimates under a (very) well-prepared initial data assumption, namely the second time derivative of the
velocity needs to be uniformly bounded initially. For ill-prepared initial data, the situation is more subtle and a uniform
H? estimate, even locally in time, cannot be expected. Indeed, at leading order, after linearization and symmetrization,
the system (1.1) becomes:

0

o,U® 1LU‘E—
U e div Lu?®

):0’ L:(O div

_ £ £ 3
v 0 ) U= (0" u’) e RxR3. (1.4)

Due to the presence of the diffusion term as well as the singular linear term, a boundary layer correction to the highly
oscillating acoustic waves appear and create unbounded high order normal derivatives of the velocity. Note that here,
we do not start from a small viscosity problem, nevertheless, at the scale 7 = ¢/ of the acoustic waves the system (1.4)
behaves like a small viscosity perturbation of the acoustic system. For example, in the easiest case where the boundary
is flat (for example Q = R?), we expect the following expansion of the solutions to (1.4) involving boundary layers

3
o(t,x) = oL, x) + 208 x, )+

B (t z
u (_at7 X, _)
ut(t, x) = uf(L,1,x) + \/5( Lrhe 0 Ve

1.5
)+su§ é,t,x,\/ig)+~~ (15)

where x = (y,2), z > 0, which suggests that [lucll 2z, lu5ll 242, lo®ll 25 can be uniformly bounded whereras
10,(c®, u®)||;2 and ||63u$||Lz will blow up as € tends to 0.
1,x ~ 1,x

In order to get uniform high order estimates, we shall thus need to use a functional framework based on conormal
Sobolev spaces that minimize the use of normal derivatives close to the boundary in the spirit of [35, 36] (conormal
Sobolev spaces have been widely used to study initial boundary value problems for parabolic and hyperbolic equations,
see for example [47], [25, 49], [22, 38, 41]). Nevertheless, note that here we have to handle simultaneously the fast
oscillations in time and a boundary layer effect so that the difficulties and the analysis will be different from the ones
in [43, 51] where compressible slightly viscous fluids are considered. Indeed, the energy estimates for conormal
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derivatives cannot be easily obtained since for example tangential vector fields do not commute with the singular part
of the system, while in order to include ill-prepared data, it will be impossible to get uniform estimates for high order
time derivatives as it is done in [43, 51] in the study of the inviscid limit. We shall explain more these two difficulties
below after the introduction of the various norms used in this paper.

1.1. Conormal Sobolev spaces and notations.

To define the conormal Sobolev norms, we take a finite set of generators of vector fields that are tangent to the
boundary of Q: Z;(1 < j < M). Due to the appearance in (1.5) of the fast scale’ variable é, it is also necessary to
involve the scaled time derivative Z; = £d;. We set

Z'=27--Zy", 1= (ag,ay,---ay) € NM*

Note that Z! contains not only spatial derivatives but also the scaled time derivative £8,. We introduce the following
Sobolev conormal spaces: for p = 2 or +co,

LYH? = {f € L”([0,1], L*(Q)), Z' f € L”([0, 1], L*()), || < m},

co

equipped with the norm:

1
Wb = Z 1Z" fllzro.n.22 () (1.6)

[|<m
where |I| = ag + - - - ay. For the space modeled on L™, we shall use the following notation for the norm:

Il Mmoo = Z 1Z" £l qo.xe- (1.7)

[I|l<m

Since the number of time derivatives and spatial conormal derivatives need sometimes to be distinguished, we shall
also use the notation:

Wlgger = Y 12 Algoaize (1.8)

I=(k,D)k<j|I|<l

and to simplify, we will use H/ = H*°. To measure pointwise regularity at a given time  (in particular also with ¢ = 0),
we shall use the semi-norms

F Ol = DN HOIe, 1Ol = D, 12 F Dl (1.9)

[|<m I=(k,D),k<j|T|<l
Finally, to measure regularity along the boundary, we use

[s]

[flzr ason) = Z 188, fl1ro.0,15-1002) - (1.10)
70

Let us recall, how the vector fields Z;, 1 < j < M can be defined. We consider Q € R3 a smooth domain (the
following construction and our results are actually valid as long as the boundary of Q can be covered by a finite number
of charts), therefore, there exists a covering such that :

QcQUY, Q, QeQ, QnNiQ+o, (1.11)

and Q; N Q is the graph of a smooth function z = ¢;(x1, x2).

In Qp, we just take the vector fields di, k = 1, 2, 3. To define appropriate vector fields near the boundary, we use
the local coordinates in each €; :

D;: (=06;,0) x(0,6) > QNQ

(y’ Z)t - (Di(y’ Z) = (y’ Qol(y) + Z)t
4

(1.12)



and we define the vector fields (up to some smooth cut-off functions compactly supported in ;) as :
Z, = 0y = O + Oppid3, k=1,2 Z, = ¢(2)(019101 + 02102 — 03), (1.13)

where ¢(z) = I%Z, and 0k, k = 1,2, 3 are the derivations with respect to the original coordinates of R3. We remark that if

Q = R3, the conormal vector fields can be defined globally due to the flat boundary:

2y =01, 7y = 0y, 73 = ——..
1+z

We shall denote by n the unit outward normal to the the boundary. In each Q;, we can extend it to Q; by setting

1
n(®;(y,2)) = NN’ N(@;(y,2)) = (010i(y), D20i(y), —1)".

In the same way, the projection on vector fields tangent to the boundary,
[M=Id-n®n
can be extended in €; by using the extension of n.
Let us observe that by identity
(Opue) = II((Vu)n) = 2I1(Su) — [1((Du)n)
with [(Vu)n]; = Z;:I n;0;u;, [(Du)n]; = 2;21 0;u;n;, the boundary conditions (1.2) can be reformulated as:
u-nlgg =0, TI(Onu) = I[-2au + (Dn)u] (1.14)

where [(Dn)u]; = 23:1 omju;.

1.2. Main results.
Let us introduce the new unknown . _
e _ PO~ Pp)
A ,

where p is a positive constant state, we can rewrite the system (1.1) into the following form which is more convenient
to perform energy estimates:

g1(e0®)(0,0° + u® - Vo¥) + di\;us =0,
22(e0®)(Ou® + u® - Vu®) — div Lu® + Vz-g =0, (t,x) eR, xQ (1.15)
w0 = g, 0°li=0 = 0.
where the scalar functions g, g, are defined by
&) =p° =P '(P+5), gi(s)=(ng)'(s); s>-P=-Pp). (1.16)

In order to establish uniform energy estimates, we shall use the following quantity
N (0%, u%) = Ep (0%, u°) + A r (0, u°)
where &,,7 contains L? (in space) type quantities
Enr (08, u) = |I(0%, ME)HL;“’H"’ +[IV(o*, ME)||L;°HZ;20L2TH;?;*1
2 2
+ &0, u)lz i, + IV, ot + IV ol o) + VT llpg 2, (117)
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and A, r involves L™ (in space and time) type quantities
. 1
A (0 1%) = IVulocor +1(Vo®, divu®, £2 Vi)l jns o 7 + 10, ) jmet) o 7
+ sIVugl[%],m’T + &l(o?, MS)I[mTH]’OO’T. (1.18)

Note that the norms involved in the above definitions are defined in (1.6)-(1.8). See also Remarks 1.4, 1.5 and 2.5 for
the comments on the norms appearing in &, 7 and A,, 7.

Before stating our main result, we introduce the following definition.

Definition 1 (Compatibility conditions). We say that (o, ug) satisfy the compatibility conditions up to order m if:

(e0Yuf|_,-n =0, [S((£0,)u’|i=0)n] = —all[(£d,)Y uli=g] on 0L, j=0,1---m—1.

Note that the restriction of the time derivatives of the solution at the initial time can be expressed inductively by
using the equations. For example, we have

) 1 )
(£0,u°)(0) = — (—eug - Vug + ediv Lug — Vo).
0

We thus define the admissible space for initial data as

Y, = {(crg, uf) € HX(Q)*,  YE(0%, uf) < +oo,

(07§, ugy) satisfy the compatibility conditions up to order m}

where
Yool uf) = el )l + 10, u)O)lag, + 1V, 4"}l
+ 20, V) Ol (1.19)
<[z

by using our notation (1.9). Note that as explained above, by using inductively the equations to express the time
derivatives Y, (0§, uf) can indeed be expressed in terms of the initial data only.

The following is our main uniform regularity result:

Theorem 1.1 (Uniform estimates). Given an integer m > 6 and a C"™** smooth bounded domain Q. Consider a family
of initial data such that (o, ug) € Yy, and

sup Y, (05, ug) < +oo,
£€(0,1]

—tP <eof(x) < Ple, YxeQ,e€(0,1],

where 0 < ¢ < 1/4 is a fixed constant, P = P(p). There exist gy € (0, 1] and Ty > 0, such that, for any 0 < & < &, the
system (1.15),(1.2) has a unique solution (o°, u®) which satisfies:

—28P < 80°(1,x) < 2PJ, V(1 x) € [0, To] X Q, (1.20)
and
sup N1, (0%, u®) < +00. (1.21)
£€(0,&0]

Let us begin with a few comments about the above assumptions and our result.



Remark 1.2. In view of (1.20), there exists cq € (0, 1], such that:
co < p°(t,x) = ga(eo) < 1/co V(1 x) € [0, Tp] X Q
Moreover, as a consequence of (1.21), the following uniform estimates hold:

sup ([l(c, HE)HL‘; Ho g2 H T IV(c®, '48)||L°T° H2n12 Bl [V(o®, t")lo,cos) < +00,
SG(O,SU] 0 0 0 0

in particular, we have a uniform estimate for ||V(0®, u®)||z=(0,7,1x)-

Remark 1.3. Because of the compatibility conditions, the assumption sup . 1) Yu(0¥, ug) < +0o imposes that the data
are prepared (in the sense that it may depend on €) on the boundary. Nevertheless, this is compatible with the fact that

(divu®, Vo?) = 0(1)

in the domain and thus ill-prepared data in the usual sense. Indeed, note that Y,, clearly contains smooth functions
which vanish identically near the boundary. This kind of compatibility conditions also appears in the study of the
incompressible limit of the Euler system in bounded domains [1].

Remark 1.4. The control of the weighted time derivatives (€3,)* up to highest order k = m : ||(c%, u?)|| Lo is available
since time derivation commute with the space derivation. Moreover,

lI(o*, ME)”LL’;HW‘nL;Hg;, < Emr (0%, u°). (1.22)

co

In other words, we can control the highest number of derivatives in the L>L* norm but lose the uniform control of the
highest space conormal derivatives in L°L2. This is due to the bad commutation properties of the space conormal
derivatives with the singular part of the system.

Remark 1.5. The solution constructed in Theorem 1.1 is a strong solution in the sense that for € > 0 fixed (0%, u®) €
L>([0, Tol, H' x H?), u® € L*([0, Tol, H?). Note that we further have a uniform control of the L;"’H’”‘1 N LtzH"’ norms
in every compact set in the interior of the domain. Nevertheless, due to boundary layer effects (see (1.5)), we cannot
expect uniform estimates for higher order normal derivatives near the boundary.

To prove Theorem 1.1, the crucial step is to show the following uniform a priori estimate which is the heart of this
paper:
Proposition 1.6. Let ¢ € (0, 1] be such that:
Vs e[ =3P, 3P[e], co < gils) < 1/co, i= 1,2, 181 8)lem([acpapse]) < /0 (1.23)
where ¢ is such that for some T € (0, 1] the following assumption holds:
- 3¢P < ec®(t,x) < 3P/¢ Y(t,x) € [0,T] x Q,Ve € [0, 1]. (1.24)

Then, there exists C(1/cy) > 0 and an polynomial Ay (Whose coefficients are independent of &), such that, for any
€ € (0, 1], we have for a smooth enough solution of (1.15) on [0, T] the following estimate :

1 1
N,%LT(O'E, u®) < C(C—)Y,%l(ag, ug) + (T + s)%Ao(C—, N (0f, u®)), (1.25)
0 0
where Y, (07, ug) is defined in (1.19).

This proposition is the consequence of Proposition 2.1 and 3.1, which will be established in Section 2 and Section
3 respectively.

By combining the uniform estimates (1.21) stated in Theorem 1.1 with a compactness argument, we get the
following convergence result:



Theorem 1.7 (Convergence). Under the assumptions of Theorem 1.1, let (0, u®) the solution defined on [0, Ty] given
by Theorem 1.1 and assume that uf, converges strongly in L*(Q) to some ug when ¢ tends to zero. Then, as € tends to
zero, p° (defined by (1.16)) converges to p in L=([0, To] X Q) and u® converges in Lfv([O, Tol, L*(Q)) (weak convergence
in time) to u® such that

W’ e LY HO" ™ 0 L HO", Vi € L HO ' 0 L([0, To] X Q). (1.26)

Moreover, u° is the (unique in this class) weak solution to the incompressible Navier-Stokes system with Navier
boundary condition (1.3).

Note that L%O‘H 0 is defined in (1.8) and involves only spatial conormal derivatives.

Remark 1.8. Due to the absence of uniform estimate for the second order normal derivatives and thus also for the
strong trace of the normal derivative, u® has to be interpreted as the weak solution to (1.3) in the following usual sense:
for any ¢ € C*([0, To] x Q) with divy = 0,y - n|go = 0, the following identity holds: for every 0 <t < Ty,

,Z)f(uo'Lﬁ)(t,-)dx+,uff Vuo-wdxds+pf U’ - Vi) -y dxds
Q / O

=p f ) - )0,y dx +p f f u® - O dxds + u f f M(-2au’ + (Dn)u®) -  dS ,ds.
Q f 0 oQ

where Q; = [0,t] X Q and dS , denotes the surface measure of €.

(1.27)

Remark 1.9. The convergence is weak in the time variable due to the lack of uniform estimate for d,(0°, u®). This
cannot be improved since in our bounded domain setting, there is no large time dispersion effect for the acoustic waves,
and since because of our Navier boundary conditions with fixed slip length, there is no damping in the boundary layers
of the acoustic waves. Nevertheless, if Q is changed into an exterior domain, the strong convergence in time can be
shown by using the RAGE Theorem [15, 20], see Section 6 for this aspect.

Note that when ¢ tends to zero, we have convergence of the whole family u® and not only of subsequences due to
the uniqueness for the limit system at this level of regularity.

1.3. Difficulties and strategies.

We shall now explain the main difficulties and the main strategies in order to prove Proposition 1.6. As already
mentioned the main feature of our problem is the presence of both fast time oscillations and a boundary layer in space.
These two aspects are well-understood when they occur separately, but in order to handle them simultaneously some
new ideas will be needed.

On the one hand, concerning the inviscid limit problem, one controls [35, 43, 51] the high order tangential
derivatives by direct energy estimates, and then uses the vorticity to control the normal derivatives. Nevertheless,
for the system with low Mach number, even the tangential derivative estimates are not easy to get, since the spatial
tangential derivatives do not commute with V, div, defined with the standard derivations in R3, and thus create singular
commutators. Without this a priori knowledge on the tangential derivatives, the estimate of the vorticity cannot be
performed as in [35] [36] because of the consequent lack of information on its trace on the boundary. On the other
hand, for the compressible Euler system with low Mach number, uniform high regularity estimates are established
for example in [1]. One can get uniform H*(s > 5/2) estimates by using first £0, derivatives and then recover space
derivatives by using the equations to estimate the divergence of the velocity and the gradient of the pressure and a direct
energy estimates for the vorticity which solves a transport equation with a characteristic vector field. Here, in the case
of viscous fluids, we face again the fact that the estimates of the vorticity are challenging due to the lack of information
on its trace on the boundary at this stage.

In order to get the missing information, we shall first use the Leray projection (the precise definition (2.2) is in
Section 3) to split the velocity into a compressible part and an incompressible part: u* = V¥? +v°. On the one hand, the
compressible part V¥ of the velocity can be controlled by div #® thanks to standard elliptic theory and hence by using
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the mass conservation equation and the energy estimates for €9, derivatives. On the other hand, the incompressible
part v solves, up to the control of non-local commutators, a convection-diffusion equation without oscillations, and
thus one can use direct energy estimates to get a control of |[v?|| Lo H! and ||[VV¥]| [2H Note that we cannot estimate
the maximal number of derivatives m due to the lack of structure of the coupling terms involving the compressible
part in the energy estimates. The key point here is that the diffusion (which on the other hand creates new difficulties
in the control of the vorticity) allows to get the estimate of ||Vv?|| 2. This is still not enough to close an estimate
since, because of the time oscillations, we cannot use Sobolev embedding in time to control ||Vv¥|| = yn-2 as it is done
in small viscosity problems for compressible fluids (see for example [43], [51]). Here, we only have estimates for
powers of €0, instead of d,. Nevertheless, with the additional information obtained from v*, we can then reduce the
matter to the study of [|w® X nl| »m-> Where w* is the vorticity, which solves the heat equation with a non-homogeneous
Dirichlet boundary condition which can be controlled from the previous estimates. We shall get the estimate by using
the Green’s function of the heat equation.

Outline of the proof of Theorem 1.1. The uniform energy estimates will be more precisely achieved in the
following steps: (we shall skip the £ dependence in the notations for the sake of simplicity).

Step 1: Uniform high-order £0; derivatives and c—dependent high-order conormal derivatives. In this step,
we aim to prove two kinds of estimates. Namely, uniform estimates for high order &, derivatives, ||(c, u)|| »#~, and
e—dependent estimates: &l|(o, w)llz=mz, €ll(Vor, div w)| LoHn - On the one hand, since the time derivative £0, commutes
with the spatial derivatives, we can get uniform estimates for high order time derivatives. Note that we use £d, instead
of 0, since we are dealing with ill-prepared data. On the other hand, as the spatial conormal vector fields do not
commute with V, div, the singular part of the system, we need at this stage to add this additional & weight to control
the commutator.

Step 2: Uniform estimates for the incompressible part of the velocity. Let us denote by v = Pu, and V¥ = Qu
the incompressible and compressible part of the velocity respectively, where P, QQ are defined in (2.2). By applying the
projection [P on the equation for the velocity and expanding the boundary conditions, we find that v solves:

&

POV —uAv + Vg + ELedu+ gou-Vu=0 in Q
(1.28)
v-n=0, TII(0,v)=1I(-2au+Dn-V¥+Dn-u) on 9Q
where
_ & -1
Vg = —-Q( g0 + gou - Vu — uAv).

Note that the first boundary condition v - n = 0 is due to the definition of the projection [P while the second boundary
condition is deduced from (1.14). The incompressible part v interacts with the compressible part V¥ through the source
term and the boundary condition. Due to the absence of singular terms, one can get the uniform estimates for v (namely
IVl gt and IVl 2 gm-1) by direct energy estimates. Nevertheless, for latter use in the proof, we need to track in the
energy estimates the counts of time and spatial conormal derivatives.

Step 3: Uniform estimates for the compressible part of the system. In this step, we aim to get the control of
I(Vor, div )|l gym-2n 251 - This can be done by using the equations and induction arguments. Indeed, by rewriting the
system (1.15),

—divu
Vo

g180,0 + egu- Vo,

g280:u + g(gou - Vu — div Lu).
In view of the above two equations, one can ’trade’ one spatial derivative by one (small scale) time derivative £9,. We
can thus recover the high order spatial (conormal) derivatives by using iteratively this observation.

Step 4: Control of L H™-2 norm of Vu. In this step, we aim to get an uniform control of ||Vu|| g2 Which is

co
quite useful to control L%, type norms. The difficulty is the estimate close to the boundary. We can work in a local chart
Q. In light of the identities

Ontt-m = divu — (10, u)" — (110y,u)*, T(Iu) = M(w X n) — T[(Dn)ul,
9



where n is an extension of the unit normal and IT projects on (n)*, it suffices to control ||w X n| LoH2 We remark that
the advantage of working on w X n rather than w is that the boundary condition for w X n (see (2.33)) only involves
lower order terms on the boundary. To estimate w X n, a natural attempt, used in [35], is to perform energy estimates on
the equation for the "'modified vorticity’ w = w X n + 2I1(au — (Dn)u) and to take advantage of the fact that w vanishes
on the boundary. However, the equations for w still involve a stiff term éVJ'(T, which is obviously an obstacle to obtain
uniform energy estimates. We shall thus instead use a lifting of the boundary conditions by using Green’s function for
the solution of the heat equation with non-homogenous boundary conditions and estimate the remainder by energy
estimates.

Step S: L7, estimates. The control of the L7, norms contained in A, 7 mainly stems from the Sobolev embedding
and the maximum principle for the system solved by the vorticity. Note that at this stage, it is crucial to use the direct
L H™ ! for (o, u) and L° H™2 for V(o, u) estimates obtained in the previous steps since because of the fast oscillations
in time, uniform L* estimates in time cannot be deduced from a Sobolev embedding in time.

The case Q = R? where the boundary is flat can also be treated following the above steps and is indeed easier to
analyze. Indeed, the spatial tangential derivatives can be controlled directly through energy estimates without weight in
&, since in this case the derivatives d,; commute with div or V. The use of the step with the Helmholtz-Leray projection
is thus not necessary. The details can be found in the PhD thesis [48] (see pages 39-40 and Section 6.8).

In a companion paper [37], we strengthen the strategies used in this paper to deal with the low Mach number
limit problem for the free surface compressible Navier-Stokes system, where we are forced to deal with strong enough
solutions in the absence of a suitable theory of weak solutions.

Organization of the paper. We will prove Proposition 1.6 by establishing uniform control of energy norms
Emr and L7, type norms A, r which is achieved in Section 2 and Section 3 respectively. Section 4 is then devoted
to the proof of Theorem 1.1. In Section 5, we will justify the incompressible limit. Some remarks will be given in
Section 6 regarding to the incompressible limit in exterior domain. In the appendix, we gather some useful product and
commutator estimates as well as the proofs of some technical lemmas.

2. Uniform estimates-energy norm

In this section, we establish the a-priori estimates for the energy norm &, 7. Again, for notational convenience, we
skip the e—dependence of the solutions.

Proposition 2.1. [If the estimates (1.24) (1.23) are satisfied, then we can find a constant Ci(1/cy) that depends only on
1/co and a polynomial A whose coefficients are independent of €, such that for a smooth enough solution of (1.15), the
following estimate holds on [0, T] for € € (0, 1]:

m,T —

1 o1
Epr < CH (Y00, ) + (T + &) A(—, Ninr). 2.1
0 0

As explained in the introduction, to overcome the difficulty due to the nontrivial commutators between the
tangential spatial derivatives and the standard derivation (V, div ), we need to split the velocity u into u = VW + v, where
VY, v are the compressible part and the incompressible part respectively (see (2.2) the precisely definition). On the one
hand, the compressible part V¥ satisfies the elliptic equation AY = div # with Neumann boundary condition, from
which one can deduce the estimate of V2 from that of div u. On the other hand, since the incompressible part v is
governed by a convection diffusion equation without oscillations, we can control its conormal derivatives by direct
energy estimates. The estimates for d,v will then be deduced from the ones for w X n.

2.1. Preliminaries: Leray projection

10



To define the compressible or acoustic part and the incompressible part of the velocity field, we shall use the Leray
projection. One has the decomposition,
LXQ*=HeG

where
H={ve Q> divi=0,v-njyo =0}, G={V¥,V¥ e L}(Q)°).

We denote P, Q the projectors that map L2(Q2)? to its subspaces H and G respectively, namely,

Q:L*(Q)° -G P:L*Q)Y - H 22
frQf=V¥ fef-Qf
where ¥ is defined as the unique solution of
AY =divf in Q,
hY=f-n on 0Q, (2.3)

fQ\de=0.

Note that the solvability of the Neumann problem (2.3) in H'(Q) is well-known as an application of the Lax-Milgram
theorem. Moreover, by Proposition (7.6), one has that for a C**! bounded domain,

INPOllgs, SUF Ol VOl S Idiv FOllger + 17Ol 2.4)

co

Note that in these estimates, the time variable is just an external parameter.
Since [P, 0;] = 0, (1.15) is equivalent to the following system:
g1(0,0c+u-Vo) + % =0,
PO, V¥ + Q(&T_ﬁsatu + gou - Vu — uAv — Qu + )Vdivu + V—;’) =0, (2.5)

£ eu + gou - Vu — pAv + Vg = 0,

pov +

where

v=Pu, V¥=Qu, Vg= —Q(g2 _peﬁ,u + gou - Vu—puAv), p = g2(0).
£

By taking the divergence of the third equations of (2.5) and noting that divv = 0, €d,u - n|so = 0, we see that Vq is
governed by the following elliptic equation:

e (2.6)

Ag = —div(g2 _psa,u +gu-Vu) in Q,
Ong =—(gou-Vu)-n+uAv-n on 09Q.

Proposition 2.1 can be shown by the first three steps outlined in the introduction, they will be handled in the
following three subsections.

2.2. Step 1: highest conormal estimates.

For notational convenience, we denote A for a polynomial which may differ from line to line, and use the notation
< - as < C- for some generic constant C = C(1/cg) that depends on 1/c¢( but not on &.

Let us state the main result of this subsection.

Lemma 2.2. Suppose that (1.24) is satisfied, then for anym > 0,any 0 < T < 1 and € € (0, 1] we have:

2 2 2 : 2
(o, Ml + 7O WMl gy, + 11V, iV [ 1)

+ IVl + AV + 1YV Ul ) @7
1

< Y2 (0o, up) + (T +8) A(—, Ap1)E 1.
(o) ’

11



Proof. The estimate (2.7) can be derived from the following two lemmas. O

Let us start with:

Lemma 2.3. Under the same assumption as in Lemma 2.2, for any 0 < t < T, the following estimates hold:

1 1

I, g + IVl S N Ol + Al Anr)T &1 (2.8)
11 .
& (e, YOy, + 1IVul 72y ) S 1107 ) Oy + szA(C—O,ﬂm,T)ain,T + &2 IVdiv ull}z 1 (2.9)
We recall that in our notations the norms at ¢ = 0 involve the computation of powers of €9, at t = 0.
Proof. Define o/ = Z'o,u’ = Z'u. Then (¢!, u') satisfies:
I} ;o divad 7
g1(0, 0" +u-Vo') + =R,

; (2.10)

\%
220! + u - Vu')y — Z'(div Lu) + 7 RL’,,
e

where :
Rl = 17!, 8 \ed,0 - (2!, g1u - Vo — ~[Z!, div Ju,
E E

1
Rl = 17!, 82 1e0,u - (2, gou - VIu — ~[Z!, V0.
& &

We first show (2.8) which is easier. Assuming that I = (j,0, - - - ,0), | j| < m which means that Z/ = (¢8,)/ involves only
time derivatives. The advantage of this case is that the commutators do not include singular terms, that is the third
terms in R and R! vanish.

For the sake of notational simplicity, we denote (o/, u/) = (£8,)/(0, u). Taking the scalar product of (2.10) by
(07, u’) and taking benefits of the boundary conditions

wW-n=0, @z')=T(-2aw’ +(Dn)w/) on Q, (2.11)

as well as the relation d,g, + div (gou) = 0, we get from standard integration by parts that:

1 . . . .
3 f (g1lo? + golu/P)(r) dx + f f wlVil? + (u + Dldiv u’/|> dxds
Q f

1 . .
<3 f (g1lo’]* + galu’1*)(0) dx +
Q

r
f f (Opu)Tu/dS ds
0 JoQ

where we denote by dS, the surface measure of 0Q and Q; = [0, f] X Q. The second term in the above right hand side

can be controlled easily by Al,m,,||0'j ||i2 )" Note that

ff (0,81 + div (g1u))|o”/|* dxds (2.12)
O

+u + ”R{;—”LZ(Q,)”OJ”LZ(Q,) + ||R£”L2(Q,)”M'i”LZ(Q,)a

1
10:g1l0.c00 < sup  (Ig7()DI€diTo.c0r < — 180107000,
[-32P3P/c] o

The boundary term of the last line of (2.12) can be treated thanks to the boundary condition (2.11) and the trace
inequality (7.10)

13
. . u ' '
.U|j(; j{;g I(Opu’) - ! dSydsi < Z”VMJ”IZJ(Q,) + Cy”u']”iz(@)- 2.13)

12



We now detail the estimate of (R!, R!) which vanish unless j # 0. For 1 < j < m, by the commutator estimate (7.3)
and the estimate (7.4) for g1,

!
IR N0y < 19i81 lzp0m 1E0) 11 s + 10,81 a1 o MBIl
g1l 370 IV Tz -1 s + 1811k s o IV 2700 2.14)

1
S A(a’ﬂm’t)(”V(T”er'H"H + ||(0', M)HL,Z'H"’)'

In a similar way, we have:

1
IRN2c0) S A(C—O,ﬂm,z)(llV(m Wl 2genr + 10, W)l 2m)- (2.15)
Therefore, (2.8) is the consequence of (2.12)-(2.15). Note that we have used the fact that
1 1
el 2gen < T2 N0 Wllzogin S T2Emrs IV, ll2gnt S Emr-

We are now ready to prove (2.9). Suppose now that Z! involves at least one spatial derivative and 1 < |I| < m. In

this case, it seems unlikely to get an uniform estimate with respect to & with this approach since R’ , R/ now contains

singular terms. Taking the scalar product of system (2.10) by &2(¢”/, u'), and integrating by parts in space and time, we
get in the same way as for (2.12) that:

& [ (@lo'P + gl Po) d
Q
<& f (g1l + galu'P)(0) dx + ff (@rg1 + div (gu)lo”'|* dxds
Q O

2 . 2
+2¢ f f Z'div Lu - u" dxds + (IR N 2o llo 2oy + IR 2ol 2 0,)-  (2.16)
Before going further, it will be convenient to introduce the notation:

||f||E;” = ||f||L121-1{j, + ”Vf”LtZHgg;l- (2.17)
Note that from the definition of &,,; in (1.17), one has indeed that: |lul|g» < S

Let us now estimate the terms in the last line of (2.16). It follows from the commutator estimate (7.2) that:

1 1
(R R0, S V(0 )l + £211(0r, M)”E;"A(a’ﬂm,t)- (2.18)

We remark that when controlling the extra term: é[Z’ , V]o, we have used the following identity which can be shown by

induction: X ,
(Z00=) > eZo;=) > disoz (2.19)

J=1 <1 J=1 =1
where J is an (M + 1) multi-index and c; j, d; ; are smooth functions that depend on /, J, i and the derivatives (up to
order |I]) of V¢, 9; is the derivation in the standard Euclidean coordinates.

It remains to estimate the third term in the right hand side of (2.16). Since, we have
div Lu = div QuSu + Adiv uld) = uAu + (u + A)Vdiv u,

one has by integrating by parts that:

f f ZILu-u' dxds = - f WIZ!,Vu - Vil + (u + D[Z, div Judiv u’) dxds
: O
+ f (u[Z!,divVu + (u + D[Z!, VIdiv u)u! dxds — f f Vil ? + (u + Ddiv u’|* dxds (2.20)
QI t

!
+ f f i (Z'Vu -m) + (u+ DZ'divu’ - ) dSds =: K + K + K + K.
0 JoQ

13



Let us begin with the K term. By (2.19) and the Young inequality, we get

K < SpllVullgs o + CopuallVully 221

for 6 > 0 to be chosen sufficiently small independent of . Next, by (2.19) and integration by parts, %, can be written
as a combination of the following two types of terms (up to some smooth coefficients that depending on ¢, n and their
derivatives up to order m + 1):

~ ! 7 T
(](21 = ff Z’@iu . 6ju1 dxds, 7(22 = f f Zlaiu . ulnj dxds, | <|I]-1.
o 0 JoQ

The term K, can be estimated in the same way as K, we find again

1 12 2
93 < SV I + Copall Vs

For 7(22 we use the trace inequality (7.10) to get that:

! 15
2 I I : 1
¥ 5[) |Z70iulr>o0ylu” - njl2p0)ds S f0(|u|ﬁm(a(z) +|div ul g gl - njlp2a0) ds

2 2 : 2
< 6pl[Vull + Csa(llullgn + IVdiv ull;,
: 1

2 1)
L3 HE, HL

To get the second inequality, we have used that I does not contain conormal derivatives of the type Z_’;) since Z_i; vanishes
on the boundary and the identity:
Ot -0 = divu — ([10,1u)" — (110,2u)%, (2.22)

as well as the boundary condition (1.14).

To summarize, we have thus proven that there exists an absolute constant C > 0 (independent of ¢ and of course &)
such that
2 1 2
I < C(S/,zIIVuHer}LH,é + Cs,2(/IVdiv ””LfH{";l + ||u||E,m). (2.23)

Finally, we handle the term %} in the right hand side of (2.20) which is nontrivial only if Z’ contains merely
£0; and tangential derivatives which read in local charts d,1, d),. For the second term of K4, since Z! is assumed to

contain at least one spatial derivative, it can be written as Z! = 8yZi (we denote d, = ) or 9y = d,2). Moreover, since
u-nlyg =0, u’ -n = [Z', n]u. Integrating by parts along the boundary, and then use the trace inequality (7.11), we find

that , .
13 I, ds < I3: 1
L LQZ divu(u’ - m) dS,ds < L |Z"div u|H%(ag)|ﬁy[Z ,n]u|H_%(BQ) ds (2.24)

) 2
< ||Vdiv u”L,ZHZ”{‘ + IIuIIE;n.

For the first term of K, we can split it into two terms:
!
u f f —u' ([Z",n]Vu) + [Z',0]0pu’ - n) + [Z', T)0u - T dS ,ds
0 Joo

!
—uff Z'(Opu - )’ - ) + Z' (M0pu) - Tu') dS yds =: Kuyy + Karo.
0 JoQ

Thanks to the trace inequality and the Young’s inequality, K41, can be bounded as:

2 2 : 2
Kanr < SlVullls, + Coplluly + ViVl ).

Next, for K412, we use again the identity (2.22), as well as the boundary conditions (1.14). Integrating by parts along
the boundary for the first term of Ku12, we get that by writing Z = 9,7/

t -~
Karn = ,uf(; 1Z! (Oput - n)IH%(HQ)Iay[ZI, H]M|H,%(OQ) +1Z' M0t 200 U 112002y ds

2 2 . 2
< IVl + Coplluly + ViVl ).
14



To summarize, we get the following estimate for %y :

Ky < 26,1||Vu||im + Csu(llullg + IVdiv u||i$Hg,u,l). (2.25)

Inserting (2.21),(2.23),(2.25) into (2.20), we get that:

f ZlLu - u! dxds < - f f ulVil ? + (u + D\div ! |* dxds

2 2 2
+(C+ 3)6u||Vu||L12H27 + C5,,1(||u||E;n + ||Vdiv u”L?HL”-Zf‘)'

(2.26)

Plugging (2.18) and (2.26) into (2.16) and summing up for |I| < m, we finally get (2.9) by choosing ¢ small enough
(independent of ¢). U

Lemma 2.4. Under the same assumption as in Lemma 2.2, for any 0 < t < T, one has that:

2 : 2 21T div 12
&°||(Vo, div ”)(t)“Hg;;l(Q) + &7||Vdiv u||L,2Hi-',’,"

SV, divu)(O)I2,, . + (T + &) AgerEl . (2.27)

Proof. Applying the vector field Z with 0 < |I| < m — 1, we then find that (Vo), u’) = (Z'Vo, Z'u) solves the system:

Vdiv u!

1@ +u- V) (Vo) + - cl,
2.28)
\v} 1 (
gzﬁru’ —-u curl(le) - (2u + H)Vdiv ul + ﬂ =: CLI,,
E
where w = curl u and

Cl = -[7'V,g,/eled,o - [Z'V, g1u - Vo — [Z!,Vdiv Ju/e,

81 t 81 (2.29)

Cl = ~Z'(gou - Vu) - [Z', g2/€ledu + ulZ', curl]w + Qu + D[Z', Vdiv u.

We take the scalar product of the equation (2.28); by (Vo)!, and (2.28), by —Vdiv u!, we then integrate in space and
time and sum up the two equations to get that(note that the singular terms cancel):

1
5 f (&1 |(VO) P + goldiv u P)(r) dx + Qu + ) [Vdiv u!|? dxds
Q o

1 1
<5 f g1V + goldivu!|*)(0) dx + 5' f (0,81 + div (g1w)|Vo'|* dxds
Q (o

!
f f gza,ul -ndiv u! ds,ds
0 Joo

+

+ ’f (g’zsa,ul - Vo)divu! dxds (2.30)
O

f f curl Z'wVdiv u! dxds

1 u+ A
/ I 12 .
+ICollr2c 0V llzaco,) + m”cu”y(@) + = |IVdivu

+u

]”2
LX(Q)

Among the terms in the right hand side, the second and the third terms can be bounded by:

2

. 2.31
L2(Q)) ( )

1 .
A(C—, (0, W10 + (Vo div t)]o,001)
0

((Vo-)’, divi!, s(),ul)

Next, we note that the fourth term vanishes if Z/ involves at least one conormal derivative Zé which vanishes on the
boundary. We thus suppose that I = ([, 1), |I’| > 1 and Z’ does not contain Z;,. Consequently, the trace inequality (7.10)
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leads to

! 1 !
| f f 20" -ndivu dS,ds| < - f 1Z", n]edu(s)| 20 ldiv u! ()| 2 a0 ds
0 Joo i € Jo

1 .
(||Vu||L et + lallz ViV I vl o+ lidiv alzo,) (2.32)
2
e + Cual+ &), ViR,
Note that since 8,u - nlsg = 0, one has (Z/d,u - n)|so = ([Z', n]6,u)ls0

For the fifth term in the right hand side of (2.30) we first integrate by parts and then use the duality (:,-)
to get that

H? (GQ)xH 2 (5Q)
3
i [[ anzio-vaivid asas) = —u [ [ @loxm - nvaiv as,as
[ 0

!
1
< /JJ; |Z"w x n(s)le(a )|d1VI/t (s)IHz(aQ)

We point out that for the derivation of the last line, the fact that ITV involves only tangential derivatives has been used
It remains to control Z’w X n on the boundary. One first deduces by (1.14) that on the boundary,

wxn = (w x n) = 2T1(Su) — 2I1((Vu)' - n) =

= 2[I(—au + Dn - u) on 0Q.
which leads to:

(2.33)
< 1 1
1Z!w x n(s)|H2(aQ) |Z (w(s) X n)le(aQ) +|[Z",n] x w|H2(aQ)
S ()] ey + 1)y S )] gy + 1AV u(s)] 03
where we recall that we denote:
F Ol = D 160 FDlarson-
k<[r]
Note that by using the boundary condition (1.14) and the identity (2.22), we have that
[Vulgs < lulgsa + |div ulgs
Finally, owing to the trace inequality (7.11) and Young’s inequality, one obtains that
,u| ff curl Z!w - Vdiv u! dxds|
< Cu(||Vdiv uIILsz 2 + IIVulleHm 1+ ||u||L-Hn)(||d1v u’||Lz(Ql) + IIlevu lz2¢0,) (2.34)
2 .
< “—Hde WP g+ CuaVdiv ull, o + i)

where we use again the notation (2.17)

It remains to control the L*(Q;) norm of C’, C! in (2.30). Let us begin with the estimate C’ . For the term

z'v :]8(%0' =71((Vg,/e)ed,0) + [Z!, g1 /€](d,)V o
the product estimates (7.1) the commutator estimate (7.2) and the estimate (7.5) yield

I1Z'V. g1/€led oo,y S l(Ed;0, VU)IIL,zHg;,—lA(ClO, IVoliz)-1.000 + lodpmetg 0 )
N ||0'||E;”A(%aﬂm,t)-

For the term

[Z'V,gu - Vo = Z'(V(gu)Vo) + [Z, g u]VVo,
16



since in the interior domain €, the spatial conormal derivatives are equivalent to the derivations with respect to the
standard coordinates in R®. We thus have that:

- - 1
ellvolZ'V, g1u - Violz,) < (o(o, Wllzgm + KoV (o, M)||L/2Hm—1)/\(a, le(o, Wiz 141,00,0)-
1
S o, wllen A(—, Apy)-
co

where Supp (fo) € Q and yoxo = xo. It suffices to focus on the case near the boundary. Direct computations show that,
in the local coordinates (1.12),
u-Vf=udpf+udyp f +u-No.f, (2.35)

which leads to:

2
(Z'V, giu- Vo = Z/(V(g1u)Vo) + Z[z’, uj10, Vo
=1

+[Z',(g1u - N)/$1¢p0. Vo + (g1u - N)/§)Z', $10, Vo + (g1u - N)[Z',0,]Vo.

(2.36)

With the help of the product and commutator estimates (7.1), (7.2) and the estimate (7.5) for g, the first two terms in
the right hand side of (2.36) can be bounded as:

2
eliZ! (V@uoVo)llzgy + ) IilZ', 110, Vorllizg,
j=1

1 2.37
S 1@ 0l Al Sl 0l 1000 + 1901 + £lVith10) (2.37)
- :

1
< (o, M)”E;”A(%»ﬂm,t)'

To continue, we need to establish some estimates on (gu-N)/¢. At first, since (u-n)|ysq = 0, one has by the fundamental
theorem of calculus and the identity (2.22) that:

by j(gju - N)/@lioos S (IV (- Nk oo + ltlio,)18 k000

1 . (2.38)
S A(a, [l 1,000 + 100, diViDloor),  j= 1,2
Next, thanks to Hardy inequality and product estimate (7.1), estimate (7.6) for g;
Ii(gju - NY/Bllzgmr S Wi - NY/llz gt + 1185 — 850N - NY/ @l 2 g1
< (Wit Vo)l + g = gj<0>||L,zHg;l)A(%, Fons) (2.39)

1 .
< A(a, ﬂm,t)”(o—, M)HE;”, J= 1, 2’

~

where j; is a cut-off function supported on the vicinity of Q; and j;y; = x;. Therefore, since ¢d, can be spanned by
7,7}, ZL, it follows from (2.38), (2.39), (7.2), (7.5) that:

elvilZ’, (gru - N)/1¢0. Vol g,

1
S (Vo (giu - N)/¢)||L3H;?,'1A(a9 IVOlljnet ) oo + €Li(g1U - N)/li2).00) (2.40)

1
S ||(O', u)”E;"A(C_Oy ﬂm,t)~
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Moreover, one gets by induction that (up to some coefficients that depend only on ¢ and its derivatives)
[Z,610:-1)= Y, «Z'9a.p),  [2.91= ) %07 241

<n-1 [I|<|11-1

Hence, by (2.38), the last two terms in (2.36) can be controlled by ||Vo|| L2H A(%, An.r), Which, together with (2.37),
(2.40) leads to:

1
ellvi[Z'V, giu - V1o, S (o, u)||E;nA(a,ﬂm,,). (2.42)

We switch to the estimate of the third term of C?_ defined in (2.29), which is nontrivial only if Z’ contains at least one
spatial derivative, that is |I’| > 1. By induction, one has that (up to some coefficients which are regular enough)

3 ~
(2 Vdivi= > Y iz 40,7

IFi<Il-1iF<|1-1 A=1
which yields that:

| — 1 o2
EH[Z , Vdiv Jullz o) < E(HV ull 2= + [IVullp2 o).

To summarize, we have thus obtained from the above estimates that:
ellC o) S A(C—lo,ﬂm,z)ll(m Wllgy + 1V, Vi)l 2 g2 (2.43)
By using the same argument, Cﬁ (defined in (2.29)) can be controlled as follows:
ellCullzoy S A(C—lo,ﬂm,z)ll(m Wllgy + llVull 22 (2.44)

Plugging (2.31) (2.32) (2.34) (2.43) (2.44) in (2.30), we arrive at

(Ve divu )OI}, o + IVdiv |2,

@ (Qr))

. 2 1
< NV, divi )OI ) + &7 A Al )|l (2.45)
1
+ T2 16V ull o > (€Y ull 2> + IV 2 50).-

We thus get (2.27) by summing up (2.45) for0 < |[I| <m — 1. O

2.3. Step 2: Energy estimate for the incompressible part of velocity

In this subsection, we focus on the estimates of the incompressible part of the velocity v = Pu which solves (2.5).

In the following, we recall for convenience the definition of the L7, norm:

. 1
ﬂm,t = IVMIO,DO,I + I(u» O-)I[L“],oo’t + I(VO', div u, 82VM)I[L’1],00,1
2 2 (2.46)
+1eVulpna, o, + el(0, )]s

Jo0,t*

Remark 2.5. In view of the first term in A, ;, we have only the uniform control of Vu in L, space. Indeed, by some
delicate analysis on the Green function for the vorticity in the local coordinates, it is possible to get the uniform control
of the high order conormal derivatives of Vu (say |Vul(z)-2c0.). One can refer for instance to [37]. Nevertheless,
involving only |Vuly e, in Ay, is enough for us to close our estimate. See Lemma 2.8 and Proposition 2.18.

We begin with some additional estimates on Vdiv u :

18



Lemma 2.6. Suppose that (1.24) holds then forany 0 <t < T < 1.

. 1,1
IVdiv MHL,ZH{J;;Z s ”VO'”L}H;TZ;I t+e&2 A(c_’ Anoll(o, wlgr,
0
. < 1
£llVdiv M(t)||Hg;;2 ~ 8||V0'||L50Hg;1 + SA(C_’ An)Emi»
0

. 1
IVdiv u(®)llms < A(C—O, A )Ems.

Proof. By the equation for o, we have that:

Vdivu = g1(0)ed,Vo + V( 0,0 + g1(eo)u - Vo).

gi(e0) — 81(0)
e
We can control eVdiv u as follows, for p = 2, 400,
IVdiv ull 2 g2 S NIVl gt + €IV((81 — 81(0)0;07, 11t - Vo) (Ol g2
Inequalities (2.47)-(2.48) can thus be derived from the following estimate:
ellV((g1 — 81008, g1u - Vo) Ollp g2

1 1
S A(c_o’ Am)(IlV (0, Wy + £21(0, u, Vo, VM)”L;’H;";Z)-

(2.47)

(2.48)

(2.49)

(2.50)

(2.51)

Let us show the estimate of the term g u - VVo, the other terms can be controlled in a similar way. Again, we focus

only on the estimate near the boundary. Thanks to the identity (2.35), we have
-N
xigu - VVo = xigiuy - Vo + xig1 MTMZVU-
Therefore, by applying the product estimate (7.1) and inequality (2.38), we find

elli(@ru - VYO S ellCuy, xite - N/ @)y 2161 ZV 0 ey oo
+ ellg1ZV o (Dl g2 (uay, xitt - N/ @)l 21-1,00

1 1
N A(C_O, ﬂm,t)(”(‘?VU'HLﬁ’H;j;l +&2||(u, Vo, VM)”LfH{g;Z)-

Finally, one gets (2.49) by using similar arguments as in the derivation of (2.48), we skip the details.

Remark 2.7. By (2.7) and (2.48), we have that:

1
VAV ull o gz < Yo, o) + (T + €)3 A(—, A )Epmr.
1 co CO

Lemma 2.8. Let _
82 —p

f=-

and assume that (1.24) holds, then we have:

g0 — gou-Vu

co

1
WAl 2gmr + 1Al o 2 S A(C_’ﬂm,r)am,r-
0

(2.52)

(2.53)

(2.54)

(2.55)

Proof. Since the the higher order L; norm of dyu is not included in the definition of A,,;, we need to use again the
fact that u - n vanishes on the boundary. More precisely, by using the product estimate (7.1), identity (2.35) and the

estimate (2.39), we get for (p, k) = (2, 1), (o0, 2),

1 .
ligou - Vullyr gt S (0, u, Vo, Vu)IILng;kA(C—, [(Vor, diviljm ) o, + 107 )]s )-
0

The first term is a direct application of the product estimate (7.1), we omit the detail.

We split the estimate for v in the following three subsections.
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2.3.1. Estimate of Vq

We first give the estimate of Vg that appears in (2.5);. Since g is governed by the elliptic equation (2.6) without
singular terms, it can be easily estimated by standard elliptic regularity theory.

Lemma 2.9. Under the assumptions (1.24), we have the following estimates: for j+1<m—1,1> 1,
1 1
Vgl 2pi + &2Vl 2gm1 S A(C—O,ﬂm,z)&n,z (2.56)
where E}" is defined in (2.17). Moreover,

11
gl curl w®)||gm=> + ellVgOllgm2 S IVOllgm1 + Yiu(oo, uo) + (T + s)i/\(a, An)Emt- (2.57)

co co

Proof. Recall that g is governed by (2.6), an elliptic equation with Neumann boundary conditions. We can apply (7.14)
in the appendix by setting

fz_

& _psﬁ,u —gu-Vu, g=uAv-n
e

to get
IVl S ||f“L?H:77‘ + Z 12/ W24 o) (2.58)

|[|<m—1

The first term in the right hand side has been controlled in (2.55), it remains to estimate the boundary term. By using
the identity
(Vxa)-b=V-(axb)+a-(VxDb), (2.59)

we have that:
—Av-n=(VXw)-n=div(w xXn)+w-curln.

Near the boundary, it follows from (2.22) that:

div (w X n) = Gp(w X n) - n + (10,1 (w X M) + (10,2 (w X M))*

. 5 (2.60)
= —(wXxmn)-dpn + (10,1 (w X M) + (102 (w X M)~
Therefore, by using the boundary condition (2.33), one has that for || <m — 1,
I, 1:
12/ (v @XMt e S sty (2:61)

where LZZI:I 5(0Q) is defined in (1.10). In view of the identity (2.22) and the boundary condition (1.14), we have for
[>1

12!l Sl gy +HZ' @),

< (FH
L,ZH’%(QQ) ~ Hlp2gm-3 ~ |l 1+ |Z'div I/L|L

2% 2R3 2%
, , , (2.62)

S llullgy + VAV ull 2 pm-.
Moreover, if Z! = (£8,)"~!, we have by L?(0Q) — H -3 (0Q) and the trace inequality (7.10)
st |Z! div - S I(div u, £Vdiv )| 240 (2.63)
Collecting (2.58)-(2.63), and using (2.47), (2.55), one obtains that:
IV gllizg0 + €2 1941270

. . 1
SNz + Mol + 19 gz + IV ull s S A )
0
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We are now ready to prove (2.57). By using the equation (2.5);, the elliptic estimate (7.14) and the product
estimate (7.1), one finds:
ellAv)|l g2 + ElIVG(D)I| -2

SOl + el f Ol +& Y 12O,y 0 (2.64)

[l|<m-2

With the aid of the boundary condition (1.14), the identities (2.22), (2.60) and the estimates (2.7), (2.53), the boundary
term can be treated as,
& Z A n)|H-%(ag)
[|<m-2
< SUIVu@ > + @l 1) + IV ()2 (2.65)
1
< Yu(oo, up) + (T + g)ZA(C_,ﬂm,l)Sm,t-
0

Combined with (2.64) and the fact that Av = — curl w, this yields (2.57). O

2.3.2. High order regularity estimates for v

This subsection is devoted to the high order estimates for v : ||| LoHP [IVv| e

Lemma 2.10. Suppose that (1.24) is satisfied, then for any j+1<m—1, j, > 0 and for every 0 <t < T, the following

a-priori estimate holds:
2
L2HH

2

2
+¢& ||curlw||L127,{,‘,

2 2 2
IVl eogis + &NV g + IV
; ) A (2.66)
,S Ym(O'(), up) + (T + S)ZAZ,OO,TSm,T + [|div u”L/24Hj,[ﬁL12(I.{j+I,[—l

where we use the notation (1.8).

Remark 2.11. The estimate (2.66) will be used later (see Lemma 2.12) to get the high order spatial regularity for
div u, which in turn, together with (2.66), gives the control of v.

Proof. In view of (1.22), (2.7), it suffices to show that the left hand side of (2.66) can be controlled by:

C(1/co) (Y (0. o) + Wi+ IV tlFag i 2y g1)

where:
2 2 2 2 2 .
Wiir = Wilggn + IVl + &Vl + (T + A P ) 2.67)
This estimate will be obtained as the direct consequence of the following three inequalities:
2 2 2 2
IV ot + NV S el oo + 1V 201 (2.68)

2

2 2 2
IR g+ IV s S VO, + 192

] ) | 1 5 (2.69)

+ ||div u”Ltz‘Hﬁ’ + TZA(a,ﬂm,t)am’,, [>1,

52||Vvl|i;>o«H/./ + 82”AV”12‘/2«H/,/ S, sZII(Vv, V)(O)”H(”;j‘ + ||Vv||12‘/2'H/~/ﬁL,2(l-{f”~/*1
(2.70)

2 .
L2H?, m,t

1
+ &IVl +(T? +&)A(—, Ap,)E
o

Note that since the Leray projector P commutes with £d,, one has that: P((¢0,)/u) = (€0,)’v. Therefore, from the
continuity of the projection, we have:
VOl g1 S Mea (Ol -1
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The inequality (2.68) is a direct consequence of the definition of v and the elliptic estimates in Proposition 7.6.
We thus focus on the other two inequalities. Let us first prove (2.69) and then sketch the proof of (2.70). By (1.28), v
solves

50— v+ Vg = ~(2"Ledu + gou-Vuy =: f 2.71)
&
supplemented with the boundary conditions:
v-Nlpg =0, II(0pv) =I(-2av + Dn - v) 4+ 2[1(—aV¥ + Dn - V¥). (2.72)

We apply Z’ to the equation (2.71) with I = (j, I'),0 < j+|I'| = j+ 1=k <m— 1,|I’l > 1. Taking the scalar product
by Z'v, and then integrating in space and time, we get that:

1 1

—p f 1Zv()PP dx < =p f [(Z'v)(0) dx + p f f Zl(Av)Z!'v dxds

2" Ja 2" Ja o) (2.73)
+ ||Z1v||Lz(Q,)(||Vq||le7_,,;1 + ||f||L,2H;r;;1)~

By (2.55) and (2.56), the second line in the above inequality can be bounded as:

1 1
||ZIV||L2(Q,)(||V6]||L,27{j.1 + ||f||L,2Hg;;‘) ST ||M||L;>0H;';1A(c—,ﬂm,z)am,z
. 0 (2.74)
S T%A(—, ~?[m,t)82
Co

m,t*

It remains to control the second term in the right hand side of (2.73), which is the following task. We split it into three

terms:
u f f Z!(Av) - Z"v dxds = u f f [Z',div]Vy-Z'vdxds — u f f 7'y -vZz'v dxds
1 t QI

t (2.75)
+ﬂf f Z'Vv-nZ'vdSyds =: T + T2 + T3.
0 Joa
The estimate of 77 — 73 will be similar to that of K; — K4 in (2.20).
We first estimate 7. By integrating by parts, one has that:
Ty =—u f 1Z'Vy? dxds — p f f Z'Vv[V, Z' v dxds
o : (2.76)

Moo 2 H 1,12 Ty 3 2
< =ZIZ' Vi g, + SV Z' Wi g, < =52Vl g, + CIVHIE,

Q) = Q) i

Note that in the last estimate, by (2.19), we know that [V, Z/]v involves only lower order (< k — 1) conormal derivatives
of Vv.

We now switch to the estimate of the boundary term 73 in (2.75), which vanishes if Z' involves at least one
weighted normal derivative Z;. We thus assume that Z! contains only time derivatives and spatial tangential derivatives.

T3 =-p fot fm (= 1Z",n]Vy- Z'v + [Z!,n] - 0,v(Z"v - m) + [Z!, TT]0yv - TIZ'V) dS ,ds
+u fo t fa . (Z (@ - m)(Z'v - m) + Z! (T0,v) - TIZ!v) dS ,ds =: T3 + T3
The first term 73; can be dealt with thanks to Holder inequality and the trace inequality (7.10)
T31 S fot (80, Vv($)| -1 @l Z" V(8| 1200 s

!
< [ iy + 60T 02z ds
0

< Sl 0 + CONGu div i)l
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Note that in the second inequality, we have used the boundary condition (2.72) and the identity (since divv = 0):
Oy -1 = —(T10,)" — (T16,2v)%, (2.77)

to obtain that: ' ‘ '
(€0 V()1 S 1(80:) V()| + (80,) V()| g1 (2.78)

For the second term 73,, since [ > 1, we might as well assume that Z/ = G)Zi , where 8y = 0,1 or 0,2 In view of the
boundary condition (2.72) and the identity (2.77), we have by integrating by parts along the boundary that:

t -~
T3 = f f Z'(0av - m)d, - ([Z", n:]v) + Z/ (T10,W)TIZ'v) dS ,ds
0 JoQ

¢
S fo &) V00 + 100 0, VD) oyl (69 Vg ds (19)
S 5ﬂIIVVI|2;(H,-., + C(6, Wl (u, div M)Ili;,},_;,,-
It remains to control 7. Owing to (2.19) and (2.78), one obtains again by integrating by parts that:
T SNVl 2ggi (AWl 2 + NV 290000 + |(€3z)jVV(S)|HH(aQ)|V|H’(aQ) (2.80)

S SV + C6 )G, div )], + 119V

L1 L1 20501

Plugging (2.75)-(2.80) into (2.73) and summing up for all 7 = (j, I’),|I’| = [, one has by choosing ¢ small enough that

2 H 2 2 2 . 2
IVOIG + ZIIVVIILIZ(H,-,, S WOl + CO NV 2g s + N1V 2l

Lo (2.81)
+ T2 A(—, Ap)EL,-

Cco ’
In view of inequalities (2.68) and (2.81), we obtain (2.69) by induction on /.

We are now in position to prove (2.70). As before, we apply Z’ to the equation (2.71) for v and we take the scalar
product by —£?Z!Av. One gets by integration by parts and by using Young’s inequality that:

1
—pe? f IVZIv(n)P dx + &2 f f 1Z (AV)]* dxds
2 o 2 o

1
< 5,382 f IVZ'v(0) dx + & f f £6,Z%v - [Z!, Alv dxds (2.82)
Q '

!
+ 8f f g0, Z'v - 0uZ'vdSyds + Cu& (Vg I3 -
0 aQ T co

By induction, the following identity (up to some coefficients that depends on ¢, ¢ and their derivatives up to order m)
holds:

3
[z, A] = Z Z(*z’a%kJr*zfak).

HI<l|-1,11<|-1 ik=1
Iy=j.Jo=]

This identity, combined with elliptic regularity theory yields:

1 2 j
IZ", AWl S IV VI2ggiet + IVVIl2gg00 S WAV 2401 + [On(€0)V], 1y

< NAl g0 + 10t Vil 20

Note that in the last inequality, we have used (2.78) and the trace inequality (7.10). We thus control the second term in
(2.82) as follows:

€ f f e0,Z'v - [Z', Alvdxds < &MV .00 + 1€V, +£||u||é;n. (2.83)
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Moreover, the third term of (2.82) can be dealt with by arguments very similar to the ones for 773 :

!
8ff s@,ZIV«anZIVdSyds
0 Joa

!
<e f 1ZL 0112 (1(€0,) V]t + |(€0,)/ V') ds
0

< B9,y My + W00 289
U9V s+ W+ Dt iV 2900
< VI + el iV I s + IV 1120 + V2
Inserting (2.83) and (2.84) into (2.82), and use (2.55), (2.56) to find
Vg Nl < sA(c—lo,ﬂm,z)aﬁ,,,,
we obtain (2.70) by induction. O

2.4. Step 3: Uniform estimates for (Vo div u)

In this subsection, we aim to get uniform control of higher spatial conormal derivatives of (Vo, div «). More
precisely, we prove uniform boundedness of [|(Vor, div w)ll e g2 2 gn-1- This will be achieved by using the equation
iteratively.

Lemma 2.12. Assume that (1.24) holds, we then have that for every 0 <t < T,

1
(Vo div w)||? < Y2 (00, up) + (T + g)%a,zn TA(—, Apnr). (2.85)
M

LY HI AL HE !~

Proof. We will prove the following two inequalities:

o L2H"™ ! estimate: for any j,k > 0,j+k <m— 1:

. 1
(Vo divillzpix S Ym(oo, uo) + T2 1w, o)l o

. c 1 (2.86)
+ &l|Vdiv ull 2yt + (T + &) A(—, An1)EmT-
T co CO
o LXH™? estimate: forany j,/>0and j+/<m—2:
I(Vor, div i)l g < Yoo, up) + €ll(Vdiv u, curl w)”LfoH(/{{x)—Z + ||V||L;>°H;r;;‘
(2.87)

1
+ o )l g + VOl gyt + EAC—, An)Emr-
0

These two inequalities, combined with the estimates (2.7), (2.57), (2.66) and the definition (2.46), yield (2.85).

The inequality (2.86) can be obtained by induction on the number of space conormal derivatives. Let us first prove
(2.86) for k = 0, j <m — 1. By (2.50) and product estimate (7.1), we find that:

1
Idiv ll 21 S T2 llorllzegen + A= Ao (2.88)
0

Moreover, by the equations (1.15), for u,

Vo = —pedu + ef — gucurlw + eu + A)Vdiv u, (2.89)
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we thus have by (2.55), (2.66) that:
IVl 2n-1 < lleell 2 + &ll curl wllp2gn-1 + €lIVAIV ull 21 + sA(C—IO, Ant)Ems
< T2 lullzggon + 14V ll 21 + You(00, t10) (2.90)
+ ellVdiv ull 2y + (T + g)%A(C—IO, Fnt)Emss

which, together with (2.88), yields (2.86) fork =0, j <m — 1.

Now suppose that (2.86) holds for k = ko — 1 with ky > 1, it suffices to prove that it is also true for k = ko and for
every j such that j + ko < m — 1. We begin with the estimate of div u, which again follows from the equation (2.50) and
product estimate (7.1):

. 1
|Idiv u”LIZ'H/lko 5 ||5310'||L}ﬁf~kn + EA(C_’ ﬂm,t)am,t
0 | (2.91)
S (o, Vol zggiiao-t + A—, A )Emy S RH.S of (2.86).
t Co

Next, one gets by equation (2.89), estimate (2.66) and the induction hypothesis that:

. 1
”VO'”LIZ(I.(j,kO 5 ||Lt||le,Hj+1.k0 + &|| curl CU”L/Zij.kO + £||Vdiv M”L,ZHZ',’I + 8A(C—, ﬂm,T)Sm,,
0

1
SR w, V)| p2qg+100-1 + &l curl wllp2qgiwe + €lIVAiV ull 2 gm1 + EA(—, Am.1)Ems
t t 1 co co
< R.H.S of (2.86).
Let us switch to the proof of (2.87). By similar argument as in the derivation of (2.88), (2.90), one can find that:
1
(Vo div w)lgeqm-> S (0, wllpegm-1 + ell(Vdiv u, curl o)l s g + eA(—, Ap)Em.s» (2.92)
> HE o
which proves (2.87) for [ = 0. Suppose that it is true for / = /[y — 1 < m — 3, we show that it also holds for / = /y and for
any j, such that j + Iy < m — 2. Let us start with the estimate of div u. It follows from the equation (2.50), the product
estimate (7.1) and the induction hypothesis that:

. 1
[Idiv MHL;”'HJ'JO S ”‘Sata-”L;”(Hﬁ/o + 8A(C_7~7{m,t)8m,z
0
< 1
S (o, VO')||L;>0.}{]+I,IU4 + SA(C—, Ams)Ems
0

1
5 ||0'||L;x1(l.[m—2 + ”VO'”L;XJ(],(]#LIOA + 8A(C_, ﬂm,t)sm,t
0

< R.H.S of (2.87).

For the estimate of Vo, we use the equation (2.89) and the product estimate (7.1) to obtain:

||V0'||L,°°fHJJo
. Lol (2.93)
< lledsull = gino + ell(Vdiv u, curl W)l o pn2 + 7 A(c—, Ams)Ems-
0
It remains to bound ||ed;u|| LeHio- We use that for j + Iy < m — 2,
2
lledull i S WWllLe gt + NV, VIl ggivnio-s
N ”V”L,NH;'};‘ + [ICut, div i)l o givr o
(2.94)
lo
< Ml ooz + Wl gyt + Z (R
=1
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Plugging (2.48) and (2.94) into (2.93) and using the induction hypothesis, we get that:

IVoll =i S RH.S of (2.87).
We thus proved that (2.87) holds for j + 1, [y which ends the proof. U
Remark 2.13. By Lemmas 2.10, 2.12, we get that:

|
I i S Yo(oro, uo) + (T + s)iA(a, Nons). (2.95)

~

2.5. Step 4: Uniform estimates for the gradient of the velocity.
In this section, we will bound ||Vv|| Lo HI2 which, combined with (2.3) (2.87), gives the control of ||[Vu|| Lo H2-

Lemma 2.14. Suppose that (1.24) holds, then for any 0 < t < T, we have the following estimate,

11
19V g2 Yo @ 0r o) + WMy + T2 ACT Nono) (2.96)

oo pym—2
Lr H o~ ™

Proof. Since in the interior domain, the conormal spatial derivatives are equivalent to the standard spatial derivatives,
we only have to estimate Vv near the boundary, say ||y;Vv|| LoHm where y;, (i = 1--- N) are smooth functions associated
to the covering (1.11) and are compactly supported in ;. Close to the boundary, it follows from the identity (2.77) and
the following identity

I1(0,v) = II((Vv — Dv)n) + II((Dv)n) = I1I(w X n) + II(—(Dn)v)

that:
HXiVV”LerQ;Z < “XiH(anV)HL;”Hg};Z + ||V||L;>°Hg;1

S liw X n)“L;’“H[”-ZT2 + ”V”L;’OHgg;l-

We thus reduce the problem to the estimate of y;(w X n), which is the aim of the following lemma.

O
Lemma 2.15. Under the assumption (1.24), the following estimate holds: for every 0 <t < T,
1
i@ X I s ) S i@ X YOy + (T + &) Az Nono) (2.97)

where y; is a smooth function compactly supported in ;.

Proof. Note that the important feature of y;(w X n) is that: it solves a transport-diffusion system without singular
terms, with a non-homogeneous Dirichlet boundary condition. In order to perform the estimate, we split the system for
Xi(w x n) into two parts, one which just solves the heat equation with the nontrivial Dirichlet boundary condition and a
remainder which is amenable to energy estimates since it satisfies a convection-diffusion equation with homogeneous
Dirichlet boundary condition. To deal with the first system, the explicit formula for heat equation will play an important
role. It is thus helpful to transform the problem to the half-space.

Let us set n7; = y;w X n,i > 1. Direct computations show that w solves the following system:

\Y
220w + gou - Vw — uAw = grw - Vu — grwdivu — AL X (e0;u + gu - Vu) =: G¥ (2.98)
&

from which we obtain the equations satisfied by 7; (which is compactly supported in ;)

00 P — A,’:F;‘) in QiﬁQ.
{p imi — KA (2.99)

ni = xill(w x n) = 2y Il(-=au + (Dn)u) on Q;NOQ,
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where _
pP—8
£

FY=: = A(ym) X w — 2Vw X V(yn) — (g2u - Vw) X (y;n) +

l

£0,w X (ym) + G X (y;n).

Since we will use the local coordinate (1.12), it is useful to know the expressions of Laplacian in this new coordinates.
By direct computation, we find that:

(V) od; = PY(fo®), (divF)o®; =div(P(Fo®d)) (Af)o®d; = div(EV(fod) (2.100)
where V = (dy1,0,2,0;)",div = (V)" represent the gradient and the divergence in the new coordinates and
1 0 -0y¢; 1 0 0,1 ¢
0 1 —0py; |, E=PP= 0 1 -0pg; |. (2.101)
00 1 —0ypi =0y INJ?

Let us set 7j;(t,y,z) = ni(t, ®i(y,2)) = (i o P)(¥,2),(y,2) € CDITI(Qi N Q). Denote also i’? = F{ o ®@;. Since
Supp xila € Q; N Q, We can extend the definition of 7j; and IFI‘B from @;'(©; N Q) to R3 by zero extension, which are
still denoted by 7;, F”. Consequently, by (2.99) and (2.100), we find that #; satisfies:

50,77 — pdiv (EVH;) = F% in R3.
;o~ i — i) " (2.102)
Mile=0 = 20iT(=au + (Dmyu)] o ;| _,.
Let us set Zo = €0, Zj = 0,4, j = 1,2, Z3 = ¢(2)0; and define
il = Z 1 Z7ill 2o .xmzys IOl = Z ICZ* 7Ol 2 w3 - (2.103)

|ov|<m |or|<m

where Z% = Z,°Z{' Z7°Z5’, @ = (ap, a1, a2, a3), by the definition of the conormal spaces (1.6) and the vector fields
(1.13) we find that:
Wil ~ Wnill 2> WOl = (D222 (2.104)

Therefore, our following task is to establish an estimate for supy,.7 [177:(O)|ln-2-
We shall write 7;, 177? by 7, F@ for the sake of notational clarity. We write 7 = 7, + 7, Where 7, solves
S~ 2925 _ : 3
PO, — pINI70z77, = 0 in  R7, 2.105)
finli=0 = 0, 77nl:=0 = 7lz=0 '

while 7, satisfies

POifin — pdiv (EVi) = H(iy) + F© in R,

- o " (2.106)

fanli=0 = Tli=0, fnnlz=0 = 0
where

2 2
Hin) = 1 ) O(Eijyiin) + 1 ) dy(Esdciin) + O-(Exidsiin).
i,j=1 i=1

Estimate (2.97) will be the consequence of the following two lemmas. O

Lemma 2.16. Adopting the notation introduced in (2.103), we have the following estimate: for any 0 <t < T,

sup in@llnz + Willm-17 < T Emr. (2.107)

0<t<T
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Proof. Since |NJ?> depends only on the tangential variable y', y?, the equation (2.105) can be seen as a heat equation on
the half line with Dirichlet boundary condition, which can be solved explicitly:

INJ? :

[ 2
fin(t,y,2) = =2f f ————————0;(e N )ijl=o(s, y)ds
0 (4maINP(r - s))?

where i = u/p. Taking a multi-index y = (¥, ¥1,7¥2,¥3), since time derivation commutes with 9, 63, we have that:

INJ?

——————— 3¢ ) (89 lenos. s,
(4r7INP(; - )’

!

(00 ). = =20 [

0

which, combined with (7.16) established in the appendix, yields that:

!
12Ol 2 g3y < f (£ = )73 [7lz0(9)] g A5 (2.108)
g 0 2
The above inequality, combined with the boundary condition (2.102), and the trace inequality (7.9), yields that:

~ 1 ~ 1 1
”nh(t)”m—Z 5 T sup |77(S)|F1/'!-2(R§) ,S T4||(M, VI")”L/”“H%’2 S_, T48m,T'

0<s<t

Similarly, we apply a convolution inequality in the time variable (after extending 7(s)|.=o to s € R by zero extension) to
(2.108), and use the boundary condition (2.102), and the trace inequality (7.10) to obtain:

~ o 1 L
1R Ollm-10 S Tl 2182y S T ¥, Vidll gt S T3 Epr

O
Lemma 2.17. Using the notation (2.103), the following energy inequality holds: for any 0 <t < T,
- - [
s Ol + 17l 2 S IOy + (T + £)F A Niv) (2.109)
co 0

Proof. Suppose that 0 < |y| = k < m — 2. Denote f]rylh = "7}, then ff;h solves the system (note that [Z7, E] = 0):

POy, — udiv (EVR),) = pulZ7, div I(EVq),) + uZ”H(ij) + Z'F*
=R/ +R, + Z'F”

with the initial condition 7", [~ = Z”#l—o and the boundary condition 7, |.—o = 0.

Standard energy estimates show that:
15
PO e, + fo fR EVR, - Vi, dxds

!
= Il Ol s, + fo fR R+ R+ ZFO)), dxds. (2.110)

At first, since we can find some « > 0, such that 2|NJ> < 1/, one has that EX - X = |PX|* > 2&'2 IX|?> > |X|? and hence,
we deduce that:

5
fO fR EVi), - Vi), dads > KV IR . 2.111)

For the second term of the right hand side of (2.110), one needs to integrate by parts to avoid involving additional
normal derivatives. Let us first study RT which vanishes if |y| = 0. By induction, one gets that for k = |y| > 1,

[Z7.div] = [Z7.4.] = ﬁZ Cyp0-Z° (2.112)
<y
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where Cy g, are smooth functions that depend on ¢ and its derivatives. Consequently, by integration by parts and
Young’s inequality, we obtain that:

!
f fz R - i1y, dads < SIVIIIG , + CollVTulliy , + Wil )- (2.113)
0 JR;

Similarly, by taking benefits of the zero boundary condition of ﬁZh’ one integrates by parts to get:

f f Ry7Y, dxds < IV IG5, + ColinllE,y, + 1mllz,)- (2.114)
We are now left to deal with the term:
t _ 5 t 5
f Z'Fof), dxds = Z f ZVF‘“ﬁy dxdr = ij (2.115)
0 JR =170 j=1
where we denote that:
—~ o — — —~ (p-g) —
Fe = -A(ym) X 0 —2Vw X V(yin) — (gou - Vw) X (y;n) + ———=&0,;w X ()(,n) +G@ x (,\/,n)
&

= FY+FY + FY + FY + F2.
Note that G¢ is defined in (2.98). Moreover, without much ambiguity, we denote f as (¢;f) o ®; where y; is a smooth
function such that y;y; = xi.
By the Cauchy-Schwarz inequality and the fact (2.104), 7 can be controlled by:

Iy SNl lliimnlles S T2|IVM||Lme 2|7mnl k- (2.116)

co

Nevertheless, for 7, and 73, as f‘;‘ , F‘g’ involve normal derivatives of w, it is necessary to use integration by parts. By
doing so, we can bound the term 75 as follows:

Iy < IV, B, + Collinml, + IVull). @2.117)
Next, for 73, by noticing the expression

gou - Vo = 0,1 (£210) + 02 ($210) + 0;((g2u - N)w)
— (0y182u1 + Dy g2ty + O:(g2u - N))w,

one performs an integration by parts again to get that:

T3 S 16200AIV77) o + 1100y (821 ), (a1t - NDNlk sl los

< SlIViTIIG, + Coll g2l + T*(sup an(N@(0y, (g2u), 0 (g2 N Nl

s€[0,¢]

Here we used Einstein summation convention for j = 1,2. By (2.104), (2.107) and the assumption k < m — 2, one can
have that: ]
sup ”ﬁnh”k ,-S sup ||(f], ﬁh)(s)”k S_, ”VMHL;”H(’I;*Z + T48mt ~ 8171[ (21 ]8)

5€[0,¢] s€[0,7]

Moreover, since k < m — 2, we have thanks to (2.104) that:

0(3,:(g2u"), 3-(21t - N)llm2s
S 1locod1Zigaut), V(gatt - NIl 2

+ Wl - 2(f I1Zi(g2u), V(gau - N)I(s)lly,- goods)%
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where Z; stands for the tangential vector fields in ;. By identity (2.22) and the Sobolev embedding (7.7) and estimate
(2.47),

(fot 1Zi(g2u;), V(gou - N)(S)||,2,1_3,ood5)% S lullgy + 1VAiv ull 2 -z + 8A($,Nm,r)
Sl + & A N
which together with the previous inequality, yields:
1650 (838,), D(g2t - Nl S A(Cio, Nons)-
Similarly, we have that:

1
11
w2+ ullgpllwll | g1e + (T + €)2 A(—, An)Eyr-

L 1
l§200lks S T2|0)|0,oo,t||””L;’4H(_o 15K o
+ Heo 0

Moreover, if k < [5] -2,
I 1 11
g2l S A(—, ApIVull , 212 S T2A(—, Apt)Ems-
co LiHe o
To summarize, we control 73 (defined in (2.115)) as follows:
1
T3 < 6||Vﬁzh||ét +(T + gﬁA(—,Nm,,), ifk < [%] -2, (2.119)
} o

and fork <m -2,

- 11
VERS 5||V77nh||(2),, +(T + 8)2A(C—0, Nos) + (o, Wllepllwl] -2 (2.120)

For 74, the direct application of the Holder inequality requires the control of the quantity || @;g”e?ﬂ)llk,,, which further
requires the estimate of L;, type norm of d,w However, |€0;wlw s (Or [Vuly ) does not appear in the L7, type norms

present in A, r. To avoid this problem, since 80w = (PV) x £8,u, we can integrate by parts in space before using
product estimate. By doing so, we achieve that:

. B — 1
La < 819,16, + Colitmli, + 1Yo, 80l A FAs)
| 0 (2.121)
S OV, + Colimlly, + TA(, An)Ep,
0

Finally, regarding the term 775 (defined in (2.115)) we control it by Cauchy-Shwarz inequality as:

Ts < T2( sup 17 (HIIGlk,.
]

s€[0,¢

By the estimate (2.118), the fact (2.104) and the Proposition 2.18, we get that:

L1
Ts ST+ s)fA(C—O,Nm,,). (2.122)

To summarize, we have found by collecting (2.116)-(2.121) that for 0 < k < m — 2,

!
fo fR ZVFei, dade < 3681V,

y12) + (T + &) A(—, Nows) (2.123)

1
o~ o~ N2
+ + +l[ullgn
Cs(1Gp, Al + +lulle ”w”L:OHf,, c

- 11
< 30lIVi, g, + Csllullgpllwll , 312 + (T + S)ZA(C—, Noni),
1 Hco 0

co
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and also for 0 < k < [§] -2,

!
_ 1
f ZFeq, dxdt < 381V, + (T + s)%A(C—O, Nowo)- (2.124)
0 Jr3

Inserting (2.113)-(2.114) (2.123)-(2.124) in (2.110), we obtain by choosing ¢ small enough that for any 0 < k <
m-—2,
2O + Nl S 12CONFe + VTl

11 (2.125)
(T + A N + 1@ 0l srTierz -1
where the convention || - ||;; = 0if [ < 0 is used. We thus get by induction on 0 < k < [%] — 2 that:
. - 1,1
2 (ONFg 1o + 1Vl o, S IOz + (T + &) A Nona), (2.126)
which, together with (2.107) and (2.85) gives that:
1
IVl s S V(00 0) + (T + ) A(— Nowy).
i Heo 0
We then combine this estimate and (2.95) to obtain that:
11
llleplloll iz S Y2(0, o) + (T + &) A(—, Nony):
+ Hco Co
Therefore, we take benefits of the estimate (2.125) and the induction arguments to get (2.109). O

Proposition 2.18. Assume that (1.23) holds and let
\Y
G = gow-Vu— grwdivu — & X (g0,u + &u - Vu),
e

then we have: )
|WiGw”LI2H[Z},’2 S A(— Non)-
Co
Proof. Let us show the estimate of Y;w - Vu, which is not direct since the higher order L. norm is not included in
An.r. Nevertheless, thanks to identity (2.35), one can write this term as:
Xiw - Vu = yi(wi10yu + wrdpu + (w - N)opu).
Moreover, by identities (2.59) and (2.22),
w-N=(Vxu)-N
= —(u X N)dpn + (0,1 (u x N))! + (0,2 (u X N))* + u - curl N
which gives that for any 7 € [0, T], any k > O,
@ - Nl S M@l M@ - N Olleeo S MOl oo
Therefore, by the Sobolev embedding (7.7), we have that:
i - VM”L,ZH;?;Z
! 1
S 1Vuloeo lOyiu, - NIz gm2 + IIVMIILfoH;ﬂ,;Z(f @yiut, w - NY(SI[, 3 00d5)?
0

1
S Vtlosodllull 2t + IVull o g2 lluller S A(C_07Nm,t)'

The other two terms in the definition of G“ are similar or easier to treat, we omit the details. O
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Remark 2.19. Collecting the results stated in Lemmas 2.4, 2.10, 2.14, 2.12, we find that:
[ CAT [\ ) [ 3 [ C ) [

1
< Y2 (00, o) + (T + &) A(—, Non1).
o

2.6. g—dependent estimate of Vu
To finish the estimates for the energy norm, we are left to deal with leV2ul| LoH2 £|V2a| Lo

Lemma 2.20. Under the assumption (1.24), the following estimate holds:

1
IeV2u(I,, > < Y2(00, o) + (T + aﬁA(c—,Nm,T).
0

m-2 ~o *m
HCO

Proof. As u satisfies the equation:
euAu = —(u + )eVdivu + gr(edu + eu - Vu) + Vo,
we have by elliptic regularity theory:

eVl S & Y 12/ Opu(d] y + EllVdiv u(t)l

2
[|<m-2

1 1
Ol + V0Ol + 2 Enr A, Anr).

It follows from the boundary condition (1.14), the identity (2.22) and the trace inequality (7.9) that:

e Z 1Z!0qu(t)] 1 < g||Vdiv u(Ol g2 + &ll(u, V)@l g1 -

H2 o
[|<m-2

Inserting (2.48) and (2.130) into (2.129), one arrives at:
1 1
VU@l S eV, WOl + IVT@llgz + ()t + eiam,rA(a,ﬂm,T),

which, combined with (2.127) leads to (2.128).

Lemma 2.21. Under the assumption (1.24), we have the following estimate for V>o:

1
V2l e + IVl ) S Ya(0) + (T + A Nonr):

Proof. By (2.50) and (2.89), one finds that Vo solves:

82g1(8,+u-V)V0'+ oc=G

1
—V
Qu+ )
where

u 1
lw— ———
Qu+ D) T QD

By taking the divergence of the equation (2.132), one arrives at:

G= —sz(g’lS £0;0 + V(giuy) - Oko) — & g2(e0u + gu - Vu).

3
1 -
2810, + u-V)Ao + it /lAO' =divG - (c;z[g’I Vo - €0,Vo + Z 0i(gin) - Vool =: G

i=1
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From an energy estimate, we find

1 ~ 1
ATz + AT ) S T2 1A Gl 12 + TA(C—O,ﬂm,t)||sAa||i;oLz. (2.134)

‘We first observe that:

m,t*

- 1
1G22 S AC Ani)E,

Moreover, since in the local coordinate, we can find some coeflicients g;; that depends smoothly on n, such that (we
use the convention dys = dy ):
2
A=+ Z Byi(aij0y) (2.135)
0<i,j<3.(, )#(3.3).
which yields:
10 VOllzere S NATlLer2 + IVl oy, -

We thus obtain (2.131) from (2.134).

2.7. Proofs of Proposition 2.1
By collecting (2.7), (2.127) (2.128) and (2.131), we get (2.1).

Remark 2.22. In view of the formal expansion (1.5), one expects the first three normal derivatives of o to be
bounded in L*(Q,). This can be achieved in the following way. By imposing additional assumption on o, namely
eVioy € H! (Q),Vioy € L*(Q), one can show by following similar computations as in the proof of Lemma 2.21
that: eV*o € L°H!,,Vo € L2H]} . These estimates at hand, one can carry out another energy estimate to control
10n ATl 12(0,), Which further leads to the boundedness of (V3| 12(0,)- We remark that in the latter energy estimate, the
knowledge of ||l€V3ul| 12(0,) s needed. Nevertheless, this term can be bounded by all the controlled norms appearing in

Nur. More precisely, one has by equation for the velocity
ediv Lu = gr(e0u + eu - Vu) + Vo,
and thus by (2.135):
leV2ullziy S leVdiv Lullg, + €V 2ull 24,

< A1 /eo, Ap )0 Wiz, + IV Wl 20, + 1Vl ,)-

co co

(2.136)

3. Uniform estimates- Lt°° norms

>

In this section, we aim to control the L;, norms appearing in Ay, r. Part of them can be deduced directly from
the Sobolev embedding in the conormal setting (see Proposition 7.4) and the norms controlled in the previous section.
Moreover, we use the maximum principle for transport-diffusion equation (3.5) satisfied by w and of the damped
transport equation (2.132) for Vo to get the L}, estimates of Vu and Vo respectively.

We will prove the following proposition.

Proposition 3.1. Assuming that (1.24) (1.23) hold, then there is a constant C,(1/cq) depending only on 1/cy and a
polynomial A whose coefficients are independent of €, such that:

Az < Co(1/c)Y(00, tg) + Epr) + (&7 + DAz A1 /o, A1) 3.1)
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Proof. Let us recall that (A, 7 is defined as:

At = Vil + (Vo div ”)l[%],m,r +1(o, u)'[%],m,T

1 (3.2)
+ |ez Vul[%]’mj + |8Vu|[%],mj + &|(o, M)I[mTﬁ]’w’T.
The last four terms of A,, r can be controlled directly by the Sobolev embedding (7.7). For instance,
[, W2ty o S sup (o, )N mgs) + V(o ) (53)) S Emrs 3.3)
0<s<T H, H,

0

1
1 2
&2 [Villjmty o S SUP (IIVM(S)IIHI%J +éellV M(S)HH[%J) S Enrs

~

0<s<T co

2
eAVilling) o S & sup (V| s, + IV ng2)) S Ennr.

0<s<T co
Note that we have [mT”]+ 1<m-=-2, [”‘T*S] <m-1lifm>6.

We remark also that |div ul; -1, , 7 can be estimated by the other quantities in the definition of A,, 7. Indeed, by
using the equation satisfied by o, we have that:

. 2
|div Ml[mT*l],oo,r < IO'I[mTH]’OO,T +eA, 1, (3.4)

It thus remains to control [Vuly e 7, IVO'l[%]’OO’T. We note that away from the boundaries where the conormal
Sobolev norm is equivalent to the usual Sobolev norm, these two terms can be bounded by the standard Sobolev

embedding. Therefore, it suffices to control |y;0nutlo.c0.7» I)(,ﬁ,,crl[ ml o T where y;, (1 <i < N) are smooth functions
compactly supported in ;. Moreover, by identity (2.22) and

MI(Batt) = w X 1 + 2I(—(Dn)u),

we reduce our problem to the control of ||wl|p.c.7» ||,yi6no'||[mT-1 1.0o.7» Which is the aim of the following two lemmas.

O

We begin with the estimate for |w|y 7 Which follows from the maximum principle of the transport-diffusion
equation for the vorticity.

Lemma 3.2. Under the assumption (1.24), the following estimate holds:

lwlo.co.r S N0O)ll=@) + Enr + (T + &)A, 1. (3.5

Proof. Recall that w solves (2.98) which is rewritten below for convenience:
220, +u- VYo —puAw = g(w-Vu—wdivu) + Vg X [0, +u-Vu] =G® xe€Q.

Since g»(e0) satisfies the transport equation: d,g> + div(gou) = 0, by the maximum principle, (one can refer to
Proposition 13 of [43])

1 !
lw®llz=@) < NlwO)llz=@) + lw®)|i=@q) + - f IG*($)llz= () dss. (3.6)
inf g, Jo

For the second term in the right hand side of (3.6), we use the boundary condition (1.14), the identity (2.22) and (3.3),
(3.4) to get that:
lw(®)l=o0) S 1, Oy, div ) (Ol i=@o) S Emr + &AL, 7.

For the last term, we have by the assumption (1.24) and the property (1.23) that there is some C(1/cy), such that:

1
inf 82

!
f 1G> ds < C(1/co)T A, 7,
0

which ends the proof. O
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In the following, we estimate |X,-ana|[mT,1],m,T :

Lemma 3.3. Under the assumption (1.24), we have:
1 1
I)(iano-l[?]’oo’]‘ ,S Ym(O-O’ I/t()) + am,T + 82~7(m,TA(c_a ﬂm,T) (37)
0
where y; is a smooth function that is compactly supported in ;.

Proof. We define R = y;0n,0 = yin - Vo. By (2.132), R solves the following equation:

1
£g1(,R+u-VR) + o /lR = —&’giu- V(yim)oko + G - ym =: Gg (3.8)
i

where
G = —82(g/1R80t0' + V(giug) - ko) — €

u 1
Iw— — O + eu - Vu).
) curl w ) g2(0:u + eu - Vu)

By applying Z' (|I| < [%5]) to the equation (3.8), we get by setting R = Z'R that

*1(OR +u-VR) + R'=Z'Gr+Chy +Chy=: H'

2u+
where Cﬁu = -&’[Z!, g1 /€]€d,R, C;?,l =-&[Z!, giu- VIR.
It is convenient to use the Lagranian coordinates. Define the unique flow X;(x) = X(z, x) associated to u:

{ 3,X(1, x) = u(t, X(t, x))

X(0,x) = x € Q. (39)

Note that since u - n|gq = 0, and u € Lip([0, T'] X Q), we have for each ¢ € [0, T], X; : Q — Q is a diffeomorphism. By
using the characteristics method, R/(z, X,(x)) can then be expressed in the following way:

R(t, X,(x)) = e TEORN0) + f —Te= ”>( ‘HI)(s X,(x))ds (3.10)
0
where I'(, x) = 2# roll s (S < (X)) > (2Hi°/’l) 5. Note that we have used assumption (1.24) and property (1.23). Taking

the supremum in (¢, x) € [0, T] X Q on both sides of (3.10), and using that X(¢,-)(0 <z < T) is a diffeomorphism of €,
we arrive at:

L 1
IR'(0)ll= < IR Ol + f e Gurvast pve) dsIH o7 S IR Ol + 1H o7 (3.11)
0 0

We have thus reduced the problem to the estimate of |(CR B C;e’z)loo,T and IGRl[%]waT. By the identities (2.35) (2.41),
and the definition of A, 7, we have:

[(Ch1»Crloor < sA(clo,ﬂm,r)ﬂm,r. (3.12)
Moreover, G (defined in (3.8)) can be controlled as:
IGrliz)-1.007 S szﬂm rA(1/co, Amr) + |(0, M)I[mTH]’OO’T +églycurlw - nl[mTfl]’oo,T.
Since curl w - n = div (w X n) + w - curl n, the identity (2.60) yields
elycurlw - nl[m Heod S eIVul[mH]mT,

which further leads to: |
GRliz 11007 S 8%ﬂm,rl\(c—o,ﬂmj) +Emr. (3.13)

Inserting (3.12)-(3.13) into (3.11), we get (3.7). O
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4. Proof of Theorem 1.1

Based on the uniform estimates established in previous sections, Theorem 1.1 can be shown by combining a
classical local existence results stated in below with a bootstrap argument:

Theorem 4.1. Assume that (05, uf) € H*(Q), and
—CP < eof(x) < P/, VxeQ,ee(0,1].

there is some T, > O such that (1.15) has a unique strong solution which satisfies: (o°,u®) € C([0,T¢], H?),u® €
L*([0, T?1, H?). Moreover; the following property holds:

—3¢P < e0f(t,x) < 3PJe  Y(t,x) € [0,T] x Q. “.1)

This result can obtained from Theorem 1.1 in [24]. Indeed, the statement in [24] requires higher regularity for
the velocity (but not for the density), namely uf € H?, in order to include some time-space Holder continuity and also
to make the boundary condition (1.14) pointwisely satisfied. Nevertheless, we can use [24] to obtain Theorem 4.1.
Indeed, to get the existence, we can approximate the initial velocity u in H? satisfying the compatibility condition at
order one by a velocity uf)v € H?, still satisfying the compatibility condition, and such that uf)v converges to ug in H?.
This yields a local solution (0", #") with u" in H? from Theorem 1.1 of [24]. Then, by using our a priori estimates, we
can obtain that this local solution exist on an interval of time independent of N and use standard compactness argument
to pass to the limit. A way to choose u’OV is to use the approach of [24] based on the elliptic regularity for the Lamé
operator, basically we take ug = Pyug where Py is the L? projection on the N first eigenmodes.

By using Theorem 4.1, we can give the proof of Theorem 1.1.

Proof of Theorem 1.1:

On the one hand, (o5, ug) € H?, by Theorem 4.1, one can find some 7 > 0 such that there is a unique solution of
(1.15) satisfying: (0%, u®) € C([0, T?]1, H?), u® € L*([0, T?], H?). Moreover, condition (4.1) holds. On the other hand,
as (og,ugy) € Yy, a higher regularity space, by standard propagation of regularity arguments (for example based on
applying finite difference instead of derivatives) in the estimates of Section 3 and Section 4, we find that the estimates
of Proposition 1.6 hold on [0, 7°]. More specifically, we can find a constant C(1/cp) and an increasing polynomial Ag
that are independent of € and 7%, such that forany 0 < 7 < min{1,7¢},0 < ¢ < 1,

1 1
N2 (0%, u%) < C(C—)Y;(ag, u) + (T + g)%AO(C—, NowT). 4.2)
0 0
Moreover, by using the characteristics method, we have that eo- can be expressed as,

e®(t,x) = ea(X™' (1, x)) — f (divu®/g)(X(s, X (1, x))) ds 4.3)
0

where X(t, -) is the flow associated to u.
Let us define
T? = sup{T|(c*,u®) € C([0, T1, H*),u® € L*([0, T], H*)},
Tg = sup{T < min{T?, LN, r(0%, u) < 2+/C(1/co)M,
—2¢P < e0(t,x) < 2P/¢ VY(t,x) €[0,T] x Q}
where M > SUP.c(0.1] Y (0§, ug)-

We now choose successively two constants 0 < gy < 1 and 0 < Ty < 1 (uniform in & € (0, &9]) which are small
enough, such that:

(To + so)%Ao(l/co,Z\/C(l/co)M) <1/2, 2+4C(1/co)MTy/co < TP.
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In order to prove Theorem 1.1, it suffices to show that 7§ > T for every 0 < & < &¢. Suppose otherwise T < T for
some 0 < & < g, then in view of inequalities (4.2) and formula (4.3), we have by the definition of &y and T, that:

N1 (0%, u®) < 2C(1/co)M, VT < T = min{Ty, T?}, “4.4)

—2eP < e0*(t,x) < 2P[¢ V(t,x) € [0,T] x Q. (4.5)

We will prove that T=T,< T2. This fact, combined with the definition of T§ and estimates (4.4), (4.5), yield T; > Ty,
which is a contradiction with the assumption 7§ < Tj. To continue, we shall need the claim stated and proved below.
Indeed, once the following claim holds, we have by (4.4) that [|(o®, u®)(To)llp2) < +o0. Combined with the local
existence result stated in Theorem 4.1, this yields that 72 > Ty.

Claim. For all £ € (0, 1], if N, 7(0%, u®) < +o0, then (¢, ) € C([0, T], H?), u® € LX([0,T], H3).

Proof of claim. We see from the definition of N,,r and the estimate (2.136) that:
eu® € LX([0,T], HY), &du’ e L*(0,T,H"), &0 eL>(0,T],H>).

one deduces from interpolation that eu® € C([0,T], H?). Moreover, carrying out direct energy estimates for o in
H*(Q), one gets that:
|0:R* ()] < K°(R°(1) + f°(1)) (4.6)

where K% = A(1/cg, |(Vo?, Vu?, eVzug)Iw,,) is uniformly bounded and
R =llec*Olp, o) = lleu Ollgsllo®Ollg2 € L'([0, TY.

Inequality (4.6) and the boundedness of [|[R*(-)||z~(0,r}) leads to the fact that R®(-) € C([0, T]), which further yields
that eo® € C([0, T], H*). This ends the proof of the claim. Note that at this stage we do not require the norm
1o, u)lc(jo.1.12) to be bounded uniformly in e. O

5. proof of Theorem 1.7

The convergence result follows from compactness arguments. At first, since 0° = w is uniformly bounded
in L=([0, Tol, W"=(Q)) N L*([0, To], H'(Q)), we have that: P(p®) — P(p) in L([0, To], W"*(Q)) N L2([0, Tol, H' (X)),
which yields that p® — p in L*([0, To], H'(Q)).

For the convergence of u?, let us split the velocity into compressible part and incompressible part: u® = V¥¢ +v*
by using the Leray decomposition (2.2). we shall prove that the compressible part V¥ tends to 0 in LiWH 1(Q) whereras
incompressible part of u° tends to u° in LZ(QTO). Since V¥ is uniformly bounded in L?H?(Q2), we have that, up to
the extraction of a subsequence (that we do not mention explicitely) V¥ converges to Qu® in L2 ([0, Tol, H'(Q)).
Nevertheless, by the equation (2.50), div #® tends to O in the sense of distribution, which leads to Qu® = 0. Because of
this, one can indeed see that, without any extraction of the subsequences, V¥¢ — 0 in Lfv([O, Tol, H{(Q)).

We are now in position to prove the convergence of v°. By the equation of v* : (2.5);, ,v° is uniformly bounded
in L2([0, To], H'(Q)) whereras v* is uniformly bounded in L*([0, Ty], H'(Q)). Therefore, by Aubin-Lions lemma, {v*}
is compact in L*(Qr,), which yields, up to extraction of subsequences, the convergence of v (say to u°) in L*(Qr,).

In the following, we aim to justify that u° is the unique weak solution of the incompressible Navier-Stokes equation
(1.3) satisfying (1.26). Let us rewrite the equations of v* as follows:

POV — uAV® +Vn® = F® = F{ + F5. 5.1
where

F{ = —(0° = p)0u® + u® - Vu®), F5 =—-p(v°-Vu® + V¥®. V),
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Note that we put the gradient terms pV(9,¥* + %IV‘I’SIZ) into the pressure Vz®. Let us write down the weak formulation
for (5.1). Multiplying equation (5.1) by a test function ¢ € (C*([0, Tp] X ©))* which satisfies div Y =0,¥-n|yo =0
we obtain that for each 0 < ¢t < T,

,bf(vs-zﬂ)(t,-)dx+,uff va-dexds+ff F? -y dxds

Q s :

=pf(v8-l//)(0,~)dx+[)ff va-(?,t//dxds+,uff [10,V° - ¥ dS,ds.
Q o 0 JoQ

It remains to pass to the limit to show that u? satisfies (1.27). We shall only focus on the last terms in both sides of
(5.2), as the other terms are direct. Since p® = g,(e0®), we have that (p® — p)/e is uniformly bounded in L*(Qr,), it
then follows from the velocity equation in (1.15), that

ff Ff-¢dxds=ff p;l):ﬁ(divLug—

1ffp PGty dads = ff 82060 = 8:O00g e grds =0
o) . 82(e0)

by integrating by parts since

(5.2)

‘We then observe that

g (e0®) — gz(O)

V (G(ea®))
82(e0®)

where G(s) is such that
82(5) — £2(0)

G'(s) =
() 22(5)

In a similar way, we have that

E _ A ! E _ A
f f P P aye . ydxds = —¢ f f G (0®) (Vo - Vyu®) - o dds + f P Pg,u® -y dxds.
. pP° 0, 0o Joa P°

These three above terms tend to zero, for the last one, we use that ||p® — pl|;~,) = O(e) while I16,u® is uniformly
bounded in L?(AQ) by using the Navier-boundary condition and the trace inequality. This yields

ff F} - ydxds — 0.

Next, since V&% — 0, Vu® — Vu®,v* — u° in L*(Q,) and V* is uniformly bounded in L*([0, Tol, H'(Q)), we have that:

ff F;-a,//dxds—nﬁf (u® - Vu®) - y dxds.
t Qt

Finally, for the boundary term in (5.2), we use the boundary condition for v* (see (2.72)):
I1(0pv®) = II(-2av® + (Dn)v®) + 2I1(—aV¥? + (Dn)V¥?).

Asv¢ — u° in L*(Q,) and v* is uniformly bounded in L*([0, ¢], H'(Q)), V¥¢ — 0in L2 ([0, 1], H'(Q)), it follows from
the trace inequality and the Holder inequality that: v®|sq — u%]sq in L*([0, 1], L*(0Q)), V¥¢ — 0 in L2([0, t], L*(Q)).

This yields:
13 15
u f f 0,V° - ¢ dS,ds — p f f (-2au’ + (Dn)u) -y dS ,ds.
0 JoQ 0 JoQ

Therefore, u satisfies the formulation (1.27) and hence is a weak solution to (1.3). Next, due to the uniform boundedness
of v in LY H2™' and Vv* in L] HJy™' 0 L(Qr, ), we get that u” has the additional regularity property (1.26). The
uniqueness result is easy owing to the boundedness of the Lipschitz norm. Since any subsequence of u® will have an
extracted subsequence that solves (1.27) and satisfies the additional regularity property (1.26), we finally get from the
uniqueness that the whole family u® converges to u°. This ends the proof of Theorem 1.7.
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6. Remarks on the exterior domains.

In this short section, we make some remarks on the incompressible limit problem for (CNS) when the domain is
an exterior domain, that is Q = R3\K, where K c R? is a smooth compact domain. We first remark that the uniform
regularity estimates can be obtained in the same way as in the bounded domain case (see Section 2-3). Indeed, to define
conormal vector fields and conormal Sobolev spaces we only need a finite covering property of the boundary without
requiring any boundedness of the domain. Moreover, the Sobolev embeddings and the trace inequalities (Proposition
7.4-7.5) widely used in Section 2-3 do not depend on the size of the domain.

Note that in the case of exterior domains, one can obtain the strong convergence in time of the velocities, namely
u® — u® in L*([0, To], L7, .(€)) by using some properties of the wave equation. Indeed, in the case of exterior domains,
there is no point spectrum for the Neumann Laplacian and the RAGE Theorem (Theorem 5.8 of [7] for example) can
be used. We refer to [15, 20] where this approach was used for weak solutions of the Navier-Stokes-Fourier system, it

can be easily used for solutions of the isentropic system enjoying our stronger uniform estimates.

7. Appendix

We state here the product and commutator estimates which are used throughout the paper:

Lemma 7.1. For each 0 <t < T, and for any integer k > 2, one has the (rough) product estimates

IOz, < Ol I8l ity o + 18 ONe Lo (7.1)

(li’ld commutator estimates:
Z. 18O S NZFONe I8t 1 o + IO V2 i oo 1] = (7.2)
I3, F18Ollzz S NEBHOlbgor18hs 1 o + 18D lbpor ledufli o (7.3)

Proof. This lemma follows from simply counting the derivatives hitting on f or g. For instance, to prove the product
estimate (7.1) and the commutator estimate (7.2), one can use the following expansion:

2= >+ > NCzlgZ )
WISlk=1)/2]  [I-JI<[k/2]

= ( Z + Z NC1,Z'eZ'™ ) + fZ'g, 1| = k.

I<[k/2]1-1  1<|I-T|<[(k+1)/2]

As a corollary of Lemma 7.1 the following composition estimates hold:
Corollary 7.2. Suppose that h € C°(Q,) N L*H™ with
A < h(t,x) <Ay, Y(t,x)e Q.
Let F(+) : [A1,A3] — R be a smooth function satisfying

sup |[F™]|(s) < B.
SE[A1,A7]

Then we have the composition estimate, for p = 2,4+

IEC, ) = FO)rp < AB, Rz .co MRl b »

where A(B, |h|[%],w,,) is a polynomial with respect to B and |h|[%],m,t.
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This Corollary, combined with Lemma 6.1 and Lemma 6.3, leads to the following estimates:

Corollary 7.3. Let g(e0), g2(e0) defined in (1.16) and assume that (1.24), (1.23) hold. Then one has the following
estimates: for j=1,2, p =2, +co,

1
1Zgjllppn1 < aA(a, o 21,000)l(07, ZO | g1 (7.4)
1
1Zgjll r gt < sA(C—O, Il 200 MOl 2 (71.5)
1
llgj(0) = 85Oy ay, S eA(— Il conllerllzy - (7.6)
0

We will use often the following Sobolev embedding inequality whose proof is similar to that of Proposition 12
and Proposition 20 of [35].

Proposition 7.4. Let Q = R3 or a smooth bounded domain, we have the following Sobolev embedding inequality
1 1
If Ol S WIVFOU L O r + 1Ol 2. (1.7)
Proof. For the case of the half-space, this is a consequence of the inequality: for a function g defined on R3,

I Olley S 10Ol g IO (7.8)

Hey(RY) o (R3)

where sy, 5, are positive and satisfy s; + s, > 2. One can refer to (Prop 2.2) of [36] for the proof. The case of general
smooth bounded domains follows by working in local coordinates. O

The following trace inequalities are also used:

Lemma 7.5. For multi-index I = (ly, - - - , Iyy) with |I| = k, we have the following trace inequalities:

12! FO72 00 S IVFONae IF O, + 1O, (7.9)
f
fo 12! F ()72 00 45 SNV izt N2z, + 11172 - (7.10)
!
fo Z SO 1 88 SNz, + U1 - (7.11)

In the next proposition, we state some elliptic estimates which are used frequently.

Proposition 7.6. Given a bounded domain Q with C**' boundary. Consider the following elliptic equation with
Neumann boundary condition:

Ongq=f-n+g on 0Q (7.12)
qudsz

The system (1.12) has a unique solution in H'(Q) which satisfies the following gradient estimate:

{Aq:divf in Q

IVgDllz@) S IfOllz@) + 1801, 0 - (7.13)

Moreover, for j+1 =k,
Vgl S MOl +18D] gy 5 (7.14)
19Ol S ICF A FO sy + 1F - 1, Ol - (7.15)
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Proof. The existence of the weak solution in H =: {g| ¢ € H'(Q), fQ gdx = 0} as well as the gradient estimate
(7.13) come from Lax-Milgram Lemma. The estimates (7.14)-(7.15) are then standard regularity estimates for elliptic
equations, that take into account the number of time derivatives (the time variable being only a parameter in this
Lemma). O

Finally, we state an elementary estimate of the heat kernel which is useful in the estimates of the vorticity.

Lemma 7.7. Let

K(s.y,2) = FINPEREINP ) 0.( ), N() = (=019(), ~dae(). 1)

where (,z) € R and set ZP = 6f h 8f 22Zﬁ *,Z5 = 150.. We have the following estimate:

IZPK (5.7, M2,y < CBsfas lelcwn)s ™. (7.16)

Proof. It suffices to prove that, for any / € N, there is a polynomial P, with 2|8 + 1 degree, such that:

- ., -2
| ZPK(s,y,2)| < C(B, fi, |¢|Cw‘+I)P2w+1(ﬁ)e Nt gl Ys >0,y e R2 (7.17)

By direct computation, one can see that, there exists a polynomial with degree 2(8; + 82) + 1 : P2, +4,)+1, @ smooth
function depends on V,¢ and its derivatives up to order 81 + B> : F, +4,(Vy¢) such that

z -2
BFK(s,y.2) = Pz(ﬁ1+ﬁz>+1(—S)Fﬁlwz(vy@e NS 571

\/_

To prove (7.17), it suffices to show by induction arguments that, there exists a smooth function F(|N|?), such that

P> £ _szzv = 2 ‘Wzmv 2\, B
z P2(ﬁ1+,6’2)+l(\/3)€ a = F(IN|")e™ P2|,B\+1( S)Z .

\/_

References

(1]

[2]
[3]
(4]
[5]

[6

=

[7]
[8]
[9]
[10]
(11]
(12]

[13]

Thomas Alazard. Incompressible limit of the nonisentropic Euler equations with the solid wall boundary conditions. Adv. Differential
Equations, 10(1):19-44, 2005.

Thomas Alazard. Low Mach number limit of the full Navier-Stokes equations. Arch. Ration. Mech. Anal., 180(1):1-73, 2006.

Thomas Alazard. A minicourse on the low Mach number limit. Discrete Contin. Dyn. Syst. Ser. S, 1(3):365-404, 2008.

Hugo Beirdo da Veiga. Singular limits in compressible fluid dynamics. Arch. Rational Mech. Anal., 128(4):313-327, 1994.

Didier Bresch, Benoit Desjardins, Emmanuel Grenier, and Chi-Kun Lin. Low Mach number limit of viscous polytropic flows: formal
asymptotics in the periodic case. Stud. Appl. Math., 109(2):125-149, 2002.

Bin Cheng, Qiangchang Ju, and Steve Schochet. Three-scale singular limits of evolutionary PDEs. Arch. Ration. Mech. Anal., 229(2):601-625,
2018.

H. L. Cycon, R. G. Froese, W. Kirsch, and B. Simon. Schrodinger operators with application to quantum mechanics and global geometry.
Texts and Monographs in Physics. Springer-Verlag, Berlin, study edition, 1987.

Raphaél Danchin. Zero Mach number limit in critical spaces for compressible Navier-Stokes equations. Ann. Sci. Ecole Norm. Sup. (4),
35(1):27-75, 2002.

Raphaél Danchin. Low Mach number limit for viscous compressible flows. M2AN Math. Model. Numer. Anal., 39(3):459—-475, 2005.
Raphaél Danchin and Lingbing He. The incompressible limit in L? type critical spaces. Math. Ann., 366(3-4):1365-1402, 2016.

Benoit Desjardins and Emmanuel. Grenier. Low Mach number limit of viscous compressible flows in the whole space. R. Soc. Lond. Proc. Ser.
A Math. Phys. Eng. Sci., 455(1986):2271-2279, 1999.

Benoit Desjardins, Emmanuel Grenier, Pierre-Louis Lions, and Nader. Masmoudi. Incompressible limit for solutions of the isentropic
Navier-Stokes equations with Dirichlet boundary conditions. J. Math. Pures Appl. (9), 78(5):461-471, 1999.

Donatella Donatelli, Eduard Feireisl, and Antonin Novotny. On incompressible limits for the Navier-Stokes system on unbounded domains
under slip boundary conditions. Discrete Contin. Dyn. Syst. Ser. B, 13(4):783-798, 2010.

41



[14]
[15]
(16]
(17]
[18]
[19]
[20]
[21]

(22]
[23]

[24]
[25]
[26]
(27]
(28]
[29]
(30]

[31]
(32]

(33]
[34]
[35]
[36]

[37]
(38]

[39]
[40]
[41]
[42]
[43]
[44]
[45]
[46]
[47]

[48]

David G. Ebin. The motion of slightly compressible fluids viewed as a motion with strong constraining force. Ann. of Math. (2), 105(1):141-200,
19717.

Eduard Feireisl. Incompressible limits and propagation of acoustic waves in large domains with boundaries. Comm. Math. Phys., 294(1):73-95,
2010.

Eduard Feireisl. Local decay of acoustic waves in the low Mach number limits on general unbounded domains under slip boundary conditions.
Comm. Partial Differential Equations, 36(10):1778-1796, 2011.

Eduard Feireisl. Singular limits for models of compressible, viscous, heat conducting, and/or rotating fluids. In Handbook of mathematical
analysis in mechanics of viscous fluids, pages 2771-2825. Springer, Cham, 2018.

Eduard Feireisl, Josef Malek, and Antonin Novotny. Navier’s slip and incompressible limits in domains with variable bottoms. Discrete Contin.
Dyn. Syst. Ser. S, 1(3):427-460, 2008.

Eduard Feireisl and Antonin Novotny. The low Mach number limit for the full Navier-Stokes-Fourier system. Arch. Ration. Mech. Anal.,
186(1):77-107, 2007.

Eduard Feireisl and Antonin Novotny. Singular limits in thermodynamics of viscous fluids. Advances in Mathematical Fluid Mechanics.
Birkhduser/Springer, Cham, 2017. Second edition of [ MR2499296].

Isabelle Gallagher. Résultats récents sur la limite incompressible. Number 299, pages Exp. No. 926, vii, 29-57. 2005. Séminaire Bourbaki.
Vol. 2003/2004.

Olivier Gues. Probleme mixte hyperbolique quasi-linéaire caractéristique. Comm. Partial Differential Equations, 15(5):595-645, 1990.
Liang Guo, Fucai Li, and Feng Xie. Asymptotic limits of the isentropic compressible viscous magnetohydrodynamic equations with Navier-slip
boundary conditions. J. Differential Equations, 267(12):6910-6957, 2019.

David Hoff. Local solutions of a compressible flow problem with Navier boundary conditions in general three-dimensional domains. SIAM J.
Math. Anal., 44(2):633-650, 2012.

Lars Hormander. Pseudo-differential operators and non-elliptic boundary problems. Ann. of Math. (2), 83:129-209, 1966.

Hiroshi Isozaki. Singular limits for the compressible Euler equation in an exterior domain. J. Reine Angew. Math., 381:1-36, 1987.

Ning Jiang and Nader Masmoudi. On the construction of boundary layers in the incompressible limit with boundary. J. Math. Pures Appl. (9),
103(1):269-290, 2015.

Ning Jiang and Nader Masmoudi. Low Mach number limits and acoustic waves. In Handbook of mathematical analysis in mechanics of
viscous fluids, pages 2721-2770. Springer, Cham, 2018.

Song Jiang and Yaobin Ou. Incompressible limit of the non-isentropic Navier-Stokes equations with well-prepared initial data in three-
dimensional bounded domains. J. Math. Pures Appl. (9), 96(1):1-28, 2011.

Sergiu Klainerman and Andrew Majda. Singular limits of quasilinear hyperbolic systems with large parameters and the incompressible limit of
compressible fluids. Comm. Pure Appl. Math., 34(4):481-524, 1981.

Sergiu Klainerman and Andrew Majda. Compressible and incompressible fluids. Comm. Pure Appl. Math., 35(5):629-651, 1982.
Pierre-Louis Lions and Nader Masmoudi. Incompressible limit for a viscous compressible fluid. J. Math. Pures Appl. (9), 77(6):585-627,
1998.

Pierre-Louis Lions and Nader Masmoudi. Une approche locale de la limite incompressible. C. R. Acad. Sci. Paris Sér. I Math., 329(5):387-392,
1999.

Xin Liu and Edriss S. Titi. Zero Mach number limit of the compressible primitive equations: well-prepared initial data. Arch. Ration. Mech.
Anal., 238(2):705-747, 2020.

Nader Masmoudi and Frédéric Rousset. Uniform regularity for the Navier-Stokes equation with Navier boundary condition. Arch. Ration.
Mech. Anal., 203(2):529-575, 2012.

Nader Masmoudi and Frederic Rousset. Uniform regularity and vanishing viscosity limit for the free surface Navier-Stokes equations. Arch.
Ration. Mech. Anal., 223(1):301-417, 2017.

Nader Masmoudi, Frédéric Rousset, and Changzhen Sun. Incompressible limit for the free surface navier-stokes system, 2021.

Guy Métivier. Small viscosity and boundary layer methods. Modeling and Simulation in Science, Engineering and Technology. Birkhéuser
Boston, Inc., Boston, MA, 2004. Theory, stability analysis, and applications.

Guy Métivier and Steven Schochet. The incompressible limit of the non-isentropic Euler equations. Arch. Ration. Mech. Anal., 158(1):61-90,
2001.

Guy Meétivier and Steven Schochet. Averaging theorems for conservative systems and the weakly compressible Euler equations. J. Differential
Equations, 187(1):106-183, 2003.

Guy Métivier and Kevin Zumbrun. Large viscous boundary layers for noncharacteristic nonlinear hyperbolic problems. Mem. Amer. Math.
Soc., 175(826):vi+107, 2005.

Yaobin Ou and Dandan Ren. Incompressible limit of global strong solutions to 3-D barotropic Navier-Stokes equations with well-prepared
initial data and Navier’s slip boundary conditions. J. Math. Anal. Appl., 420(2):1316-1336, 2014.

Matthew Paddick. The strong inviscid limit of the isentropic compressible Navier-Stokes equations with Navier boundary conditions. Discrete
Contin. Dyn. Syst., 36(5):2673-2709, 2016.

Dandan Ren and Yaobin Ou. Incompressible limit of all-time solutions to 3-D full Navier-Stokes equations for perfect gas with well-prepared
initial condition. Z. Angew. Math. Phys., 67(4):Art. 103, 27, 2016.

Steven Schochet. The compressible Euler equations in a bounded domain: existence of solutions and the incompressible limit. Comm. Math.
Phys., 104(1):49-75, 1986.

Steven Schochet. The mathematical theory of the incompressible limit in fluid dynamics. In Handbook of mathematical fluid dynamics. Vol.
1V, pages 123—157. Elsevier/North-Holland, Amsterdam, 2007.

Jacques Simon. Régularité de la solution d’un probleme aux limites non linéaires. Ann. Fac. Sci. Toulouse Math. (5), 3(3-4):247-274 (1982),
1981.

Changzhen Sun. Uniform stability for some systems arising from fluid mechanics and plasma physics. Thesis, Université Paris-Saclay,
September 2021. Avilable at: https://tel.archives-ouvertes.fr/tel-03462634.

42



[49] David S. Tartakoff. Regularity of solutions to boundary value problems for first order systems. Indiana Univ. Math. J., 21:1113-1129, 1971/72.

[50] Seiji Ukai. The incompressible limit and the initial layer of the compressible Euler equation. J. Math. Kyoto Univ., 26(2):323-331, 1986.

[51] Yong Wang, Zhouping Xin, and Yan Yong. Uniform regularity and vanishing viscosity limit for the compressible Navier-Stokes with general
Navier-slip boundary conditions in three-dimensional domains. SIAM J. Math. Anal., 47(6):4123-4191, 2015.

[52] Linjie Xiong. Incompressible limit of isentropic Navier-Stokes equations with Navier-slip boundary. Kinet. Relat. Models, 11(3):469-490,
2018.

43





