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Finite element framework for modeling conducto-radiative transfers within
heterogeneous media at both discrete and continuous scales

S. Ouchtout, B. Rousseau, Y. Favennec∗

Nantes Université, CNRS, Laboratoire de thermique et énergie de Nantes, LTeN, UMR 6607, F-44000 Nantes, France

Abstract

The paper compares three distinct conducto-radiative models that can be used for modeling heat transfer at
high temperature in view of being integrated within a topology optimization process. Finite elements are
extensively used. Non-linearities are handled using a fixed-point method coupled with a Newton–Raphson
linearization method. A three-dimensional square lattice is sandwiched between a hot and a cold plate. The
discrete mesoscopic scale is the reference model. At all conduction-to-radiation regimes, and even when ra-
diation predominates, it appears that the continuous-scale approach, which has been set-up thanks to proper
homogenization laws, gives satisfactory results, which is not the case for the Rosseland approximation model.
The homogenized continuous-scale model appears to be a good candidate for being used in the future in topology
optimization problems.

Keywords: conductive-radiative transfer, continuous-scale approach, discrete-scale approach, open-cell foams,
Newton-Raphson, finite elements, parallel computing

1. Introduction

In the field of free-carbon heat generation and waste heat recovery at high temperatures (T > 1000 oC),
there is a growing interest in the design of durable high temperature energy systems with high thermal efficiency
such as gas-to-gas heat exchangers [1], volumetric solar receivers [2, 3, 4], thermal protection systems [5, 6, 7, 8],
and radiant tube inserts [9], among other interesting processes. These systems can be described as radiative-
convective heat exchangers [10] containing porous structures which play a key role in promoting the volumetric
propagation of both radiation and temperature advected by a fluid flow. In reason of their textural and
chemical features, refractory macroporous ceramics such as open-cell foams [11] and media with porosity-gradient
structures [9]) know an increasing concern. Indeed, for engineering applications such as heat exchangers working
at high-temperature, they present interesting performances in terms of energy conversion. When convective
transfer can be neglected, which is the case for stagnant fluids, a global comprehension of both conductive and
radiative transfers taking place within the porous medium structure can allow one to design them smartly, in
order to best satisfy a pre-established objective.

The main perspective induced by the presented work is the design of architectured materials, and, in par-
ticular, lattice materials. These materials are becoming increasingly popular in the context of additive man-
ufacturing. To achieve this goal, we exploit a numerical tool we have developed these last years: a fast and
accurate finite element solver dedicated to the solution of the radiative transfer equation. This solver, which
is based on stabilized vectorial finite elements [12, 13], has been parallelized [14] in such a way that the cal-
culation can run on multiple processes. Further, its matrix-free version highly reduces the memory load on
each process, so that complex geometries can be dealt with [15]. This solver, which uses efficient matrix solvers
and preconditioners [16], takes into account several kinds of radiative boundary conditions such as incoming
collimated radiative intensity, emission, and specular reflexions [17]. The solver is also able to design ad hoc
angular discretization [18].

Macroporous ceramics have two phases, one is solid and the other is fluid. A fine modeling of heat transfers
taking place in this two-phases medium should be made, ideally, at the scale of the discretized material, i.e. at
the pore scale. If the solid phase is considered as an absorbing medium, the conductive problem is to be
solved within the solid phase, the radiative problem is to be solved solved within the fluid phase, which can be
considered as vacuum, and the energy transfer between the two problems takes place at the solid-void interface
separating apart both phases. Such a discrete-scale approach, finely described in a previous work [19], makes it
possible to achieve a good level of details in terms of three-dimensional temperature fields, conductive flux fields,
and radiative flux fields. This is important because, at high temperature, heat transfer modes are coupled in
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such a way that a given heat transfer mode is affected by the other modes, making their effective contribution
non linear [20].

In order to apply the homogenization methodology, the study considered here deals with the computation
of coupled conducto-radiative heat transfer problems involving high temperature in a three-dimensional square
lattice, using a single cell as well as multiple cells, at both the discrete mesoscopic scale and at the related
continuous macroscopic scale. Along with this simple geometry, a highly simple physical situation is dealt with,
where the considered domain is sandwiched in between a hot plate and a cold plate. The main goal of the
study is to evaluate, in such a simple situation, the amount of errors one gets, in terms of temperature, using
the coupled model at the macroscopic continuous scale respectively to the reference discrete-scale model at the
mesoscopic level. Added to the continuous-scale model, the Rosseland approximation, which assumes that the
porous medium is considered optically thick [21], is also compared to the discrete-scale model to get a clear
idea on approximated models which could be used in future optimization processes, knowing the bias and errors
associated to them.

In this study, three models are presented for coupled conducto-radiative problems at mesoscopic and macro-
scopic scales. One is the discrete-scale coupled model, presented above. Another is the related continuous-scale
coupled model. The last one is the Rosseland approximation model. The passage from all of them is detailed in
the paper. Conducto-radiative problems being non linear, an iterative scheme is to be set-up in order to make
the solution to converge. We propose an iterative scheme based on a weak coupling between both the radiative
transfer equation and the heat conduction equation and, in order to improve drastically the convergence, the
Newton–Raphson iterative method is derived on the non-linear heat conduction equation.

The paper is organized as follows. Section 2 details the three considered conducto-radiative models. Section 3
details the solution process thanks to finite elements for conduction problems, and vectorial finite elements for
the radiative transfer equation. This section also details iterative schemes such as the fixed-point method and
especially the Newton–Raphson linearization process. Section 4 is dedicated to the global set-up, with useful
non-dimensional numbers, geometry definition, and other necessary tools used for validations, convergence
analysis, and comparisons between models. Section 5 details and discusses the numerical results of the three
presented models. It firstly presents the numerical results related to the continuous-scale coupled model, with
validation and convergence analysis. This section then presents the numerical results related to the Rosseland
model, with a comparison respectively to the continuous-scale coupled model, and a convergence analysis. It
finally presents the numerical results related to the discrete-scale coupled model, with a comparison respectively
to the continuous-scale coupled models, and, again, a convergence analysis. The conclusion which can be drawn
from numerical results is twofold. At first, a numerical process has been designed to solve efficiently coupled
conducto-radiative problems at high temperature, at both the discrete and continuous scales. The models
have been validated thanks to data from the literature. Second, if effective properties are carefully calculated,
the continuous-scale coupled model approximates the discrete-scale coupled model with moderate errors of
maximum 5 %. The corollary of this is that the continuous-scale coupled model could be the one used in the
future in optimization processes when coupled with the homogenization methodology.

2. Models of conducto-radiative transfers

Heat transfer involved in macroporous media at high temperature may include the three modes of heat trans-
fer, namely conduction, convection, and radiation. The balance between these modes is influenced by operating
conditions as well by textural parameters such as porosity or ligament size, and also physical properties, such
as thermal conductivity, scattering coefficient, etc. At high temperature, heat transfer modes may be coupled
so that, for example, the global heat flux is not as simple as the summation of individual fluxes [20, 19]. The
knowledge of individual contributions as well as their coupling effect is a crucial route for optimizing processes
involving high temperature, modifying adequately space-dependent physical properties at macro-scale, or uni-
tary cells at meso-scale. Among the three heat transfer modes, only the conduction and radiation are considered
in the study; fluid flows contribution shall be taken care of in a forthcoming study. Further, in this paper, three
distinct conducto-radiative models are considered:

i) the discrete-scale coupled model (DS-CM) in which two phases are considered, namely the void phase in
which radiation occurs, and the solid phase in which conduction occurs. The transfer between these two
physics takes place on the internal boundary between both domains;

ii) the continuous-scale coupled model (CS-CM) that couples both physics of radiation and conduction within
a single domain. The physical properties are effective ones calculated both from the ones of the discrete-
scale model and from the geometry itself (porosity, pore size, etc.);

iii) the related Rosseland approximation model (RM) that combines both physics of radiation and conduction
in a single non-linear conduction equation.

The considered physics deals with a medium located between two plates on which a given temperature is
prescribed; on all other boundaries, a symmetry is considered.
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2.1. The discrete-scale coupled model (DS-CM)

In the discrete-scale coupled model, the solid phase domain is fully embedded within a box. This box,
without the solid phase, is the void phase. The solid phase is denoted as Ωs ⊂ R3, and the void phase is
denoted as Ωv ⊂ R3. The union of these two domains yields the whole domain treated in the previous section,
i.e. Ωs ∪ Ωv := Ω. Further, the solid (resp. void) phase boundary is denoted ∂Ωs (resp. ∂Ωv). The solid–void
interface is denoted Γ = ∂Ωs ∩ ∂Ωv. Also, let ns (resp. nv) denote the outward unit vector normal to the solid
(resp. void) phase. Figure 1 schematically represents the two distinct domains as well as the immersion process
of the solid domain within the void domain.

Figure 1: Computational domains used in the discrete-scale approach. Left: the solid phase Ωs only; middle: the void phase Ωv

only; right: immersion of Ωs into Ωv .

The discrete-scale coupled model is quite similar to the one presented in [19]; it is however, for the sake of
clarity, given hereafter.

The steady-state heat conduction equation is solved in the solid phase only. Since this phase is assumed to
be opaque, the energy transfer between both phases occurs on the boundary only and, consequently, no source
term is involved in this partial differential equation. The conduction problem then consists in searching for a
scalar-valued function Ts : Ωs 7→ R such that:

EDS-CM
HCE := −∇ · λs∇Ts = 0 ∀x ∈ Ωs ⊂ R3 (1)

where λs denotes the thermal conductivity of the solid phase. Similarly to both other models presented hereafter,
temperature is prescribed at the two ends of the medium, so:

Ts = Tg− on ∂Ωs,D,− ⊂ Γ; ∂Ωs,D,− = {x ∈ ∂Ωs, x < δ + minΩs x
′}, (2)

Ts = Tg+ on ∂Ωs,D,+ ⊂ Γ; ∂Ωs,D,+ = {x ∈ ∂Ωs, x < −δ + maxΩs x
′}. (3)

In these relationships, the subscript ‘D’ stands for ‘Dirichlet’, and δ is a sufficiently small positive user-
defined parameter so that the Dirichlet condition is applied on a boundary of sufficiently large enough area,
i.e. |∂Ωs,D,±| > ε. Tg+ and Tg− are the given hot and cold Dirichlet temperatures, respectively.

The conduction equation in the solid phase is additionally supplied with the flux exchange condition which
takes place on the boundary and which takes into account of both the outgoing and incoming radiation:

−λs∇Ts · ns = εs σB n2
s (Ts)

4 − εs

∫
s·nv>0

Ivs · nv ds (4)

In this equation, Ts represents the solid-void interface temperature, εs denotes the emissivity of the solid
medium, σB denotes the Stefan–Boltzmann’s constant, ns is the refraction index of the solid phase. The first
term in the right-hand side of the equality sign denotes the emission loss, while the second term denotes the
incoming radiation flux.

We further use the steady-state radiative transfer equations for the void which is non absorbing and non
scattering medium, and where no emission occurs:

EDS-CM
RTE := s · ∇Iv = 0 (5)

The non-zero temperature yielding emission on the common void-solid boundary Γ comes into play as the
boundary-value condition (the hat symbol stands for the ‘inlet’ condition), and the specular reflection boundary
condition is also prescribed (it is the same type as for the continuous-scale coupled model):

Îv(x, s) =
1

π
σB εs n

2
s (Ts)

4
+ (1− εs)Iv(x, s′) on Γ, s · nv < 0 (6)
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with ρs = 1 − εs denotes the surface reflectivity. Eventually, on the two ends of the domain, hot and cold
temperature are prescribed, yielding the emission condition:

Iv(x, s) = ε
1

π
σBn

2T 4
g∓ ∀x = {xmin, xmax} (7)

To sum-up on this configuration, a solid medium is immersed within a void region represented by the
bounding box such that the solid medium does not touch any boundary of the bounding box. The radiation
that goes out of these six boundaries of the bounding box reenters the bounding box due to specular reflection.
On the junction between the solid and the void, there is an energy exchange: there is emission due to temperature
(from solid to void), radiation absorption (from void to solid), and partial reflection of the radiation (from void
to void). Additionally, on two extreme parts of the solid medium, the temperature is prescribed such that a
temperature gradient is numerically created.

2.2. The continuous-scale coupled model (CS-CM)

In order to describe the mathematical model that governs the radiation physics coupled with the conduction
one, in a continuous medium, let us denote the open bounded set Ω ⊂ R3 that represents the spatial domain of
interest. (In the present study, this domain is a parallelepiped, i.e. Ω = {(x, y, z)|x ∈ [0, Lx], y ∈ [0, Ly], z ∈
[0, Lz], }.) The boundary of the domain, denoted as ∂Ω, forms the union of Neumann and Dirichlet conditions,
denoted as ΓN and ΓD, respectively, and ΓD itself is the union of Γ+

D and Γ−D, such that different conditions
can be applied on the boundary of the three-dimensional domain, such as prescribed temperature, adiabatic
condition, reflection of radiative intensity, emission, etc. For the mathematical derivations, let n denote the
outward unit vector normal to domain Ω.

In this work, we use the standard steady-state form of the radiative transfer equation which allows to de-
scribe the propagation of thermal radiation through a medium affected by absorption, emission and scattering
processes. The mathematical statements, based on the principle of energy conservation, leading to this integro-
differential equation are given for example in [21, 22]. Its use requires to carefully check that the textural
features of the porous medium allow to fulfill the assumptions of randomness, homogeneity, and continuity [23].
The condition of randomness is fulfilled because, as seen in next sections, the geometric clearance is higher than
the radiative wavelengths, and the condition of homogeneity is fulfilled because the typical size of individual
scatterers is smaller than the characteristic size of the medium. Eventually, homogeneity is essential for con-
sidering the porous medium as a continuous one. Also, though the generalized radiative transfer equation [24]
is to be applied in low porosity media, the ordinary version of the radiative transfer equation is considered as
valid in the high porosity media considered here:

ECS-CM
RTE := s · ∇I(x, s) + βI(x, s)− σ

∫
4π

I(x, s′)Φ(s, s′) ds′ − κ 1

π
σBn

2T 4 = 0 (8)

In this equation, x = (x, y, z) ∈ Ω, s ∈ S2 is the direction of propagation, β = κ + σ is the extinction
coefficient, σ is the scattering coefficient, κ is the absorbtion coefficient, σB is the Stephan-Boltzmann constant,
n is the refraction index of the medium, and T is the temperature. Also, Φ(s, s′) is the phase function which can
be determined by numerical means. For example, based on a statistical representation of the porous medium,
the radiative distribution function identification (RDFI) method completely characterizes this scattering phase
function [25, 26]. In the present study, among other possible approximations, the Henyey-Greenstein function
is used. For three-dimensional domains, the normalised Henyey-Greenstein function reads:

Φ(s, s′) =
1

4π

1− g2

(1 + g2 − 2gs · s′) 3
2

(9)

where g ∈]− 1, 1[ is the anisotropy factor. The integro-differential eq. (8) for the transport of radiation comes
with its boundary conditions. In order to mimic emission where temperature is prescribed, i.e. on x = xmin

and x = xmax, and periodicity on other boundaries (with specular reflection), one lets, for s · n < 0:

I(x, s) = ε
1

π
σBn

2T 4 ∀x = {xmin, xmax} (10)

I(x, s) = (1− ε)I(x, s′) ∀x ∈ ]xmin, xmax[ (11)

where ε the emissivity of the boundary, and s′ is deduced from s from the Householder rotation matrix R(n) =
2nn> − I, following [27].

The steady-state heat conduction equation involving the radiation contribution consists in equaling both
fluxes of conduction and radiation. The former is given by the Fourier law, and the latter is the radiative source
term. One gets [21]:

ECS-CM
HCE := ∇ · (−λ∇T ) + k4πIb − kG = 0 (12)
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with λ being the thermal conductivity. In this equilibrium equation, G denotes the radiative density and Ib
denotes black body source term:

G(x) =

∫
4π

I(x, S) ds (13)

Ib = Ib(T ) :=
1

π
σBn

2T 4 (14)

The partial differential eq. (12) for the heat conduction comes with its boundary conditions. Temperature
is prescribed on x = xmin and x = xmax, and adiabatic condition is prescribed everywhere else:

T = T− ∀x = {xmin} (15)

T = T+ ∀x = {xmax} (16)

−∇T · n = TN = 0 x ∈ ]xmin, xmax[ (17)

2.3. The continuous-scale Rosseland model (CS-RM)

In the Rosseland approximation, the radiative source term is an explicit non-linear function of the temper-
ature, according to, for instance, [21]:

ECS-RM := −∇ · (λ∇T )−∇ · (αT 3∇T ) = 0 (18)

with

α =
16n2σB

3β
(19)

where n is the refraction index, σB the Stephan-Boltzmann constant, and β the extinction coefficient. Note
that the Rosseland approximation is usually to be used only on optically thick media; the criterion βL > 5 is,
for instance given in [28], with L = |xmax − xmin| the length towards the main direction of propagation. Added
to this non-linear partial differential equation, the boundary conditions (15)-(17) are to be applied.

3. Resolution in a finite element framework

Three distinct physical models have been presented in section 2 in order to solve the conducto-radiative
coupled physics in a bounded domain, in both continuous and discrete scales.

The radiative transfer equation involving absorption, scattering and emission is involved in the continuous-
scale coupled model (CS-CM), see eq. (8), while it is mathematically simplified to a transport advection-type
equation in the discrete-scale coupled model (DS-CM), see eq. (5). In the following, the solution process is given
only for the full RTE, i.e. for ECS-CM

RTE ; the process being easily transposed to the discrete-scale, i.e. for EDS-CM
RTE .

The solution of the RTE with vectorial finite elements is the subject of section 3.1; additional details can be
found in [13] and accompanying papers.

Besides the radiative equation, a non-linear heat conduction equation is also to be solved. Due to its non-
linear character, the equation has to be linearized, and an iterative scheme is set-up to make the state converge
to the right solution.

Section 3.1 deals with the finite element set-up and the variational formulation for solving the radiative
transfer equation; section 3.2 deals with the variational formulation and iterative schemes for solving the non-
linear heat conduction equation; section 3.3 deals with the variational formulation and iterative schemes for
solving the non-linear Rosseland approximation model; eventually, section 3.4 gives the global iterative process.

3.1. Vectorial finite elements and discrete ordinates for solving the radiative transfer equation

The discrete ordinate method is used to angularly semi-discretize the RTE. Choosing, in an appropriate
way, Nd couples of direction/weight, using, for example, the SN method, or any other method based on the
discretization of the unit sphere (in the current study we use the uniformly refined octahedron, as presented
in [18]), the problem consists in solving, ∀m = 1, . . . , Nd:

(sm · ∇+ β)Im(x) = σ

Nd∑
n=1

ωmInΦm,n + κIb (20)

The vectorial finite element method consists in searching a vector of radiative intensities I (vectorial trial
function) using a vectorial test function W which lies in the corresponding vectorial functional space V :=
ΠNd
i=1Vi. In order to derive the vectorial FEM variational formulations for equation (20), the first step is to

convert coupled set of equations (20) into its equivalent vectorial form. To do that, let us first define the
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radiative intensities vector I, the collective direction vector S collecting all individual directions vectors Sm, and
a matrix Θ of size Nd ×Nd that combines scattering coefficient σs, weights ωm, and scattering phase function
Φm,n. These quantities are expressed as:

I =


I1
I2
...
INd

 , S =


s1

s2

...
sNd

 , Θ =


σsω1φ1,1 σsω2φ1,2 . . . σsωNd

φ1,Nd

σsω1φ2,1 σsω2φ2,2 . . . σsωNd
φ2,Nd

...
. . .

...
...

σsω1φNd,1 σsω2φNd,2 . . . σsωNd
φNd,Nd

 (21)

Using these notations, the RTE in its discrete ordinates form, eq. (20), can now be reformulated in its
equivalent vectorial form. The vectorial equation reads:

S · ∇I + βI−ΘI = κIbId (22)

with Id being the identity vector of same order as I. Here, S · I would give a vector, the ith component of
which will be given by (S · I)i = si · ∇Ii. Let us also introduce the following notations: ATB =

∑
iAiBi and

(A : B) = AiBi. The vectorial FEM weak formulation can now be built by multiplying the vectorial eq. (22)
with the SUPG vectorial test function W + γS · ∇W and integrating over the domain of interest Ω. Based on
that, the problem now reads: search I in V that satisfies:∫

Ω

(S · ∇I + βI)T (W + γS · ∇W) dx−
∫

Ω

(ΘI)T (W + γS · ∇W) dx

=

∫
Ω

(kIb,T Id)T (W + γS · ∇W) dx ∀W ∈ V (23)

The Green theorem is then applied for introducing the inflow boundary conditions, so that the problem
consists in searching I in Vh that satisfies:∫

Ω

(S · ∇W)T I dx +

∫
∂Ω

(S · n) : H[S·n>0])
TW dx (24)

+

∫
∂Ω

(S · n : H[S·n<0] : Iin)TW dx

∫
Ω

(S · ∇I)T (γS · ∇W) dx

+

∫
Ω

(βI)T (W + γS · ∇W) dx−
∫

Ω

(ΘI)T (W + γS · ∇W) dx

=

∫
Ω

(kIbId)T (W + γS · ∇W) dx W ∈ V

where H[S·n>0] is the vectorial indicator (Heaviside) function. This function results in zeros and ones depending
on Boolean operations, e.g., H[S·n>0]i equals one if and only if si S · n > 0, and zero elsewhere.

In typical treated situations, hundreds of directions are needed in the discrete ordinate method, and a fine
enough spatial discretization is also needed to ensure that the numerical solution is close enough to the real
solution. This yields huge matrix systems after approximating (24). To cope with such difficulties, domain
decomposition approach is performed on this vectorial equation, see [14], the use of efficient solvers based on
Krylov-subspace methods are used, see [16], and semi-matrix free approach is set-up on the top of (24), see [15].
Note that this solver handles both absorbing-scattering and non absorbing-non scattering media in the same
way; just physical properties are set to zero for the latter kind of medium.

3.2. Newton–Raphson and finite elements for solving the heat conduction equation

In order to give the finite element discretization of ECS-CM
HCE , we introduce the following Sobolev spaces [29]:

H0 := {φ ∈ L2(Ω) / ∇φ ∈ (L2(Ω))d}, (25)

HΓ− := {φ ∈ H1(Ω), φ = 0 on Γ−D}, (26)

HΓ+ := {φ ∈ H1(Ω), φ = 0 on Γ+
D}. (27)

To begin with, the partial differential equation eq. (12) is multiplied by a test function belonging to the
above functional space and integrated over the whole domain of integration Ω. Then, in order to introduce the
Neumman boundary conditions, we apply Green’s formula on the first integrand so that, eventually, the weak
formulation yields in finding T ∈ (T− +HΓ−) ∩ (T+ +HΓ+), such that∫

Ω

λ∇T · ∇v dx =

∫
Ω

κG̃v dx−
∫

Ω

(κ4σBn
2T 4)v dx ∀v ∈ H0. (28)

Equation (28) is nonlinear. Therefore, starting from an initial guess condition, say T0, an iterative scheme is
to be set-up coupled with a linearization of the equation. Three linearization methods are presented hereafter
(these methods shall be compared in the numerical results dedicated section).
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1. The ordinary fixed-point method consists in expressing the non-linear term with the state given at the
previous iteration. Denoting k + 1 the current iteration, and k the previous iteration, this yields in
searching Tk+1 ∈ (T− +HΓ−) ∩ (T+ +HΓ+), k ∈ N+, that satisfies:∫

Ω

λ∇Tk+1 · ∇v dx =

∫
Ω

κG̃ dx−
∫

Ω

κ4σBn
2T 4
k )v dx ∀v ∈ H0 (29)

2. The improved fixed-point method consists in linearizing the non-linear term such that, at the current
iteration, one writes T 4 = Tk+1T

3
k . This strategy yields in searching Tk+1 ∈ (T− + HΓ−) ∩ (T+ + HΓ+)

such that: ∫
Ω

λ∇Tk+1 · ∇v dx +

∫
Ω

κ4σBn
2T 3
kTk+1v dx =

∫
Ω

κG̃v dx ∀v ∈ H0. (30)

3. the Newton–Raphson linearization method [30] directly applied on the weak formulation eq. (28) is here
proposed as a third method. After some mathematical manipulations, the finite element discretization
of the non-linear heat conduction problem, using the Newton–Raphson linearization method, consists in
searching Tk+1 ∈ (T− +HΓ−) ∩ (T+ +HΓ+) such that:∫

Ω

λ∇Tk+1 · ∇v dx +

∫
Ω

4κ4π
1

π
σBn

2T 3
kTk+1v dx =∫

Ω

3(κ4σBn
2T 4
k )v dx +

∫
Ω

(κG̃)v dx ∀v ∈ H0. (31)

3.3. Newton–Raphson and finite elements for solving the Rosseland approximation

The Rosseland approximation eq. (18) which couples both physics of conduction and radiation yields a
nonlinear equation. To solve this equation, finite elements are used along with an iterative scheme based on a
linearization of the equation. The same functional space as the one used in section 3.2 is introduced, so that
the variational formulation reads:∫

Ω

λ∇T · ∇ϕ dx +

∫
Ω

αT 3∇T · ∇ϕ dx = 0 ∀ϕ ∈ H0. (32)

Equation (28) is nonlinear. Therefore, starting from an initial guess condition, say T0, an iterative scheme
is to be set-up coupled with a linearization of the equation. Two linearization methods are presented hereafter
(these methods shall be compared in the numerical results dedicated section).

1. The ordinary fixed-point method consists in expressing the non-linear term with the state given at the
previous iteration. Denoting k + 1 the current iteration, and k the previous iteration, this yields in
searching Tk+1 ∈ (T− +HΓ−) ∩ (T+ +HΓ+), k ∈ N+, that satisfies:∫

Ω

λ∇Tk+1 · ∇ϕ dx +

∫
Ω

αT 3
k∇Tk+1 · ∇ϕ dx = 0 ∀ϕ ∈ H0. (33)

where H0, HΓ+ and HΓ− are respectively the Sobolev spaces given in previous section, ϕ is the test
function and T0 is initial guess condition.

2. the Newton–Raphson linearization method [30] directly applied on the weak formulation eq. (32) is here
proposed as a second method. After some mathematical manipulations, the finite element discretization
of the non-linear heat conduction problem, using the Newton–Raphson linearization method, consists in
searching Tk+1 ∈ (T− +HΓ−) ∩ (T+ +HΓ+) such that:∫

Ω

λ∇Tk+1·∇ϕ dx+

∫
Ω

3αT 2
kTk+1∇Tk·∇ϕ dx+

∫
Ω

αT 3
k∇Tk+1·∇ϕ dx =

∫
Ω

3αT 3
k∇Tk·∇ϕ dx ∀ϕ ∈ H0

(34)

3.4. Numerical algorithm for solving the coupled problem

Added to non-linear conduction equations, the coupling itself between both radiation and conduction physics
makes the problem to be non-linear. It is suggested the two physics are solved iteratively, one after the other.
The following algorithm 1 has been set-up for the continuous-scale coupled model.

A linear steady-state heat conduction equation is firstly solved in order to get the initial guess (see line 5),
which is needed to start the iterations. The outer loop (see line 7) is used to solve successively the radiative
and then the conduction equation until stabilization is reached. The stabilization criterion is based on the
infinite-based norm (in space) on temperature difference between the current iteration and the previous one,
within the outer loop, but out of the next inner loop. The inner loop (see 12) is used for the non-linear heat
conduction equation, until a stabilization criterion is satisfied; this one is based on the spatial infinite-based
norm of the difference between the current iteration and the previous one, within the inner loop.

The set-up for the DS-CM can be easily derived from this one.
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Algorithm 1 Iterative algorithm for solving the continuous-scale coupled conducto-radiative problem.

1: input parameters for the geometry; physical properties
2: load spatial and angular discretizations
3: define finite element spaces
4: k ← 0
5: solve −λ∆T̄ = 0 return T̄
6: Tin ← T̄
7: for k ← 1 to kmax do
8: l← 0
9: T (k,l) ← Tin

10: calculate Ib = Ib(T
(k,l))

11: solve RTE return Ih
12: for l← 1 to lmax do
13: solve Conduction using Ih return T (k,l)

14: e(l) ← ‖T (k,l) − T (k,l−1)‖∞
15: if e(l) < εl then
16: break
17: end if
18: T (k,l−1) ← T (k,l)

19: end for
20: l̂(k)← l

21: T k ← T (k,l̂)

22: E(k) ← ‖T (k) − T (k−1)‖∞
23: if E(k) < εk then
24: break
25: end if
26: Tin ← T (k)

27: end for

4. Set-up numerical validations and comparisons

This preliminary section details the set-up of all necessary tools used for validations, convergence analysis,
and comparisons between models, all these being given in the next section.

4.1. Non-dimensional numbers

Hereafter are given the necessary non-dimensional numbers used in the next section, for characterizing tests,
plot figures, and do proper comparisons:

� A dimensionless temperature Θ(x) as well as the reference dimensionless temperature Θ0 are defined using
temperature of both the hot and the cold plates:

Θ(x) =
T (x)

Tmax
; Θ0 =

Tmin

Tmax
(35)

� The optical thickness parameter τ(x) and the optical thickness of the medium, τ0, are defined by, respec-
tively:

τ(x) =

∫ x

0

β dx = βx; τ0 = βL (36)

In the next section, most plots will consider dimensionless temperature Θ as a function of the optical
thickness τ(x).

� The albedo of single scattering, also known as the Schuster number [31], is defined as the ratio between
the scattering coefficient and the absorption coefficient. Both these relationships will be used in th next
section:

ω =
σ

β
;

κ

β
= 1− ω (37)

Note that, at continuous scale, the albedo of single scattering is related to the emissivity, through:

ω = 1− ε (38)
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� The conduction-to-radiation parameter [21, 31], also known as the Plank number, or the Stark number,
determines the relative role of both the conduction and radiative physics: conduction predominates for
large N, while radiation predominates for low N.

N =
λβ

4σBT 3
max

(39)

4.2. Geometry definition

The three-dimensional geometry used for continuous-scale models is a rectangular parallelepiped (note that
this geometry has been prefered to the ordinary cube in order to save computational resources):

Ω =

]
−L

2
,
L

2

[
×
]
−L

6
,
L

6

[
×
]
−L

6
,
L

6

[
(40)

The chosen related discrete-scale geometry is the one defined by Perrausin and Haussener [20], and shown
schematically in fig. 2-left. It is composed of squared-section bars. Symbols L, `, and dnom denote the full length
(it is the one used in the continuous-scale geometry), the squared-section size, and the nominal diameter of the
pore, respectively. This geometry in fact is a single cell of a much bigger open-cell foam which is composed
of these unit cells, see fig. 2-right. From geometrical considerations, both the porosity and the pore nominal
diameter can be expressed explicitly as a function of the pore nominal diameter:

p(`) =
L3 − 12`2L+ 16`3

L3
; d(`) =

L− 2`

2
(41)

Besides, following [32, 33], the effective extinction coefficient relative to a discrete-scale media is an explicit
function of both the porosity and the pore nominal diameter, see eq. (45). So, for the given geometry composed
of squared bars as presented in fig. 2, for a given full length L, and for a given effective extinction coefficient β,
the bar width ` is to be solution of:

`3 − 288L

384
`2 − 5βL3

384
`+

5βL4

768
= 0 (42)

This third-degree equation has three solutions. With the given values of L and β, the unique positive real
solution is given by [34]:

` = 2
√
−Q cos

(
1

3
ϕ

)
− 1

3
a1 (43)

with

a1 =
−288L

384
; a2 = −5βL3

384 ; a3 =
5βL4

768
;

Q =
3a2 − a2

1

9
R =

9a1a2−27a3−2a31
54 ; ϕ = arccosR/

√
−Q3

As reported in table 2, for exemple for L = 3.8× 10−4 m, and β = 2624.67, the porosity p has been found to
be approximately equal to 0.9127, the nominal diameter of the pore dnom ≈ 1.5963× 10−4 m, and the squared
section width ` ≈ 3.0869× 10−5 m.

`

L
dnom

Figure 2: Schematic representation of the discrete-scale geometry composed of crossed bars.
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4.3. Set-up physical properties from discrete to continuous scale and vice-versa

Effective physical properties of a porous medium are functions of properties of the different phases at
the discrete scale as well as on geometric characteristics. The determination of such effective properties by
upscaling-type approaches is an active research subject as been denoted very recently [35]. In the radiative
transfer community, usual routes are based on numerical tools such as Monte-Carlo or ray tracing simulations
on representative elementary volumes [36, 37]. Following for example [32, 33, 38], the effective conductivity λ,
the effective extinction coefficient β, and the effective emissivity ε are given by:

λ =
1

3
(1− p)λs (44)

β = 4.8
1− p
dnom

(45)

ε = 1− (1− εs)× (1− 0.8p) (46)

where λs, and εs are the thermal conductivity, the emissivity of the solid phase involved in the discrete-scale
model, and p and dnom denote the porosity and the nominal diameter of the pore, respectively. Note that the
single scattering albedo and the emissivity in the continuous-scale case are denoted by ω and ε, respectively,
while, however, in the discrete-scale case, they are denoted by ωs and εs, respectively.

In order to perform the passage from the discrete scale to the continuous scale, and vice-versa, let us first
point out that the continuous-scale coupled model is fully defined by these four parameters: i) the effective
thermal conductivity λ, ii) the effective absorption coefficient κ, iii) the effective scattering coefficient σ, and
iv) the effective emissivity of the medium ε. Besides, the discrete-scale coupled model is fully defined by these
four parameters: i) the solid-phase thermal conductivity λs, ii) the solid-phase emissivity ε, iii) the porosity p,
and iv) the nominal diameter of the pore dnom.

� The knowledge of effective properties at the continuous scale, for a given geometry (so for a given porosity
and nominal pore diameter) gives directly, using eqs. (44) and (46), both the thermal conductivity and
the emissivity of the solid phase:

λs = 3
λ

1− p
(47)

εs = 1− 1− ε
1− 4

5p
(48)

� At the discrete scale, the knowledge of the solid-phase properties λs and εs along with the porosity p and the
pore nominal diameter dnom, determines the continuous-scale model, as follows. Firstly, eqs. (44) and (46)
give directly the effective thermal conductivity λ and the effective emissivity ε. Then, combining eqs. (37)
to (39) and (44) to (46) yields the Stark number N as an explicit function of λ, p, and dnom, see eq. (49).
The effective absorption coefficient κ is then expressed as an explicit function of the Stark number N, the
solid-phase emissivity εs, the porosity p, and the effective thermal conductivity λ, see eq. (50). Eventually,
the effective scattering coefficient σ is expressed as an explicit function of solid-phase emissivity εs, the
porosity p, and the effective absorption coefficient κ, see eq. (51).

N =
4.8λ(1− p)

4σBT 3
maxdnom

(49)

κ =
4σBT

3
maxN

(
1− (1− εs)(1− 4

5p)
)

λ
(50)

σ =

(
1

1− (1− εs)(1− 4
5p)
− 1

)
k (51)

Note that the anisotropy coefficient involved in the Henyey-Greenstein approximation function eq. (9)
cannot be determined directly by this upscaling-type methodology. It could however be determined by
the radiative distribution function identification (RDFI) method, for example, which completely charac-
terizes, among other quantities, the scattering phase function [25, 26]. In the current study, the anisotropy
coefficient has been set to zero yielding isotropic scattering. This can be justified numerically, see sec-
tion 5.1.3, because, in the configuration dealt with in this study, output temperature is little sensitive to
this parameter.

4.4. Some more quantities

Some useful quantities are now defined; these are used in order to plot one-dimensional non-dimensional
averaged temperature out of results obtained in three-dimensional domains, as well as to quantify errors. The
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non-dimensional x-averaged temperature T̂ (x) is the non-dimensional averaged temperature on a given yz-
plane located at a specific x = x̂ (this plane is denoted as Ax̂). For the discrete scale (for the continuous-scale
problems, the indicator function is taken equal to one everywhere), it is:

T̂ (x) :=
1

Tmax

∫
Ax̂

T (x)1[x∈Ωs] dy dz∫
Ax̂

1[x∈Ωs] dy dz
. (52)

Further, in order to compare the three distinct models to each other, we denote by êα−β the difference
between the computational results obtained from models α and β:

êα−β(x) = T̂α(x)− T̂ β(x). (53)

and these two ordinary norms are used (the first is an averaged quadratic error norm while the second gives the
maximum error along the main axis of propagation of the heat flux):

ê2(u) =
1

L

∫ L

0

u2(x) dx; ê∞(u) = max
x∈[0,L]

|u(x)| (54)

5. Numerical results

This section details and discusses the numerical results of the three presented models. Section 5.1 firstly
presents the numerical results related to the continuous-scale coupled model, with validation and convergence
analysis. Section 5.2 then presents the numerical results related to the Rosseland model, with a comparison
respectively to the CS-CM, and a convergence analysis. Section 5.2 finally presents the numerical results related
to the DS-CM model, with a comparison respectively to the CS-CM, and a convergence analysis.

5.1. Continuous-scale coupled model (CS-CM)

5.1.1. Validation

The validation of the three-dimensional continuous-scale coupled model is performed against the one-
dimensional pioneering work of Viskanta et al. [31, 39]. Based on these references, the characteristic length
L is chosen to be 3.8 × 10−4 m. The mesh needed for the approximation of the functional space is chosen to
be sufficiently fine enough, and quasi-uniform, with mean size h = L/80. Such a choice yields Ne = 281, 247
tetrahedral elements and Nv = 47, 068 vertices. Further, in order to have sufficiently fine enough angular
discretization, the octahedron has been refined twice, so that Nd = 128 directions are considered.

Following [31], the first validation is performed on an absorbing non scattering medium. Let us point out that
our model is three-dimensional. Further, it involves emission on both hot and cold boundaries, it involves body
emission, and it involves specular reflection on other boundaries. Specular reflections, in the present case, follow
the 1-DP method, see [17]. As such, this first validation step implicitly validates all the cited mathematical
operators. Following rigorously [31], the dimensionless temperature Θ0 is set to 0.5, with Tmin = 1, 111 K and
Tmax = 2, 222 K, the optical thickness of the medium τ0 is set to 1 by setting the absorption coefficient κ to
2624.67 cm−1.

The results are plots of adimensionalized (averaged) temperature along the main direction of propagation,
x, for Stark numbers equal to 10, 1, 0.1, and 0.01 (the Stark number is modified with the value of the thermal
conductivity parameter, following eq. (39)). Figure 3 presents such plots for both our results, and those from
Viskanta et al. [31] (fig. 2, page 68). This figure shows that the line plots (which represent our three-dimensional
results) coincide with the empty marks which represent the results obtained by Viskanta et al. in 1D. Notice
however that the non-dimensional temperature for the three-diensional case is an averaged one, performed over
the transverse section of the main direction of propagation of the flux, i.e. ex, see eq. (52).

We notice that in the case of N=10 the temperature behavior is almost linear; this is explained by the fact
that the conduction physics is dominant over the radiation physics. While the Stark number decreases, the
radiation physics is no more negligible and, consequently, the obtained temperature profile moves away from
the linear curve, see for example orange and red curves in fig. 3, for N = 0.1 and N = 0.01, respectively.

The properties needed to run this first test case are summarized in table 2 (Test A). Next, fig. 4 presents
the three-dimensional temperature fields for both extreme cases, for N = 10, i.e. when the conduction physics
predominates, and for N = 0.01, i.e. when radiation predominates, respectively. It can be seen from this figure
how temperature is somehow homogenized due to radiation, as compared to the case where there is conduction
only.

Following [39], the second validation test case considers also the scattering operator, added to all others
already considered in the previous validation test case. Our numerical results are plotted and compared against
those cited, setting the Stark parameter N to the value 0.1, the extinction coefficient β = 2624.67 m−1, and the
optical thickness to the value τ0 = 1 m.
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Figure 3: Comparison of our computational results with the results from Viskanta et al. [31] (Fig. 2 Page 68) for different
conduction-to-radiation parameters N, (N=0.01, 0.1, 1, 10 ) with Θ0 = Tmin/Tmax = 0.5 (Tmax = 2222.22 K, τ0 = κL = 1.0
(κ = 2624.6719 m−1) and σ = 0.
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Figure 4: Temperature fields on the three-dimensional domain corresponding to fig. 3, for N = 10 (when conduction predominates)
on the left, and for N = 0.01 (when radiation predominates) on the right.
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The validation is performed for several albedos, i.e. ω equal to 0, 0.5, and 1, respectively, and for two
temperature ratio θ0 equal to 0.5 and 0.1, respectively. All the results are summarized in table 2. Figure 5
presents all the corresponding plots in terms of variation of the dimensionless temperature Θ along the main
direction of propagation, for different values of ω and Θ0. In can be seen from presented curves that our three-
dimensional results very well coincide with those one-dimensional of Viskanta; this validates completely the
numerical modeling of coupled conducto-radiative problem in three-dimensions, with operators of absorption,
scattering, emission, and reflection. Please note that other strategies have been developped for validation of the
radiative transfer equation only; see our accompanying papers in the references section.
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Θ0 = 0.5; ω = 0.5 [39] Θ0 = 0.5; ω = 0.5 (present study)

Θ0 = 0.5; ω = 1 [39] Θ0 = 0.5; ω = 1 (present study)

Θ0 = 0.1; ω = 0 [39] Θ0 = 0.1; ω = 0 (present study)

Θ0 = 0.1; ω = 0.5 [39] Θ0 = 0.1; ω = 0.5 (present study)

Θ0 = 0.1; ω = 1 [39] Θ0 = 0.1; ω = 1 (present study)

Figure 5: Comparison of our computational results with the results from Viskanta et al. [39] (Fig. 2 Page 146). Effect of scattering
albedo on temperature distribution. Conduction-radiation parameter N = 0.1 and τ0 = 1.0, for Θ0 = 0.5 and Θ0 = 0.1.

5.1.2. Convergence analysis

This section presents and discusses convergence results for the three schemes presented in section 3.2.
As a first test case, a scattering medium is considered, with temperature ratio θ0 = 0.1, albedo ω = 0.5,

and Stark number N = 0.1. Figure 6 (top-left) shows, for this particular case, the error evolution with respect
to the iterations of the inner loop, for the very first iteration of the outer loop (see algorithm 1, line 14). For
this particular case, the three iterative schemes are convergent. However, the improved fixed-point method (in
orange) converges faster than the ordinary fixed point method (in red), and the Newton-Raphson method (in
green) outperforms both fixed-point-type methods. Please note (it is not reported here in plots for the sake of
conciseness) that, in all considered cases, when the scheme was convergent, the stabilization was reached after
three iterations of the outer loop, at most. We also indicate that the numerical resolution was carried out with
the tolerance condition, for both the outer and inner loops, εk and εl, equal to 10−4 (cf. algorithm 1).

As a second test case, a non scattering medium is considered, i.e. σ = 0, with the Stark number N = 0.1.
Figure 6 (top-right) shows, for this particular case, the error evolution with respect to the iterations of the inner
loop, for the very first iteration of the outer loop. It can be seen that both fixed-point-type methods diverge.
The Newton–Raphson method is the only one that converges, and so, very efficiently.

As a third test case, the Rosseland model RM is considered along with ω = 0, Θ0 = 0.5 and N = 0.1.
Figure 6 (Bottom-left) shows that the Newton–Raphson method converges much faster than the ordinary fixed
point method. Note also that the fixed-point method did not converge for the particular case N=0.01.

As a fourth test case, the discrete-scale coupled model is considered with ωs = 0, Θ0 = 0.5 and N = 0.01.
Figure 6 (Bottom-right) shows, for this particular case, the error evolution with respect to the iterations of the
inner loop, for the very first iteration of the outer loop. It can be seen that both fixed-point-type methods
diverge; the Newton–Raphson method is the only one that converges, and so, very efficiently.

With the numerical test that we performed, we can also conclude that the computational schemes converge
quickly when conduction predominates (the physics is close to being linear), but, when radiation predominates,
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the order of convergence is lower (see Figure 7), and the Newton–Raphson method is the only one that gives
satisfactory results (see Table 1).
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Figure 6: Convergence plots for the three schemes: “ordinary” fixed-point method, “improved” fixed-point method, and Newton–
Raphson. Top-left: continuous-scale coupled model CS-CM on a scattering medium (ω = 0.5, N = 0.1 and Θ0 = 0.1). Top-right:
continuous-scale coupled model CS-CM on a non-scattering medium (ω = 0, N = 0.1 and Θ0 = 0.5). Bottom-left: Rosseland
model RM on a non-scattering medium (ω = 0, N = 0.1 and Θ0 = 0.5). Bottom-right: discrete-scale coupled model DS-CM on a
non-scattering medium (ωs = 0, N = 0.01 and Θ0 = 0.5).

5.1.3. Effect of the anisotropy coefficient

The knowledge at the discrete scale of both the solid-phase conductivity and emissivity, for a given porosity
and pore nominal diameter enables us to evaluate both absorption and scattering coefficients of the related
effective medium. However, the phase function cannot be determined in such a straightforward way, except
using numerical tools such as, for example, the radiation distribution function identification method.

Figure 8 presents on the left the averaged temperature in the continuous-scale effective medium for two
very different anisotropy coefficients involved in the Henyey-Greenstein approximation function: g = −0.9 for
modeling strong backward scattering, and g = +0.9 for modeling strong forward scattering. Such curve has
been built for two radiation-to-conduction regimes, with the Stark number equal to 0.01, and 0.0001. Figure 8
presents on the right the temperature difference between these both extreme cases and the isotropic scattering
case. From this figure, it is seen that the averaged temperature is little sensitive to the anisotropy coefficient
(errors are less than 2 %), at least for this considered test case where the effective medium is sandwiched between
two given temperatures.

In the whole rest of the study, the anisotropy coefficient has been set to zero yielding isotropic scattering.
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Figure 7: Convergence history of the non-linear heat conduction computational scheme using the Newton-Raphson method for
different values of Stark numbers N (from N=10, i.e. when radiation predominates, down to N=0.01, i.e. when conduction
predominates) using the CS-CM model and with properties taken from Test A (see Table 2).
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Figure 8: Effect of the anisotropy coefficient on temperature distributions for the continuous-scale coupled model CS-CM using
different values of anisotropy coefficients and Stark numbers, with {σ = 1312, κ = 1312, θ0 = 0.1, Tmax = 2222, and Tmin = 222}.
Left: temperature profiles with N ∈ {0.01; 0.001} and g ∈ {0.9; 0;−0.9}. Right: temperature difference for the same values of N .

5.2. Rosseland

The methodology for solving the Rosseland approximation based on finite elements coupled with the Newton–
Raphson method is first validated. The method of manufactured solution is used, see for example [40, 12] for
other examples in the field of radiation. The manufactured solution is built such that the same Neumann and
Dirichlet conditions as that involved in the CS-CM are used. Further, a cubic interpolation has been performed
on the CS-CM solution for the case N = 1, ω = 0, Θ0 = 0.5 and τ0 = 10, yielding a reference solution. All
operators involved in the Rosseland model are applied on this reference solution, yielding a source term. Solving
the Rosseland model with this source term gives a numerical solution which is to be compared with its reference
solution. The comparison is presented in fig. 9-bottom in brown color. As can be seen, the error between the
manufactured solution and its reference solution is negligible (in this case the quadratic error is around 0.1 %).
This validates numerically the developed methodology based on finite elements and linearization for solving the
Rosseland approximation model.
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The Rosseland approximation is then compared with respect to the continuous-scale coupled method, in
terms of averaged temperature. Three test cases, all recorded in table 2, are used for the comparison. Figure 9
plots the averaged temperature along the ex axis, as well as the difference with temperature obtained by the
CS-CM. Furthermore, table 2 gives errors ê2, and ê∞ between both the Rosseland model and the CS-CM.

A first test case deals with a non-scattering medium, for maximum temperature ratio Θ0 equal to 0.5, an
optical thickness of 1, and for Stark numbers equal to 10, 1, 0.1, and 0.01 (see fig. 9 and table 2, test A). As
can be seen, the maximum error is about 5 % at maximum for the case exhibiting high radiation. Other tests,
where radiation is less significant, give errors around 1 %.

The following test case (B) deals with errors evolution for different albedos and maximum temperature ratio.
As can be seen from table 2 and fig. 9, maximum error is about 10 %. The higher the albedo, the higher the
error. Comparing test B-1 and B-2, we conclude that the lower the maximum temperature ratio, the higher the
error.

We deduce from these comparisons that the temperature profiles obtained with the Rosseland model tend
towards the ones obtained with the continuous-scale couple model when conduction dominates; otherwise, errors
become large.

Convergence analysis is also performed on the Rosseland model. The error evolution in terms of iterations
is plotted in fig. 6 (bottom-right) for both the ordinary fixed-point method and the Newton–Raphson method,
following eq. (33) and eq. (34), respectively. From this figure, both methods converge to the solution, for this
particular considered case, and the Newton–Raphson method is more efficient in terms of convergence speed.

5.3. discrete-scale coupled model (DS-CM)

This section presents some coupled conducto-radiative problems similar to those of previous sections, but this
time at a discrete scale. The physical properties as well as the discrete geometry have been chosen accordingly
to fit with physical properties of the continuous-scale coupled model, following the derivation given in section 4.

In order to perform the immersion of the solid phase within a bounded convex domain representing the void,
we consider a cube of size just slightly bigger than LΩs .

Firstly, a single cell of the open-cell foam is considered. Then, three and a half cells are considered. Tem-
perature in solid parts as well as radiative density are plotted for both cases, see fig. 10.

For the single-cell case, the geometry as well as physical properties have been set up in such a way that
the averaged temperature along the main direction of propagation could be compared with those related to
the effective medium. The way this has been done has been explained before in section 4. A quasi-uniform
mesh is built for both computational geometries. The mesh size requirement has been set to hi = LΩs/80 for
the spatial discretization. This lead to numbers for degrees of freedom equal to (Ne = 263, 931 tetrahedral
elements ; Nv = 48, 731 vertices) and (Ne = 1, 426, 938 tetrahedral elements ; Nv = 235, 729 vertices) for the
solid and the void, respectively. The number of directions has been set to Nd = 128 in order to reach the
convergence relatively to the angular discretization. To run such test, 62 processes have been used. Plots of
averaged temperature are recorded in fig. 11 for test A (i.e. modifying the Stark number N while keeping null
albedo and maximum temperature ratio equal to one half.) and for test B (i.e. modifying the albedo while
keeping other quantities of interest constant). From these plots, it is seen that, both CS-CM and DS-CM follow,
roughly speaking, the same trend. The main differences between the two models appear close to boundaries
where Dirichlet conditions are prescribed. In theses regions, the CS-CM overestimates the temperature gradient.
However, the maximum error of the continuous model is about 5 %, and the quadratic error is lower than 1 %.

For the three-cells case, similarly as above, the geometry as well as physical properties have been set up in
such a way that the averaged temperature along the main direction of propagation could be compared with those
related to the effective medium. A quasi-uniform mesh is built for both computational geometries. The mesh
size requirement has been set to hi = LΩs/80 for the spatial discretization. This lead to numbers of degrees of
freedom equal to (Ne = 331, 861 tetrahedral elements ; Nv = 66, 489 vertices) and (Ne = 1, 753, 681 tetrahedral
elements ; Nv = 289, 968 vertices) for the solid and the void, respectively. The number of directions has been
set to Nd = 128 in order to reach the convergence relatively to the angular discretization. To run such test, 62
processes have been used. Plots of averaged temperature are recorded in fig. 12 for test A (i.e. modifying the
Stark number N while keeping null albedo and maximum temperature ratio equal to one half.), both for the
CS-CM and the DS-CM. From these plots, it is seen that, both CS-CM and DS-CM follow the same trend. The
main difference between the two models appear close to boundaries where the Dirichlet condition is prescribed
(through eqs. (3) and (16)). In the hottest region, the CS-CM slightly overestimates the temperature decrease;
the maximum error of the continuous model is about 1 % only.

The same comparison has been performed between the constinuous-scale coupled model and the Rosseland
approximation model, see fig. 13. From this plot, it is seen that, both CS-RM and DS-CM roughly speaking
follow the same trend, but with large differences. Overall, the temperature is over-estimatated, except in the
colder region. Errors are about 5 %, where there were only about 1 % for the continuous-scale coupled model.
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Figure 9: Rosseland model. Left: averaged adimensioned temperature T̂ along the axis of propagation x. Right: difference
ê(x) between these temperatures between the Rosseland model and the related continuous-scale coupled model. Top: test A
(N = {10, 1, 0.1, 0.01}, ω = 0, Θ0 = 0.5, τ0 = 1). Middle: test B-1 (N = 0.1, ω = {0, 0.5, 1}, Θ0 = {0.5, 0.1}, τ0 = 1). Bottom:
additional test (N = {10, 1, 0.1, 0.01}, ω = 0, Θ0 = 0.5, τ0 = 10); the brown curves in ”line” and ”dotted” are respectively the
manufactured ”exact” and approximate solutions with a non-nul source term g.
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Figure 10: Radiative density field visualized for the subdomain void part of Ωv and temperature field visualized for all the solid
part Ωs, for one and three representative elementary volumes, with N = 0.01.

5.4. Computation times

Table 1 gives computation costs related to the three models (the discrete-scale couple model, the continuous
scale coupled model, and the approximation Rosseland model), for the three numerical schemes (fixed-point
method, improved fixed-point method, and Newton–Raphson), for four radiation-to-conduction regimes (for
N=10, N=1, N=0.1 nd N=0.01). The computation time takes into account of spatial mesh reading, mesh
partitioning, RTE solving, non-linear heat conduction solving, solution writing, etc. From this table, the
following conclusions are drawn.

� For any Stark number and for any linearization numerical scheme: the Rosseland model is much cheaper
than the continuous-scale coupled model, and the continuous-scale coupled model is much cheaper than
the discrete-scale coupled model, but this conclusion is to be balanced with the accuracy of the obtained
results discussed above.

� For any Stark number, and for any physical model, when convergence is reached, the Newton–Raphson
iterative scheme is more efficient than other fixed-point type methods in terms of computation time.
However, the difference time is not much because, for all treated cases, only two outer iterations were
necessary (the RTE was solved twice for all cases); while the time difference comes from the number of
times the linearized heat conduction equation is solved (see fig. 6), having in mind that the solution of a
single iteration of the non-linear heat equation is very small.

� This table eventually shows that, for small Stark numbers (N<0.1), fixed-point type methods may diverge
(computation times are set to infinity in Table 1) while the Newton–Raphson linearization scheme is
always convergent.

6. Conclusion

The paper compared three distinct conducto-radiative models that can be used for modeling heat transfer
at high temperature in view of being integrated within a topology optimization process. Finite elements are
extensively used for all models, either using standard Galerkin for the Rosseland approximation as well as for
other conduction equations, or in the vectorial form based on the stabilized version of finite elements for the
radiative transfer equation. The non-linearity is handled using an iterative scheme. Experiments given here
show that the Newton–Raphson strategy converge much faster than other fixed-point type methods.

The considered test case was a three-dimensional square lattice sandwiched between a hot and a cold plate.
The model at the discrete level, at the pore scale, was the reference model. For small Stark numbers, when the
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Figure 11: Results of the discrete-scale approche ”DM” on the left and its comparison with the continuum-scale approche ”CM”
on the right (V alCM − V alDM ); the sub-figures at the top in the case of σ = 0 for different values of N ∈ {10, 1, 0.1, 0.01} and the
sub-figures below in the case of σ 6= 0 for different values of Θ0.
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Figure 12: Results of the discrete-scale approach ”DM” on the left and its comparison with the continuum-scale approach ”CM”
on the right (V alCM − V alDM ); in the porous medium with 3 VER representative elementary volume in each direction and with
a porosity of 91 %.
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Figure 13: Results of the discrete-scale approach ”DM” on the left and its comparison with the continuum-scale approach (Rosse-
land) ”RM” on the right (V alRM −V alDM ); in the porous medium with 3 VER representative elementary volume in each direction
and with a porosity of 91 %.
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N=10 N=1 N=0.1 N=0.01

Model
Method

N-R I F-P F-P N-R I F-P F-P N-R I F-P F-P N-R I F-P F-P

DS-CM 324 s 336 s 371 s 325 s 339 s 400 s 338 +∞ +∞ 347 +∞ +∞
CS-CM 69 s 70 s 70 s 70 s 77 s 78 s 74 s +∞ +∞ 77 s +∞ +∞
RM 9 s – 10 s 10 s – 13 s 11 s – 17 s 11 s – +∞

Table 1: Comparison of the computation costs related to the three models (the discrete-scale couple model – DS-CM, the continuous
scale coupled model – CS-CM, and the approximation Rosseland model – RM), for the three numerical schemes (fixed-point method
– F-P, improved fixed-point method – I F-P, and Newton–Raphson – N-R), for four radiation-to-conduction regimes (for N=10,
N=1, N=0.1 and N=0.01). Values of the Test A of Table 2 have been used, with 62 processes.

conduction-to-radiation parameter is small, i.e. when radiation predominates, it appears that the continuous-
scale approach, which has been set-up thanks to proper homogenization laws, gives satisfactory results so that,
at most, the error found was about 5 % for a test case involving a single cell. For the case involving 3× 3× 3
cells, the maximum error was less, around 1 %. The Rosseland model, because it is very simple and easy to be
integrated within an optimizer, has also been tested. This one, however, gives much larger errors: the Rosseland
model over-estimates temperature almost everywhere, except in the colder region. The Rosseland model cannot
be used confidently within a topology optimization process. The homogenized continuous-scale coupled problem,
however, gives satisfactory results and can be used confidently in topology optimization problems.

In the future, some other more complex 3D architectures will be considered. Doing so, relationships of ho-
mogenized physical properties, as functions of the textural parameters taken at meso-scale will be consolidated.
This will be highly fruitful information for the topology optimization of processes involving conducto-radiative
transfers. The main application induced by the presented work is the optimization of architectured materials,
and, in particular, lattice materials.
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