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ABSTRACT

Training sequence models such as transformers with sym-
bolic music requires a representation of music as se-
quences of atomic elements called tokens. State-of-the-art
music tokenizations encode pitch values explicitly, which
complicates the ability of a machine learning model to
generalize musical knowledge at different keys. We pro-
pose tracks for a tokenization encoding pitch intervals
rather than pitch values, resulting in transposition invariant
representations. The musical expressiveness of this new
tokenization is evaluated through two MIR classification
tasks: composer classification and end of phrase detection.
We release publicly the code produced in this research 1 .

1. INTRODUCTION AND RELATED WORKS

Machine learning, and in particular deep learning, has be-
come a dominant approach to a variety of symbolic MIR
tasks including content analysis, classification and gener-
ation due to the increasing availability of large corpora
and sophisticated neural architectures [1, 2]. A number
of Natural Language Processing (NLP) techniques have
been twisted for the modelling of music including the self-
attention mechanism [3–5], transfer learning [6], or con-
text vectors [7]. This practice is generally justified by the
common assimilation of music to a kind of language (the
language of music) [8,9], as well as the temporal nature of
music which promotes its representation as a sequence of
elements, for instance musical notes, that can be processed
in a way similar to sequences of words.

NLP challenges have motivated the design of so-
phisticated neural network architectures, such as LSTM
and Transformers, dedicated to the modelling of se-
quences with long-term relationships between their ele-
ments. These elements, called tokens, generally corre-
spond to successive words in text. Beyond their use in

1 https://github.com/MathieuKermarec/improving-tokenization-
expressiveness-with-pitch-intervals
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NLP, these models have successfully shown some ability
to model sequences of other type of data including musi-
cal content [3]. Representing music as sequences of tokens
is however complicated as the organization of elements in
the score feature possible simultaneity and overlapping as
well as strict timing constraints that are absent from text.

Existing strategies to encode symbolic music into token
sequences include the Midi Like tokenization [10] inspired
by the syntax of MIDI messages and the REMI tokeniza-
tion [11] that more closely sticks to the musical score by
introducing duration and position tokens. In a more recent
tokenization, tokens that define a musical event together
are grouped as compound words [12]. In order to facilitate
the comparison of major tokenizations in MIR research,
the MidiTok python library [13] enables the direct transla-
tion of any MIDI content into most common tokenizations.

Common tokenizations encode pitch information ex-
plicitly, for example with tokens such as pitch:C3,
which are afterward fed to a sequence model. This con-
trasts however with a tendency of human listeners to per-
ceive and memorize musical sequences in terms of relative
pitches. This limitation arguably complicates the ability of
such models to exploit learned musical knowledge across
the different keys. This problem is generally tackled by a
data-augmentation procedure that consists in transposing
the training data in the twelve keys, which dramatically
increases the resources required to train the model. As
an alternative, we argue for a token representation encod-
ing pitch intervals and therefore invariable to transposition,
that would facilitate the uniform transposition of musical
knowledge learned by sequence models at any key without
any resort to data augmentation.

2. TRANSPOSITION INVARIANT
TOKENIZATION

Note features (position, duration and pitch) are grouped
in the REMI representation as successive tokens. Start-
ing from this representation, the uniform pitch-interval to-
kenization removes pitch tokens and add pitch interval to-
kens in between groups of tokens defining a musical note
together. Pitch interval tokens represent the semi-tone dis-
tance between the two surrounding notes, whether they
are played successively or simultaneously. In contrast, the
spatial pitch-interval tokenization distinguishes pitch in-



Bach+Liszt Mozart+Beethoven Chopin+Schubert TAVERN
REMI 211 207 210 136
CPW 78k 49k 59k 771

Table 1. Vocabulary sizes of the tokens extracted from
several datasets tokenized using REMI or Compound
word(CPW). The values for transposition invariant tok-
enizations are close to those of REMI

tervals between simultaneous and consecutive notes, re-
spectively with horizontal (HPI) and vertical (VPI) pitch
interval tokens. In addition, notes occurring at the same
onset are systematically ordered in the token sequence by
decreasing pitch. Therefore, VPI are exclusively negative
values and HPI mostly link high notes which presumably
encourages the modelling of melodic features. These two
tokenization are illustrated on Figure 1.

Figure 1. Three tokenizations of a musical sequence. The
dotted frames group tokens describing a same note.

3. EVALUATION EXPERIMENTS

3.1 Experimental setting

As an exploratory experiment to study and compare the ex-
pressiveness of different tokenizations, we represent each
music sequence as a bag-of-tokens with TF-IDF weights 2 .
Importantly, this representation ignores how the tokens fol-
low one another, resulting in the loss of an essential part of
musical information. We argue that this challenging ab-
straction is a reliable way to highlight the expressiveness
of our proposed tokenizations. We deliberately limit our
experiments to the use of a logistic regression model in
order to facilitate the interpretation of the results and the
comparison of the impact of the different tokenizations.

3.2 Classifications Tasks

For the composer classification tasks, we use the
GiantMIDI-Piano dataset [14] from which we extracted
a total of 740 pieces from 6 composers: Bach, Mozart,
Beethoven, Chopin, Schubert and Liszt. Each composer
subset is split into a train set and a test set, from which
2000 excerpts of 60 seconds were randomly sampled and
tokenized using MidiTok [13] with pitch interval tokeniza-
tions plus a baseline REMI pitch mute tokenization which

2 term frequency-inverse document frequency : counting the number
of occurrences of each token in the sequence and scaling the count by the
frequency of the token in the corpus.

is equivalent to REMI but with all pitch tokens replaced by
a same token regardless of their pitch value.
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Figure 2. Composer classification and end of phrase de-
tection performed by a logistic regression on TF-IDF token
representations, with 5 different tokenizations.

The TAVERN dataset [15] was used for phrase end de-
tection. It includes 27 pieces by Mozart and Beethoven,
with phrase boundary annotations resulting in 1060 musi-
cal phrases. The dataset is split into a train set and a test
set, conserving the original proportion of each composer.
The training set was reduced to 1600 chunks of two con-
secutive bars that were randomly sampled with a balanced
representation of chunks including an end of phrase. The
test set was similarly reduced into 1100 chunks.

Figure 2 shows that the tasks vary in difficulty and that
the choice of tokenization can have dramatic impacts on
the performance of the classifiers. In particular, Compound
Word tokenization seems poorly suitable for the frame-
work of these experiments, likely because of the high di-
mensionality induced by its vocabulary of tokens (see Ta-
ble 1) as compared to the moderate number of training ex-
amples. REMI and the Pitch Interval tokenizations have
similar performances for composer classification, except
for the Schubert vs. Chopin task in which PI tokenizations
perform better. We hypothesize that the performance of
REMI for the two other classifications is partly due to the
pitch range difference between the repertoires of the com-
posers, Liszt and Beethoven arguably employing larger
pitch ranges than Bach and Mozart, which is by nature bet-
ter encoded by absolute pitch tokens. Finally, we see a sig-
nificative outperformance of the SPI tokenization for the
end of phrase detection, presuming a promising ability of
this representation to model abstract musical knowledge.

4. CONCLUSIONS AND PERSPECTIVES

We showed that the representation space induced by the
choice of a tokenization, for a specific MIR task, can have a
strong impact on performance and that transposition invari-
ant tokenizations can improve the musical expressiveness
of this space. Future works include extending the com-
parison of these tokenizations through generative tasks in-
volving the training of a transformer model. We also plan
to experiment with other variations of these tokenizations
to improve further their musical expressiveness. This in-
cludes the encoding of horizontal pitch intervals between
the lowest notes of the score, instead of the highest notes,
which is expected to improve the modelling of structural
features including the detection of end of phrases.
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