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Abstract

This paper presents the development of an ontology for opinion mining in French corpora. Since ontology construction from scratch
is expensive and time consuming, the model is built by adapting an existing ontology modeling appraisal categories in English.
The construction method consists of two main steps: first, the ontology of appraisals is translated in French by using a concept-
to-concept approach; then different adaptation strategies are implemented to improve the result of this translation. Adaptation
strategies are based on text mining, weakly supervised methods and the use of WordNet to refine the model. The goal of the
adaptation phase is to cope with limitations of concept-to-concept translation, to integrate concepts and relations from external
corpora and resources, and to build a model that captures various features of opinions. The ontology was designed and build to
incorporate linguistic and extra linguistic information on the description of opinions in French. The model was validated by using
both expert insights to validate the relevance of concepts and relations and formal criteria to describe the ontology qualities for
practical use.
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1. Introduction

Social data analysis has been actively studied in the past few years, and the Internet became an increasingly popular
source of data, with mainly machine and deep learning models being developed for this task [22]. The studies keep
the distinction between factual and subjective aspects and focus either on topics [30] and narrative detection [31] or
subjectivity analysis [10], [24]. Both tasks are difficult because content and dynamics in social data varies, sometimes
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in the same conversation. However, meaningful clues hidden in online data are often a combination of topics and
subjective statements and their identification requires deep analysis of emotions towards specific targets [32].

More specifically, techniques developed for opinion analysis are based on co-occurrences of words or purely lin-
guistic approaches and show variable accuracy levels when dealing with this online data. Those methods are far from
being able to infer the subjective and cognitive information associated with social data [4]. For instance, religious-
belief and buy-Easter-chocolate are two expressions with subjective connotations that come not from individual terms,
but from putting those terms together Knowledge models serving as description resources and emphasizing the con-
cepts that are relevant to describe opinions are therefore needed to improve those methods. However, the performance
of new for social data exploration depends heavily on the coverage of available resources, which poses a problem for
languages other than English.

This paper presents the construction of an ontology for opinion detection in French corpora by adapting an existing
ontology of appraisals. The appraisal theory is a cognitive framework explaining how emotions are extracted from
continuous evaluations of situations, agents and events. For this work, the terme ontology is used in the sense of
Gruber [11] and refers to a formal representation of a shared conceptualization, including definitions of concepts,
relations, and a set of constraints that ensure the logical consistency of the model. The ontology incorporates linguistic
and extra linguistic information: concepts from the initial resource are specific to the appraisal theory but the model
also incorporates terms associated to those concepts.

Building the ontology for opinion mining by adapting a model developed on top of the appraisal theory allows
us to: 1) abstract over the different categories and systems introduced by the appraisal theory 2) facilitate reasoning
between features of subjectivity and 3) enrich information extraction for social data analysis.

The reminder of the paper is organized as follows: section 2 discusses related approaches; section 3 presents
the architecture and resources of the framework developed for ontology adaptation while section 4 describes the
techniques used to support concept and relation extraction for ontology engineering. Ontology evaluation is discussed
in section 5 and section 6 concludes the paper and sketches directions for future work.

2. Related work

The analysis of social data is an active research field developing approaches that can be classified into three main
categories: lexicon–based methods [26], supervised machine learning and deep learning techniques [5].

Early approaches for social data analysis aimed at detecting polarity of reviews [25] [15], and the analysis was
performed at sentence [7] or document level [29]. Classification algorithms were widely used for opinion detection
[12], and those techniques rely upon feature engineering and manually defined rules and resources, such as dependency
and causality relations. Those methods build numerical representations of textual data and convert the corpus into a
term-document matrix, following several pre-processing techniques, such as normalization, stemming and part-of-
speech tagging. Supervised approaches were also used to for opinion detection and Chen and colleagues used Hidden
Markov models and conditional random fields to extract aspect and polarity from social data [6]. Supervised solutions
achieve reasonable accuracy for sentiment analysis but also encounter difficulties in processing a mix of multi-domain
data. Moreover, the robustness of those approaches id highly impacted by the use of manually tagged inputs [14].

Approaches using neural network techniques without feature engineering became popular for social data analysis
[7] during the last years. Those solutions contain shallow semantic information and the algorithms rely upon embedded
structures, such as low dimensional vectors of words.

To alleviate the need for large amounts of labelled data for training and annotation purposes, unsupervised methods
based lexicons or ontologies [26] have been developed. Those resources have been designed to model concepts de-
scribing features of subjectivity, personal engagement, polarity and other attributes specific to opinion detection and
sentiment analysis. Based on those resources, several techniques were developed which are able to detect instances of
concepts within textual content and to emphasize on words that are relevant to aspects, emotions or opinions [2].

Although the research trend is dynamic, one of the main problem researchers face when dealing with languages
aside from English is the lack of corpora, lexical resources and ontologies [27]. There are very few semantic resources
for French in the more general area of social data analysis [1] and translating English resources does not offer good
results, as demonstrated by Ghorbel and Jacot [9]. The authors translated English SentiWordNet entries into French



V. Dragos / Procedia Computer Science 00 (2022) 000–000 3

and showed that even if the translation of entries is correct, some parallel words do not always share the same polarities
or meaning across both languages, simply due to differences in common usage of words.

This paper addresses the development of semantic resources to support the analysis of French contents and the
main contribution of this work is the construction of an ontology for opinion detection in French corpora.

3. A framework for ontology adaptation

Two steps are carried out to build the ontology: first, the ontology of appraisals is translated in French by adopting
a concept-to-concept translation. Then, the result of this phase is enriched by adding concepts and relations discovered
by three components. This section describes the general architecture and processing methods, the ontology of appraisal
categories and resources of the framework.

3.1. Architecture and methods

A framework for ontology translation and adaptation is presented in fig. 1. In this framework three major compo-
nents are defined, implementing methods based on text mining, weakly supervised techniques and lexical resources.

Fig. 1. Architecture for ontology adaptation

The text mining component uses various implementations of the Apriori algorithm [3] to extract association rules
out of raw or part of speech annotated texts. Apriori is a well-known association rule learning algorithm designed
for finding frequent items over transactional data sources. For this work the algorithm is used in order to discover
associations of words that can further support relation acquisition.

The weakly supervised component uses word embeddings to infer the meaning of words by using the distribution
of linguistic contexts they appear in. Word embeddings are distributed word representations mapping a given word to a
vector in a pre defined N dimensional space. Word embeddings capture word relatedness for words appearing in similar
contexts, encoding them such that they exist closer within the vector space. Words that have similar meaning also have
similar vector representations, and for this work, this technique was used in order to support concept acquisition.

The lexical component accesses WordNet [21], a lexical data base for English, where each word is associated with
one or more synsets. A synset consists of a identifier that represents a unique meaning. Words can have one or more
synsets (love can be in reference to the verb or the noun and thus related to two different synsets) and one synset ca be
related to one or several words (nice and pretty can be synonymous). The purpose of this component is to refine the
ontology by adding new concepts or instances discovered by exploring the synsets.

The text mining and weakly supervised components require very little or even no background knowledge, but they
may also be restricted to return only simple hints, like term associations and co-occurrences.

3.2. The ontology of appraisal categories

The ontology of appraisal categories is the starting point of this work. The ontology is presented in [8], but we
include in this section a brief description in order to facilitate the understanding of the following paragraphs. The
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ontology was build on top of the appraisal theory, a cognitive framework claiming that people’s emotions are elicited
by their personal and continuous interpretations, evaluations or appraisals of objects, events and situations. From a
linguistic standpoint, the appraisal theory provides a way to express how humans interpret some particular event as
positive or negative along with their position, support and engagement with respect to their own interpretation.

The appraisal theory structures appraisal expressions under three main basic systems describing attitude, engage-
ment and graduation, as shown in fig. 2.

Fig. 2. Systems of the appraisal theory

Attitude is a system related to linguistic expressions conveying the current of authors at the time they write the
text. The system covers three main subcategories: affect, appreciation and judgement.

Affect is related to linguistic expressions of author’s feelings such as happiness (e.g. Helping others makes me
happy), joy, sadness, grief, etc.

Judgment highlights linguistic expressions conveying characterization of persons and behaviors by the author.
Generally, it conveys opinions and personal tastes about objects, such as nice, ugly, beautiful, shy but also about
interactions and behaviors in the social context: heroic (e.g. They are a great nation.), brave, open-minded, etc.

Appreciation captures the assessment and evaluations of entities, objects (The painting is beautiful), events and
scenes.

Engagement system gathers linguistic expression specifying the author’s position with respect to his own state-
ments. When reporting, writers often embed clues as to how strongly they support the content being conveyed and may
indicate confidence, doubt, skepticism, conviction, etc., about the information reported. This system is closely related
to features of trust, confidence, probability or possibility. Categories under this system encompass aspects related to
denial (e.g. You don’t need to access the file.), concession, confirmation, endorsement (e.g. The reports clearly show
he was involved in the accident), acknowledgement and distance (e.g. Many are claiming that he will not win).

Graduation is the last system of the appraisal theory and it is introduced in order to provide means to measure
or at least estimate the orientation and various degrees of intensity associated to affect, appreciations, judgment and
engagement. Main concepts are Force and Focus, and the graduation system also models linguistic modifiers such as
intensifiers (very, enough, etc.) and downtowners (few, low, etc.).

3.3. Corpora and preprocessing

The Corpus of Parliamentary Debates [21] was used as the text input for two components : the text mining and the
weakly supervised components. This corpus is made of transcripts of debates of the French parliament and captures
a wide range of linguistic regularities, enabling the observation of variations in lexis, morphology, semantic and
syntactic structures.

The corpus comprises 40 129 different documents, and contains around 6.5 million words and more than 100
000 different words. This corpus is a large and highly granular dataset of words occurring within different contexts,
enabling the analysis of the evolution of word associations over a wide range of topics addressed by the French
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parliament. The text was lowercased, special and numeric characters removed, and words tokenized. The texts have
also been segmented into sentences and tagged for part-of-speech (POS) labels. The corpora of parliamentary debates
is suitable for this task as the volume of data is large enough for approaches based on supervised learning and the
content is of high quality, including argumentative debates and opinions.

4. Ontology adaptation and engineering

The construction of the new ontology starts with the appraisal ontology, whose structure is shown in fig. 3.

Fig. 3. Structure of the appraisal ontology

4.1. Translation of the appraisal ontology

We translate this ontology and model two main concepts of the appraisal theory: Attitude and Engagement. The
Graduation concept is not modeled.

The Attitude concept captures the state of mind of the author at the time of writing and has three subconcepts:

• Affect (Affect) corresponds to the deep, subjective feelings of the author ;
• Jugement (Judgment) is an assessment or characterization of individuals;
• Appréciation (Appreciation) is the appreciation of objects or entities.

The Engagement concept reflects the position of an author at the time of writing and it comprises two main sub
concepts:

• Référer (Refer) concept is related to referring someone’s opinions, directly or indirectly ;
• Exprimer (Exresss) concept describes the opinions of the author and it can be further divided into : Rejeter

(Reject), when a statement is rejected or denied; Accepter (Accept) : when the statement is accepted or supported
and Envisager (Consider), a concept that covers aspects of probability.

By creating the Référer concept, we wanted to be able to detect the fact that the author relies on statements that are
not his own. This reference can be done directly, by citing another author, or indirectly, by taking some distance from
the statements. The class Direct therefore captures references to another person while the class Indirect indicates the
distance. According to the appraisal theory, verbs such as penser (to believe), “dire (to say) or affirmer (to pretend)
” are instances of those concepts. We decided to model those verbs as individuals of the Direct concept and to add as
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instances of the Indirect construction clearly indicating external references : d’après (according to), selon (according
to), en citant (by citing).

During this phase we have identified several conflicts between the instances of the Jugement (Judgement) and
Appréciation (Appreciation) concepts, as there is a set of words that are used in practice to describe both persons and
objects. For instance, we can consider the adjectives beau (beautiful) and fin (thin) that can refer to persons as in the
following examples Un beau vieillard (A nice old man) , L’homme était grand et fin (The man was tall and thin) or
objects, as it is the case in the following sentence: Un beau tableau (A beautiful painting) and Une surface fine (A
thin surface ). Consequently, one cannot make a clear distinction between the Judgment and Appréciation classes and
these classes are not disjoint.

In order to cope with this ambiguity, we have decided to merge the Jugement (Judgment) and Appréciation (Ap-
preciation) classes, under a new concept called Evaluation (Assessment) and this concept was further divided into
7 subconcepts inherited from the Judgement class : Predictability, Emotivity, Importance, Authenticity, Complexity,
Reliability, Causality and also 3 concepts capturing the features of Affect: Bonheur, Sécurité, and Satisfaction. This
representation is finer grained and thus those classes are disjoint, having distinct sets of instances.

This version of the ontology, although being in line with the appraisal theory, has a main weakness: a word can have
synonyms, and the entire set of words covering a meaning is not attached to concepts. To overcome this limitation,
this version of the ontology was enriched by using three approaches, as described hereafter.

4.2. Text mining for relation extraction

The text mining component serves two main purposes: (1) detect sets of words that can be associated with concepts
of the ontology and can be modeled and conceptual relations; (2) allows such information to be inferred by mining a
general data set. This component implements the Apriori algorithm for association rules extraction. Apriori considers
associations in the form of f : X 7→ Y where X and Y are disjoints item sets, estimatesσ(X) the number of transactions
containing X and identifies association rules thanks to two criteria:

- Support of the rule: S (X 7→ Y) = σ(X∪Y)
N , where N is the number of transactions

- Confidence of the rule: C(X 7→ Y) = σ(X∪Y)
σ(X)

Associations rules are associations having support and confidence above some empirical threshold values. Apriori
was applied using the corpus of parliamentary debates but with different customized inputs, in an effort to detect vari-
ous words associations stemming from the same input corpora. We implemented the Apriori algorithm by generating
associations from row text corpus, POS annotated text and instances of lexical patterns. Association rules extraction
is the appropriate choice for relation identification, because the goal of this component was to identify conceptual
relations. The algorithm detects several words associated to concepts of the ontology by initially building associa-
tions of words and then repeatedly estimate their support and confidence while using threshold values for selection.
An important advantage of using Aproiri with a generic corpus is that associations are produced that progressively
show how the concepts of the ontology are interconnected. From the resulting set of association rules, it is possible
to identify a reasonable number of relations to be added to the ontology. This text mining procedure resulted in 72
association rule. Then we manually evaluated whether the word associations captured pertained to the ontology and
added new relations to the model based on those associations. After manual validation, 48 relations were added to the
ontology.

4.3. Word embeddings for concept acquisition

The weakly supervised component utilizes word2vec [19] to detect similar words in order to support the acquisition
of new concepts. The word2vec framework implements a shallow neural network to build word embeddings, The
algorithm reduces the size of word embedding space and packs more information into each embedding, highlighting
semantic and syntactic regularities within the content [20].

The word2vec framework can be used for two learning tasks, differing in their treatment of word-context relation.
The first task is the continuous bag of words and the network tries to predict which word is most likely to occur given
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its context. The second task is the skip-gram, when the network tries to predict the neighboring words (as context)
which are most likely to occur, given the current word. Fig. 4 shows the architecture of the skip-gram model.

Fig. 4. Architecture of the skip-gram model [16]

The skip-gramm architecture was used in order to extract words that are used in the same context as the word
that are used to name concepts of the ontology. The algorithm requires the calibration of two parameters: the size of
window and the learning rate. For this work, the window size was kept at 5 and the learning rate at 0.030. Fig. 5 shows
the list of associations extracted for horrible (horrible) and démontrer (to prove), respectively, ranked by decreasing
confidence.

Fig. 5. Results of the skip-gram model for Horrible and Démontrer

The results show that the skip-gram architecture of the word2vec model formed more distinctive word associations
and extracted associations are accurate. At the end of this phase, 296 new words have been extracted thanks to the
skip-gram model, out of which 77 are associated to concepts of the ontology. The ontology was manually updated by
adding synonyms to 77 concepts and also by selecting 163 words to be integrated as new concepts.

4.4. Ontology refinement with WordNet

This last refinement phase was implemented in order to improve the the robustness of the ontology. This phases
uses WordNet [21], a lexical data base for English, where each word is associated with one or more synsets. A synset
consists of a identifier that represents a unique meaning. A word can have one or more synsets (love can be in reference
to the verb or the noun and thus related to two different synsets) and one synset ca be related to one or several words
(nice and pretty can be synonymous). The refinement was carried out by following three steps:

1. Select the first WordNet entry for every concept of the ontology;
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2. Select the most semantically related synsets of this entry. To estimate the similarity of synsets we used the
Leacock Chodorov (LCH) similarity [13];

3. Select instances to be added to the ontology from the synsets previously retrieved.

Applying these steps yields a set of synsets through an extensive WordNet search using the concepts of the ontology
as search terms. Synsets that deal simply with irrelevant meanings were filtered out, so only words that focused on
opinion related aspects were retained. Fig. 6 shows the validation of synsets extracted for of mauvais (bad). For
this example, one entire synset was rejected and from the remaining one, the instance dangereux (dangerous) was
removed.

Fig. 6. Validation of synsets extracted for mauvais (bad)

This approach extracted 661 words associated to concepts of the ontology and several inconsistencies occurred as
several words were associated to more than one concept. Tab. 1 shows examples of words associated to two concepts:
Emotivité (emotionality) and Bonheur (happiness).

Table 1. Source of conflict: multiple word-to-concept associations.

Word Concept1 Concept 2

assombri (darkened) Emotivité (emotionality) Bonheur (happiness)
funèbre (mournful) Emotivité (emotionality) Bonheur (happiness)
lamentable (lamentable ) Emotivité (emotionality) Bonheur (happiness)
sinistre (grim) Emotivité (emotionality) Bonheur (happiness)

Those situations occur as the meaning of words in different contexts can be associated to different concepts. The
manual validation allowed us to choose unique associations of words to concepts of the ontology. The validation
highlighted 52 situations with multiple word-to-concept associations, with the following classes being affected by
inconsistent associations: SanctionSociale (Social Sanction), JugementPhysique (Physical Judgment), EstimeSociale
(Social Esteem), Notoriété (Notoriety), Ressenti (Ressentiment) and Importance (Importance). At the end of this step,
318 concepts were added to the ontology.

5. Ontology description and evaluation

The ontology was developed with Protégé (tool and desktop versions) [23] and at the end of the adaptation phase
the ontology comprises 913 instances associated to 521 different concepts. The model also includes 76 relations. The
ontology is defined in OWL [18].

The quality of the model was investigated by adopting a procedure for ontology verification and validation.
Ontology verification assesses the relevance of the real domain to the questions the model is expected to answer.

This is a crucial aspect to be resolved during the conceptualization step. The quality of the ontology was ensured by
carefully selecting the sources describing the doctrine and technical procedures and also by iteratively co-creating
the initial ontology : a set of concepts was selected from the initial ontology of appraisals, their instances have been
identified, hierarchical and functional relations have been modelled in a semi-supervised manner, based on manual
interventions of experts.

Ontology verification impacted both the concepts and structure of the ontology. More specifically, automated rea-
soning was implemented to detect conflictual situations where words were assigned to more than one concept by
different techniques (i.e. text mining and supervised approaches).
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The analysis of conflicts identified several concepts having fuzzy boundaries. Conflicts were listed for further
analysis and solved by interactions with experts. Fig. 7 illustrates the set of concepts being affected by inconsistent
associations.

Fig. 7. Ontology verification: refining concepts

Ontology verification also refined the hierarchy of concepts, as illustrated in fig. 8.

Fig. 8. Ontology verification: refining concepts

Ontology validation checks that the model covers relevant aspects of the real world on a credible manner. First,
the ontology was validated by bringing on board domain experts able to check the model from a basic inspection
perspective. This involvement allowed for a fresh set of eyes to consider the ontology and allowed to refine namely
the functional relations and the axioms. Independently, three criteria were selected from [17] in order to analyze the
quality of the model, in terms of completeness, consistency and redundancy, see tab. 2.

Table 2. Criteria to evaluate the ontology.

Criteria Aspects verified Conclusion

Inconsistency Circularity errors No cycles detected by the reasoner
Incompleteness Incomplete definitions No missing concepts according to experts
Redundancy Semantic redundancy Axioms indicate equivalent classes

Automated reasoning and expert analysis were used jointly to detect any logical inconsistencies in the ontology
according to those criteria. When performing OWL reasoning for validation purposes, we used HermiT [28] reasoner
to determine whether or not the ontology is consistent, and to identify subsumption relationships between concepts.
The set of bi-directional relations was analyzed based on reasoning results and this allowed the modeling of inversed
relations. During the validation step, any inconsistencies were traced back and rectified and this procedure concluded
the check for logical consistency.
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6. Conclusion

This paper describes the construction of an ontology for opinion mining in French corpora and contributes to the
development of knowledge resources in French. As the volume of social data in French is increasing, this research
direction deserves further development. The ontology was built by adapting an ontology of appraisals developed to
explore English content. The adaptation followed three strategies, using respectively text mining, weakly supervised
techniques and WordNet. Experiments show that the skip-gram model of word embeddings provided the most rele-
vant results, although an important number of concepts and instances were also added to the ontology by querying
WordNet. The ontology was validated by applying a proper qualification and validation schema and criteria.

Further research include several directions: first, improving the detection of relations, as the results of text min-
ing techniques were rather disappointing and only a small number of associations were extracted from the corpora.
Second, validation of the ontology from a practical perspective by designing an opinion detection task and analyzing
the results of using the ontology in the light of gold standard inputs. Another perspective to consider is scaling up the
accuracy of our model by using different lexical resources developed for French content analysis.
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