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ABSTRACT

We present the results obtained with an end-to-end simulator of an Extreme Adaptive Optics (XAO) system
control loop. It is used to predict its on-sky performances and to optimise the AO loop algorithms. It was �rst
used to validate a novel analytical model of the �tting error, a limit due to the Deformable Mirror (DM) shape.
Standard analytical models assume a sharp correction under the DM cuto� frequency, disregarding the transition
between the AO corrected and turbulence dominated domains. Our model account for the in�uence function
shape in this smooth transition. Then, it is well-known that Shack-Hartmann wavefront sensors (SH-WFS) have
a limited spatial bandwidth, the high frequencies of the wavefront being seen as low frequencies. We show that
this aliasing error can be partially compensated (both in terms of Strehl ratio and contrast) by adding priors on
the turbulence statistics in the framework of an inverse problem approach. This represents an alternative to the
standard additional optical �lter used in XAO systems. In parallel to this numerical work, a bench was aligned
to experimentally test the AO system and these new algorithms comprising a DM192 ALPAO deformable mirror
and a 15×15 SH-WFS. We present the predicted performances of the AO loop based on end-to-end simulations.

Keywords: Extreme Adaptive Optics ; Inverse problem approach ; Simulations ; Shack-Hartmann wavefront
sensor ; High contrast imaging ; High resolution imaging

1. INTRODUCTION

The Evanescent Wave Coronagraph (EvWaCo1) is an on-going project at the National Astronomical Research
Institute of Thailand (NARIT). Based on the frustration of the total internal re�ection (FTIR2) between a
prism and a lens put in contact, the star light is transmitted through the contact area while the light of the
stellar vicinity is internally re�ected in the prism.3 As the FTIR is chromatic, the mask adapts itself with the
wavelength, providing almost achromatic contrast performances over the spectral domain [600 nm, 900 nm]. In
addition, the mask shape and size can be adjusted by tuning the pressure between the two pieces of glass. An
on-sky demonstrator is currently under development at NARIT4 to be installed on the 2.4 m Thai National
Telescope (TNT), using an elliptical unobstructed pupil of 1.17× 0.83 m2.

As a coronagraph dedicated to high contrast and high resolution imaging, EvWaCo implies the development
of a dedicated extreme adaptive optics (AO) system. The description of its AO system and its associated
characterisation bench aligned in the NARIT cleanroom is the subject of another paper by Berdeu et al.5 We
remind here only its main features.
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The EvWaCo AO system is based on a nact = 192 actuator deformable (DM) from ALPAO6*, the DM192.
As schemed in Fig. 1(a), the EvWaCo elliptical pupil spans over 16× 12 actuators, or equivalently in the Fried's
geometry,7,8 over 15× 11 sub-apertures of 7.8× 7.8 cm2 with the actuators placed on their corners.

The wavefront sensor (WFS) of EvWaCo is a Shack-Hartmann9 (SH-WFS). Its working wavelength range is
[400, 600]nm. Its custom-designed lenslet array was manufactured by Smart MicroOptical Solution company.10

Its camera is a Nüvü 128AO from Nüvü Camēras�. A 8× 8 pixels box is attributed to each sub-aperture with a
�eld of view of 6.4× 6.4 ′′.

The performances of an AO loop are mainly limited by four kinds of errors.11 The �tting error is induced
by the DM which cannot correct wavefront errors at a scale smaller than its actuator pitch. A SH-WFS is a
low-pass sensor that produces aliasing error, by wrapping the unmeasured high spatial frequencies. Limited to
faint targets and running at a high framerates, a WFS works in photon-starved conditions with measurements
corrupted by readout noise and photon noise, impacting the estimation of the optimal command to send to the
DM via a noise error. Finally, due the exposure time and the time needed to process the data, the AO loop is
always delayed compared to the turbulence, inducing a servo-lag error.

This paper focuses on the two �rst errors via an end-to-end model (E2E) that was developed along with the
bench design and alignment.5 The main objective of this tool is to have a numerical model as close as possible
from the real bench to develop and test new AO algorithms or predict on-sky raw contrast.12 Studying the
discrepancies between the numerical predictions and the experimental data can be of great help to improve the
models and develop more robust algorithms. Thus, our E2E model integrates the real in�uence function of the
DM measured on the bench as well as the turbulence injected in the bench via a custom-designed phase plate.5,13

First, in Section 2, we present a new analytical model of the �tting error. Up-to-date, the only way to study
the impact of the shape of the DM in�uence function in the �tting error is to perform extensive Monte Carlo
simulations.14 Analytical models11,15�19 simply use a binary approximation to model the frequency correction
induced by the DM, which leads to optimistic results. We show that an analytical solution of this problem exists.

Second, in Section 3, we study the possibility to partially correct the aliasing error in close loop via an inverse
problem approach that performs a super-resolved reconstruction of the incident wavefront. Up-to-date, the best
solution to tackle this problem is to insert a pinhole to optically �lter out the high-spatial frequencies.20 This
concept is e�ective in the context of XAO,21 but it cannot really be extended for more conventional systems such
as the use of a laser guide star22 or solar astronomy.23 Finding a numerical solution to this problem implies to
only change the AO control loop and prevents the need to modify and complicate the optical setups.

2. ANALYTICAL MODEL OF THE FITTING ERROR

The atmosphere turbulence is a random process24 that distorts the incoming wavefront w. Thus, the instanta-
neous point spread function (PSF) of an instrument cannot be predicted in advance. The long-exposure PSF
can nonetheless still be estimated via the knowledge of the statistical features of the turbulence25 such as its
structure function Dw (SF, assumed stationary in the following) or equivalently its power spectrum density Φw
(PSD)

Dw(x) ,
〈

(w(x, t)− w(0, t))
2
〉

= 2

∫
Φw(k)dk − 2F−1 [Φw(k)] (x) with Φw(k) ,

〈
|w̃(k, t)|2

〉
, (1)

where 〈.〉 denotes the time averaged value and where the 2D Fourier transform of w is de�ned as

w̃(k) , F [w] (k) =

∫
w(x)e−2iπx

Tkdx and w(x) , F−1 [w̃] (x) =

∫
w̃(k)e2iπx

Tkdk . (2)

Doing so, the long-exposure PSF can be expressed as the convolution between the di�raction limited PSF
of the telescope htel and an equivalent PSF induced by the incident turbulent wavefront hw. This yields the
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following product between the corresponding optical transfer functions h̃w and h̃tel:

h̃(x) = h̃w(x)h̃tel(x) with

{
h̃w(x) , e−

1
2Dw(x)

h̃tel(x) ,
∫
P (x′)P ?(x′ + x)dx′ , (3)

where P is the pupil of the instrument. The SF and the PSD can be parametrised by a few number of variables.
For example, in the case of a Kolomogorov statistic, as assumed in the following, one gets18

Φw(k) , 0.023r
−5/3
0 ‖k‖−11/3 ⇔ Dw(x) , 6.88(‖x‖/r0)

5/3
, (4)

where the Fried's parameter r0 is the turbulence coherence length that describes its strength.

In analytical studies,11,15�19 a binary mask is assumed for the PSD Φε of the �tting error wε after an optimal
AO correction�

Φε(k) = (1− fLF(k))Φw(k) with fLF(k) ,

{
1 if |k| < (2∆)

⊗−1

0 otherwise
. (5)

Equation (5) implies a perfect correction below the cut-o� frequency of the DM and no correction beyond. This
approximation is based on the fact than the DM cannot compensate for spatial frequencies higher than the
pitch ∆ of its actuators.

Nonetheless, it is known that this approximation is optimistic. In fact, the �tting error depends on the
in�uence function pro�le ϕ0(x) of the DM, as shown in E2E simulations.14 We prove, see Berdeu et al.,26 that
there is an analytical expression for the �tting error PSD Φε(k) in terms of ϕ0(x) that can be written

Φε(k) = (1− 2nactΦ⊥(k))Φw(k) +
∑
a∈A

∑
a′∈A

Φ⊥(k)e−2iπ(pa−pa′ )
Tk ×

∫
Φw(k′)Φ⊥(k′)e−2iπ(pa−pa′ )

Tk′
dk′ , (6)

where nact is the total number of actuators, A is the set of actuators, pa is the position of actuator a, and Φ⊥ is
the PSD of ψ⊥ which is the pro�le obtained from ϕ0 so that the basis de�ned by {ψ⊥(x− pa)}a∈A is orthonormal.
Figures 1(b,c) presents the in�uence function ϕ0 of the DM192 from ALPAO that is used in the AO system of
EvWaCo as well as its orthonormalised counterpart ψ⊥. This is worth noticing that ψ⊥ resembles a sinc pro�le
whose Fourier transform, displayed in Fig. 1(d), gives some hints of the PSD area that can be corrected by the
DM.

Using Eq. (6) in Eq. (1) to get the structure function after AO correction, it is possible to get h and the
long-exposure PSF induced by the residual �tting error, hε, via Eq. (3). The smaller the wavefront residuals, the
closer hε will be to a delta function and the closer the long exposure PSF, h, will be to the di�raction limited PSF,
htel. The long-exposure PSF predicted by the analytical PSD is compared with Monte Carlo (MC) simulations
in Fig. 1(e), averaging nw = 10000 random phase screens propagated through the EvWaCo aperture of Fig. 1(a)
with r0 = Dsim/15. The Kolmogorov screens are generated using the method described by Lane et al.27 with 16
sub-harmonics to inject the low spatial frequencies of the wavefront. For information, the PSF obtained when
assuming a binary mask (BM) via Eq. (5) is given. Except for the di�raction order secondary spots, the MC
simulations and the theoretical PSD predictions are undistinguishable. No signi�cant deviation can be noticed
from the cut-pro�les (red) of Fig. 1(g), but a close look at Fig. 1(e) shows that the di�raction rings with the BM
hypothesis are optimistically deeper.

The main results come from the analysis of the PSF hε of the turbulence residuals after a perfect AO
correction, in Fig. 1(f). Indeed, if one removes the central peak of this PSF, that gives the Strehl ratio24 of
the long-exposure PSF, one gets the 2D map of the best achievable contrast with a perfect coronagraph that
would perfectly remove the on-axis light while leaving the o�-axis light undisturbed.28,29 Once again, the MC
simulations and the analytical PSD model give the same results. The cut-pro�les (blue) of Fig. 1(g) show that
the analytical model correctly describes the transition between the AO corrected area inside the DM cut-o�

�That is to say when applying the command on the DM that minimises the variance in the pupil, without any noise,
aliasing, nor lag.



(a) (b) (c) (d)

(e) (f) (g)

Figure 1. Analytical model of the �tting error. (a) Pupil of EvWaCo. The actuators (dots) are on a Cartesian grid
in a Fried geometry. The active actuators are in green. The blue square is the simulation diameter Dsim. (b) In�uence
function of the ALPAO DM192 before (ϕ0, left) and after (ψ⊥, right) its orthogonalisation. (c) Cut-pro�le of (b) along
the x-axis. (d) Visualisation of the modulus of the Fourier transform of the in�uence functions before (|w̃0|, left) and after
(|ψ̃⊥|, right) orthogonalisation. (e,f) Simulated long-exposure PSF h (e) and PSF of the turbulence residuals hε (f) via
the Monte Carlo simulation (MC, upper left corner), via the analytical power spectrum density model (PSD, right) and
via the standard binary mask (BM, lower left corner). (g) Cut pro�les of (e) and (f). (d,e,f) The gray squares represent
the cut-o� frequency |k| < (2∆)⊗−1 due to the actuator pitch.

frequency and the uncorrected area dominated by the turbulence. These �gures also emphasise how the BM
model is an optimistic approximation. As expected from its de�nition, it produces a sharp transition at the
border of the AO corrected area, predicting a contrast that is almost two orders of magnitude better than the
MC simulations.

Having such an analytical model can be very useful when it comes to perform analytical predictions of on-
sky performances based on a limited number of meaningful parameters. This avoids to run extensive and time
consuming MC simulations. It can also be used to optimise the in�uence function pro�le according to the needs
and scienti�c targets of the instrument.

3. LOWERING THE ALIASING ERROR VIA AN INVERSE PROBLEM APPROACH

In this section, we focus on the possibility to tackle the aliasing error in a Shack-Hartmann wavefront sensor
(SH-WFS) via an inverse problem approach based on a minimal variance estimator without the need to change
the optical components. We describe its proof of concept and compare it with standard command estimators
based on least-squares �t coupled or not with an optical low-pass �lter.

3.1 General Idea: Super-Resolved Wavefront Reconstruction

For linear WFS (such as here a SH-WFS) the measurement model can be expressed as follows30

d = Ssy ·w + n , (7)



where d ∈ Rndat is the vector of the ndat ∈ N data (here the wavefront slopes in each sub-aperture), Ssy ∈
Rndat×nw is the WFS synthetic model matrix (here the average phase derivative on each sub-aperture11), w ∈ Rnw
is the vector of the wavefront described on nw ∈ N spatial knots (it can be in�nite for a continuous description of
the wavefront), and n is the noise on the measurements. Let us also introduce M ∈ Rnw×nact , the matrix of the
mirror in�uence function5 of the nact ∈ N actuators of the DM, and Gsy = Ssy ·M ∈ Rndat×nact , the synthetic
interaction matrix of the AO system that links the commands c ∈ Rnact applied on the DM to their equivalent
synthetic slopes.

Let us emphasise here that Ssy and Gsy represent a synthetic linear model of the SH-WFS, but not necessarily
the `truth'. As further detailed in Section 3.4, the `truth' is given by the E2E model that accounts for the Fourier
optics propagation through the system combined with centroiding algorithm to extract the slopes from the spots
location. These `true' operators will be noted SFO and GFO in following.

In AO loop control, the objective is to �nd the optimal set of commands c̃ to apply on the mirror based on
the slopes measurements. As discussed in the following, di�erent approaches can be used.

3.1.1 Least-squares minimisation

The least-squares (LS) method is the standard approach30,31 in AO. The commands c̃ are considered to be the
ones that produce slopes according to the interaction matrix G as close as possible to the measured slopes. Let
us notice here that depending on the context, as described in the following sections, G can be either the synthetic
model Gsy or the `true' model GFO. It consists in minimizing

c̃ = arg minc ‖d−G · c‖2Cn
=
(
GT ·Cn ·G

)−1 ·GT ·Cn · d , (8)

where Cn =
〈
d · dT

〉
is the symmetric covariance matrix of the measurement noise n. To reduce the computa-

tional burden of estimating the covariance matrix Cn and computing the inverse, the noise is generally assumed
independent and identically distributed and the equation becomes

c̃ =
(
GT ·G

)−1 ·GT · d = HLS · d , (9)

that is the standard pseudo-inverse approach. It can be solved either with Tikhonov regularisation when com-
puting the inverse32 or via singular value decomposition (SVD) by removing the last nSVD modes of G to avoid
noise ampli�cation.24,33

The LS method is fast and easy to implement as it only implies the experimental measurement of the
interaction matrix G. Nonetheless, it does not account for the noise of the measurements and does not add any
prior on the incoming wavefront that could help correcting the aliasing errors induced by the SH-WFS.

3.1.2 Minimum variance estimator for optimal and super-resolved wavefront reconstruction

The Maréchal's approximation24 links the Strehl ratio γStrehl of the PSF with the phase variance of the wavefront
w on the pupil

γStrehl ' e−‖P·w‖
2
Σ , (10)

where P is the piston-removal operator on the pupil and Σ is the diagonal operator with the pupil weights m
de�ned as in Eq. (33). Introducing the Kronecker symbol δ, their expression is34

Σi,j = δi,jmi and Pi,j = δi,j −mj/

nw∑
k=1

mk . (11)

As presented in Section 2, turbulence is a random process that can be statistically described by a limited
number of parameters. When questing an optimal command estimator, one could think of �nding the operator
HMV that minimises, in average, the variance on the pupil

HMV = arg minH

〈
‖P · (w −M ·H · d)‖2Σ

〉
. (12)



The problem is quadratic and convex in H and its solution is given by nulling its �rst derivative35

0 =
∂〈‖P · (w −M ·H · d)‖Σ〉

∂H

∣∣∣∣
H=HMV

⇒MT ·PT ·Σ ·P ·M ·HMV ·
〈
d · dT

〉
= MT ·PT ·Σ ·P ·

〈
w · dT

〉
. (13)

And as n and w are independent, it comes from Eq. (7)〈
d · dT

〉
= Ssy ·Cw · ST

sy + Cn and
〈
w · dT

〉
= Cw · ST

sy , (14)

with Cw =
〈
w ·wT

〉
the wavefront covariance. Noting M̄ = P ·M the piston-free in�uence function matrix, the

optimal command estimator now writes30,34,36,37

HMV =
(
M̄T ·Σ · M̄

)−1
M̄T ·Σ︸ ︷︷ ︸

Optimal projector Π

·P ·Cw · ST
sy

(
Ssy ·Cw · ST

sy + Cn

)−1︸ ︷︷ ︸
Optimal reconstructor R

and c̃ = Π ·R · d = HMV · d . (15)

with Π ∈ Rnact×nw and R ∈ Rnw×ndat . Let us notice that both Π and R are piston-free and can be of in�nite size
depending on nw. But whatever the size of the reconstructed wavefront, their product HMV = Π ·R ∈ Rnact×ndat
remains �nite.

This minimum variance (MV) method thus combines the optimal projector Π of a wavefront onto the DM that
can be computed once for all and an optimal wavefront reconstructor R at any wanted resolution. As discussed by
Thiébaut&Tallon,30 this methods is equivalent to the LS method of Section 3.1.1 but by introducing a Tikhonov
regularisation that enforces a priori covariance on the unknowns. This methods has also been proven to be the
most e�ective to deal with fragmented pupils that induce missing data in the model.32

With the notations introduced in Section 2, the terms of the covariance matrix Cw are given by

[Cw]i,j = 〈wiwj〉 =
1

2

〈
w2
i + w2

j − (wi − wj)2
〉

= σ2
w −

1

2
Dw

(
pi − pj

)
, (16)

where pi and pj are the positions of the wavefront knots wi and wj , σ2
w =

〈
w2(0)

〉
is the average variance of

the wavefront that is assumed to be stationary (spatially and temporally constant). In principle, this value is
unknown. Nonetheless, as Cw is always multiplied by Ssy or P that are piston-insensitive, this value is removed
and has no impact. Thus all the products implying Cw can be computed once for all. In the case of Kolmogorov
statistics Eq. (4), the Fried's parameter r0 can be put in factor of all these products and acts as a regularisation
hyper-parameter that can be auto-calibrated during the observation.

As for the LS method of Section 3.1.1, the MV method implies to compute an inverse matrix that includes Cn

which changes at each iteration of the loop depending on the measurement noise. It has been shown that the
problem can be solved in a real time loop with a gradient method via FrIM, a fractal approach that also uses a
dedicated pre-conditioner.23,30

In the following, we assess the possibility to use this method to tackle the aliasing error with this purely
data science solution based on an inverse problem approach rather than the addition of an optical component.
Indeed, the wavefront can be reconstructed (WF reconstruction) at a resolution higher than the actuator grid
which prevents the aliasing recovery in the LS method. In the MVmethod, the missing frequencies that are aliased
by the SH-WFS should be partially retrieved by the use of the adequate prior on the turbulence statistics Cw.

Some numerical methods38 aiming at reducing the aliasing have already been developed with mitigated
results, both in terms of performances and computational costs. They are based on Wiener �lters in the Fourier
space and use frequency unwrapping algorithm. Here we intend to solve the problem directly in the direct space
without any need of further approximation.



3.2 Overview of the End-to-end Model and its AO Loop

As mentioned in the introduction, a dedicated AO bench has been developed at NARIT to test the components
and the AO algorithms.5 Along with this bench, an E2E model has been developed to simulate all its features
and predict its performances. Doing so allows us to deeply understand each component and algorithm method
and to look for better solutions. The numerical model can help to assess which part of the bench is not working
optimally but also to �nd if there is any experimental feature not taken into account in the numerical model.

Wavefront simulation and control � A phase plate was designed and procured to emulate the turbulence
in the bench.5 All the following simulations are based on the inner track of this phase plate which corresponds
to a seeing of 1 ′′. Between each iteration, the phase plate is rotated by an amount δθ to emulate a wind blowing
vertically at 10 m s−1 and a loop running at 1 kHz. With the phase plate physical parameters, one complete
revolution of the phase plate corresponds to nθ = 1834 iterations. The bench was also used to measure the
in�uence functions of the ALPAO 192DM.5 These measurements are used to generate the mirror matrix M.
Except if stated otherwise, all the simulations are mono-chromatic at λ = 617 nm which is the wavelength of the
LED source in the bench.

SH-WFS geometry � As shown on Figs. 2(a,b), to focus on the aliasing e�ect and avoid any issue induced
by the pupil shape and partially illuminated sub-apertures, the geometry of the SH-WFS is a 15 × 15 square
lenslet array of �ll factor 95 % (green squares) that fully covers a square aperture of diameter D (blue square).
The diameter of the simulation Dsim spans over 17 × 17 to bene�t from the recovery beyond the �eld of view
allowed by the inverse problem approach.

89.5% / 10−5.9 / 10−5.9

(a) (b) (c)

Figure 2. (a,b) Examples of a wavefront entering the SH-WFS during a closed-loop, without (a) and with (b) �ltering
pinhole (∅ = λ/Dsub). The 95 % �ll factor square sub-apertures are emphasised in green and the actuator positions are
in red. The blue square is the aperture diameter on which the loop is closed. The dashed blue circle is the pupil region on
which the PSD and SF are computed. (c) Long-exposure PSF of the �tting error after one phase plate revolution. The
gray square is the cut-o� frequency |k| < (2∆)⊗−1 of the DM. The red and green annuli emphasise the regions on which
the contrast is estimated at 1.5λ/D and 4λ/D. The �gure title gives γStrehl / C1.5λ/D / C4λ/D. Scale bar: 6λ/D.

Pseudo-code of the AO loop � Algorithm 1 sums up the steps of the loop. They are further detailed
in the following. Indeed, some lines of this pseudo-code may imply many underlying steps depending on the
situation.

Applied command � At each iteration of the loop, the command applied on the DM is computed with a
leaky integrator39 with a classical delay of two frames, as shown Line 8. Its leak factor is g0 = 0.99 and its gain
factor is gδ = 0.75. For the two �rst iterations, the loop is closed using the optimal command (�tting error) by
projecting the wavefront on the DM via the optimal projector Π, Line 6.

Propagation towards the SH-WFS � The propagation of the wavefront towards the SH-WFS pupil,
Line 12, depends on the situation. To test the performance of the MV method, nothing is done: UWFS = UAO.
Nonetheless, we want to compare with the solution that consists in adding a low-pass spatial �lter in the beam,
as proposed by Poyneer et al.,20 to optically block the high spatial frequencies and prevent its aliasing in the
command estimation. In this case, UWFS is �rst propagated to this pinhole, where its binary transmission, is
applied before propagating the resulting wavefront towards the SH-WFS pupil. These propagations are performed



Algorithm 1 AO loop algorithm of the end-to-end model.
1: θ ← 0 . Initialisation of the phase plate angle.

2: for i from 1 to nθ do . Loop iterations.

3: θ ← θ + δθ . Updating the phase plate angle.

4: wi
PP ← extracting the phase screen of the phase plate rotated by θ . Incident turbulent wavefront.

5: if i < 3 then

6: ci ← Π ·wi
PP . Optimal command.

7: else

8: ci ← g0c
i−2 + gδδc

i−2 . Update of the command with a leaky integrator.

9: wi
DM ←M · ci . Sending the command to the DM.

10: wi
AO ← wi

PP −wi
DM . Applying the correction on the incident wavefront.

11: UAO ← Σ · e
2iπ
λ

wiAO . Applying the aperture mask on the complex amplitude.

12: UWFS ← propagation of UAO towards the WFS . Wavefront propagation through the AO system.

13: δdi ← propagation of UWFS through the SH-WFS and slopes extraction . Application of the SH-WFS model.

14: δci ← command estimator from δdi via H . Estimation of the optimal command correction.

via Fourier optics propagation,40 see Appendix A.1. Two square pinholes are tested. The optimal �lter20 of side
λ/D and a more realistic solution21 that was proven to work on sky of side 1.2λ/D.

Computing the slopes � Depending on the situation, Line 13 hides several steps. First the wavefront needs
to be propagated through the SH-WFS. Second, the slopes δdi must be extracted from the propagation output.
These steps are further detailed in the following sections.

Computing the optimal command � In this work, we want to compare the usual LS approach, that
cannot correct the aliasing error, with the proposed MV approach. Depending on the method, LS or MV, the
computation of the optimal command correction δci di�ers, Line 14. As mentioned above, in the following
equations, G can either be Gsy or GFO depending on the context.

For the LS method, as no prior is added on the measurements, it is possible to work with the closed-loop
slopes δdi, directly applying Eq. (9)

δci = HLS(nSVD) · δdi , (17)

where HLS(nSVD) is the pseudo-inverse of the interaction matrix G when removing nSVD modes in its SVD
decomposition, as described in Section 3.1.1. This operation is directly the usual `Matrix×Vector' multiplication.

As the MV method adds some a priori regularisation on the reconstructed wavefront by imposing a Kol-
mogorov statistics, the input slopes must satisfy this statistics. But in a closed-loop, the wavefront entering
in the SH-WFS does not follow a Kolmogorov statistics. It is thus necessary to generate the pseudo open-loop
slopes via the interaction matrix G before applying Eq. (15)

c̃i = Π ·R ·
(
G · ci + δdi

)
= HMV ·

(
G · ci + δdi

)
⇒ δci = c̃i − ci . (18)

In practice, this problem is solved in two steps by reconstructing �rst the super-resolved wavefront w̃i and then
projecting it onto the mirror

w̃i = R ·
(
G · ci + δdi

)
⇒ c̃i = Π · w̃i ⇒ δci = c̃i − ci . (19)

The projection step is a pure matrix multiplication. On the other side, the reconstruction step implies to compute
the inverse of the combination of the noise covariance matrices in Eq. (15). This is done iteratively via a conjugate
gradient algorithm.30,41

Fitting error � Finally, let us mention that to avoid any issue with the Fourier transform of the PSD on a
square grid, the PSD of the wavefronts and the associated SF are computed on the circular aperture emphasised
by the dashed blue circle in Figs. 2(a,b). As discussed in Section 2, the long-exposure PSF of the turbulence
residuals limited by the �tting error

wi
�tting = wi

PP −M ·Π ·wi
PP (20)



gives the optimal performances expected for a perfect AO loop and a perfect coronagraph. After one phase plate
revolution, Fig. 2(c) shows that the maximal achievable Strehl ratio is 89.5 %. The average value on the blue
(resp. red) annulus of width 1λ/D gives the raw contrast at 1.5λ/D (resp. 4λ/D) to assess the performance of
the algorithm at very close inner working angle (IWA) (resp. at approximately the middle of the AO corrected
area). When limited by the �tting error, the raw contrast is 10−5.9.

Important note: frozen correction � As we focus on the aliasing error, all the results in the following
sections are based on the statistics of the frozen correction

wi
frozen = wi

AO −M · δci = wi
PP −M ·

(
ci + δci

)
(21)

where wi
AO is the AO residuals of the current incident wavefront wi

PP corrected with the current command
wi

DM = M · ci. In other words, the estimated command correction is applied directly on the same measured
wavefront that produced the slopes to compute it. Note that the servo-lag error still applies on the closed loop
described in Algorithm 1 due to Line 8. As the wind blows vertically in the simulation, this explains the vertical
hourglass shape in Fig. 4: the spots laying at the edge of the aperture always see a very distorted wavefront that
has not been properly corrected yet due to the lag, impacting the slope measurements that in return impact the
frozen correction. The wavefront de�ned in (21) is never seen by the AO loop nor the SH-WFS. It is purely used
to remove the servo-lag error and study only the correction of the aliasing error.

3.3 Proof of Concept in an Inverse Crime Simulation

To test the hypothesis that the MV method is sensitive to the aliasing via the super-resolution of the wavefront
reconstruction and thus can be used to reduce it, we �rst run an AO loop in an inverse crime simulation.32 This
means that the model that we inverse to close the loop is exactly the model used to run the loop. Namely,
the propagation through the SH-WFS Line 13 of Algorithm 1, is purely based on the synthetic model Ssy by
applying Eq. (7). It is a linear operator that computes the average gradient on each sub-aperture, the gradient
being computed by �nite di�erences.

The output of this operator is directly the slopes of the wavefront, as shown in Figs. 3(1b,1c). In other words,
no WFS raw image with spots is produced and there is no need to use a centroiding algorithm.

This operator must be directly applied on the wavefront phase wWFS, not its complex amplitude UWFS.
Without any �ltering pinhole, we already mentioned that UWFS = UAO, and Ssy is applied on wAO, as for
example in Fig. 2(a). When a spatial �lter is inserted in the path, the beam is propagated via Fourier optics,
using its complex amplitude. Ssy is thus applied on wWFS, the phase of the complex amplitude UWFS, as for
example in Fig. 2(b). This method could lead to phase ambiguity if the absolute value phase goes beyond π,
as seen on the edges of Fig. 2(b). In practice, in a closed loop we never experienced a phase ambiguity on the
pupil and we did not have to implement phase unwrapping algorithm.42 As a side remark, let us notice that the
pinhole �lters the spatial features as expected: wWFS in Fig. 2(b) is a smoother version of wAO in Fig. 2(a).

Similarly, the interaction matrix used for the pseudo-inverse in Eq. (17) or to generate the open-loop data in
Eq. (19) is based on this synthetic model Gsy = Ssy ·M. No noise is added in the simulation.

First, we focus on the MV method by assessing the impact of the wavefront resolution on the aliasing
correction. The lowest resolution corresponds to a sampling s = 1 wavefront pixel per sub-aperture, placed at
the actuator locations (corners of the sub-apertures), as shown in Fig. 3(2a). We then test a sampling s ∈ {2, 3, 4}
pixels per sub-aperture, Figs. 3(2b-2d). These tests are compared with the high resolution wavefront s = ∞
corresponding to a sampling of s = 12, Figs. 3(2e).

Figures 3(2,3) compare the di�erent sampling parameters s. Figures 3(2a-2e) are the reconstructed wavefronts
based on the slopes in Figs. 3(1b,1c) of the wavefront of Fig. 3(1a). Figures 3(3a-3e) show the reconstruction
residuals. Looking at the reconstruction for s ≥ 2, it can be seen that the regularised wavefront reconstruction
successfully retrieves details that are smaller than the sub-aperture size. These details are lost for s = 1.

This is also con�rmed by the root mean square (RMS) error on the pupil given in Figs. 3(3a-3e). Most of
the gain (15 %) happens between s = 1 and s = 2, with higher residuals for s = 1. There is a negligible extra
gain at s = 3 that implies that the MV can recover frequencies at the third of the sub-aperture size, despite the
quick drop of the PSD power law at high spatial frequencies.
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Figure 3. E�ect of the sampling parameter s on the WF reconstruction with the minimum variance estimator and
inverse crime simulation. (1a) Phase screen on the phase plate. σWF is the RMS value on the pupil de�ned by the blue
square. The green dots emphasise the position of the SH-WFS sub-apertures. (1b, 1c) Generated open-loop xy-slopes.
(2) WF reconstructed for di�erent values of the sampling parameter s. (3) Residuals of the synthesised high resolution
WF with the theoretical wavefront. The RMS value on the pupil σres is given for each sampling situation. The color scale
is one-tenth of (1a). (4) Long-exposure PSF of the turbulence residuals alone, hε, after one phase plate revolution. See
legend and color bar of Fig. 2(c).

Let us also notice that the inverse problem approach can reconstruct the wavefront beyond the measured
aperture, as seen on the region outside the blue square in Figs. 3(2a-3e). This could be useful in reducing the
servo-lag error by having a predictive control loop more evolved than the simple leaky integrator implemented
in this study. One could use the information that is retrieved beyond the pupil and that is about to enter in the
pupil. It can also be used to slave actuators that lie beyond the pupil aperture to improve the AO residuals on
the aperture edges. This is nonetheless beyond the scope of this work.



The improvements in the wavefront reconstruction similarly impact the long-exposure PSF, in Figs. 3(4a-3e).
If the sampling is enough, the MV method can produce Strehl contrasts up to 88.2 %, only 1.3 % below the limit
of the �tting error, in Fig. 2(c). As expected, s = 1 is not su�cient to recover the aliased frequencies that are
wrapped inside the AO corrected area, reducing the Strehl ratio and the contrast performances.

Contrary to the Strehl ratio, the performances in terms of raw contrast are less impressive. In the middle of
the AO corrected area, the MV method cannot produce contrast below 10−4.8, slightly more than one magnitude
worse than the 10−5.9 ultimate raw contrast of the �tting error, in Fig. 2(c).

In this synthetic propagation framework, the MV method with a super-resolved (s =∞) WF reconstruction
is further compared with the LS method without pinhole or with the square pinholes mentioned earlier. To avoid
the numerical noise ampli�cation of poorly constrained modes, nSVD = 5 modes are removed. For the same
reason, a small value of σn = 0.05 pixel is given to Cn for the MV method for s = 1. The results are gathered
in Figs. 4(1a-1d).

The �rst noticeable thing is the similarity between Fig. 3(4a) and Fig. 4(1a). In the absence of noise, the
LS method and MV method with s = 1 are equivalent. As the WF reconstruction is performed at the same
resolution than the SH-WFS sampling, the aliasing cannot be corrected.

Then, it appears that the use of a �ltering pinhole combined with the LS method is extremely e�ective,
as shown in Figs. 4(1b,1c). As expected, the use of a bigger pinhole of ∅ = 1.2λ/Dsub induces some aliasing
with some frequencies wrapping on the edges of the AO corrected area compared to ∅ = 1λ/Dsub. Nonetheless
the impact on the contrast in the inner regions of the AO corrected area is negligible with raw contrasts at
C1.5λ/D = 10−5.7 and C4λ/D = 10−5.6 that are close to the limit of 10−5.9 for both pinholes. Surprisingly, the
best Strehl ratio is obtained with ∅ = 1.2λ/Dsub: 88.9 %, only 0.6 % below the limit of the �tting error. We
interpret this result as follows: using a pinhole limits the maximal slope that can be detected by the SH-WFS,
around one pixel according to its design. Thus, the model saturates and is not linear any more. The bigger the
pinhole, the larger is the dynamics on which the model is linear.

Comparing the MV method, Fig. 4(1d), with the usual LS method Fig. 4(1a), it seems that it can recover 3/4
of the Strehl (88.6 %) lost in the aliasing (86.1 %) compared to the used of pinhole (88.9 %), without the need of
adding any optical component in the beam. This is a success for the MV method. But once again, the results
on the raw contrast are less exciting, with a bit less than half an order of magnitude between the LS and the
MV methods, the latter being still one order of magnitude lower than the LS method with a pinhole.

3.4 Noiseless End-to-end Simulation

The next step is to perform a full E2E simulation. This is done by replacing Eq. (7) and the Line 13 of Algorithm 1
by a Fourier optics propagation of the wavefront through the SH-WFS and �tting the resulting spots position
to extract the slopes.

In the Fourier optics framework, the SH-WFS is modelled by an equivalent complex transmittance as explained
in Appendix A.1. The optimal sampling of the simulation is set as described in Appendix A.3. The centroiding
of the spot is done via a center of gravity22 on the boxes of 8 × 8 pixels of the EvWaCo SH-WFS, keeping the
pixels brighter than 0.1 % of the maximal pixel in each box. This implies that the E2E model SFO is not strictly
a linear operator and thus not exactly equal to Ssy.

For the LS method, to apply Eq. (17), the interaction matrix GFO is not synthetic but generated as in usual
experimental AO systems. All the actuators are poked one by one and their in�uence function is propagated via
the end-to-end model. The produced slopes are measured to build the interaction matrix. For the MV method,
to apply the WF reconstructor in Eq. (19), Gsy and Ssy are used, as de�ned in the previous Section 3.3.

At �rst, no noise is added to the simulation. The results are gathered in Figs. 4(2a-2d).

It �rst appears that the LS method coupled with a pinhole has a Strehl ratio almost as good as with the
synthetic model (γStrehl > 88 %). Nonetheless, the contrasts worsen, especially at close IWA with a drop of one
magnitude for C1.5λ/D.

The results of the MV method are disappointing. The raw contrast are now the same than with the LS
method without pinhole. The Strehl ratio is slightly better, but not in the 3/4 extend of the synthetic loop.
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Figure 4. Long-exposure PSF of the turbulence residuals after one phase plate revolution for di�erent propagation
situations and command estimators. See legend and color bar of Fig. 2(c). (a) Standard least-squares method without
any �ltering pinhole. (b) Standard least-squares method with a �ltering pinhole of diameter ∅ = 1.2λ/Dsub. (c) Standard
least-squares method with a �ltering pinhole of diameter ∅ = λ/Dsub. (d) Minimum variance method with super-resolved
WF reconstruction without any �ltering pinhole. (e) Minimum variance method with super-resolved WF reconstruction
with a �ltering pinhole of diameter ∅ = 1.2λ/Dsub. (1) The WF is propagated through the synthetic model of the
SH-WFS. (2) Full end-to-end noiseless simulation with coherent Fourier optics propagation. (3) Incoherent propagation
where each sub-aperture is propagated independently. (4) Full end-to-end noisy simulation with coherent Fourier optics
propagation: 200 photons per sub-aperture.

This under-performance could be explained by a discrepancy between the synthetic model Gsy and the Fourier
optics propagation GFO. To test this hypothesis, Figs. 5(1a-1d) show the count maps of the residuals between the
closed-loop slopes xFOspot and y

FO
spot measured on the E2E data after Fourier optics propagation and the closed-loop

slopes xsyspot and ysyspot predicted by the synthetic model. As we work in a closed loop, most of the slopes are
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Figure 5. Count maps combining the residuals xFOspot − xsyspot v.s. xFOspot and yFOspot − y
sy
spot v.s. y

FO
spot. (a) Standard least-

squares method without any �ltering pinhole. (b) Standard least-squares method with a �ltering pinhole of diameter
∅ = 1.2λ/Dsub. (c) Standard least-squares method with a �ltering pinhole of diameter ∅ = λ/Dsub. (d) Minimum
variance method with super-resolved WF reconstruction without any �ltering pinhole. (e) Minimum variance method
with super-resolved WF reconstruction with a �ltering pinhole of diameter ∅ = 1.2λ/Dsub. (1) Full end-to-end noiseless
simulation with coherent Fourier optics propagation. (2) Incoherent propagation where each sub-aperture is propagated
independently. (3) Full end-to-end noisy simulation with coherent Fourier optics propagation: 200 photons per sub-
aperture. Scale bar: 0.2 pixel.

The main feature is a global slope, shared by all the graphs. That suggests that the gain of the synthetic
interaction matrix does not match the gain of the E2E model. As all the LS method loops are closed using the
simulated interaction matrix GFO, this gain is learnt in the loop calibration step. On the opposite, this gain
could impact the MV method that relies on the synthetic matrix to generate the pseudo-open loop.

The second noticeable feature is the noise around this gain bias. Using the spatial �lter pinhole strongly
reduces the noise on the spot positioning. This noise is quite surprising as the simulations are noiseless in
the sense that no noise is added to the SH-WFS raw data simulation. This noise is consequently coming
from modelling errors, induced by a non-modelled discrepancy between Ssy and SFO or a bias induced by the
centroiding strategy.

Let us mention that this noise in the slope measurements was accounted for in the MV method by adapting
Cn accordingly to σn = 0.085 pixel, used in this section and in the next Sections 3.5 and 3.6.

3.5 Studying the Impact of the Interferences Between Sub-apertures

Our �rst assumption is that the noise discussed in the previous Section 3.4 is induced by the interferences between
the spots. As further detailed in Appendix B, this e�ect is usually not implemented in end-to-end simulations
that propagate each sub-aperture independently. Our Fourier optics formalism for the SH-WFS, presented in
Appendix A.1, correctly models this e�ect by coherently propagating the wavefront through the SH-WFS sub-
apertures, as shown in Fig. 6. Behind the low resolution of the SH-WFS sensor, as in Figs. 6(a,d), the high
resolution spots are distorted by the interferences with their neighbours, as in Figs. 6(c,f). The real spot shape
is then quite di�erent from the usually assumed incoherent propagation where each sub-aperture is propagated
independently from its neighbours, as in Figs. 6(b,e).
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Figure 6. Impact of the interferences on the shape and location of the spots for a displacement on the x-axis (a,b,c) and
on the diagonal (d,e,f). The blue (resp. gray) squares emphasise the sub-aperture (resp. WFS pixel) edges. (a,d) Low
resolution simulated data of the SH-WFS. (b,e) Generally assumed situation of an incoherent and independent propagation
for each sub-aperture. (c,f) Global end-to-end simulation accounting for the interferences between the sub-apertures at
the Shannon resolution.

In this section, we implement a incoherent version of our E2E model. Each sub-aperture is individually
propagated to simulate its 8× 8 pixels box. All the boxes are then stitched together to mimic real raw SH-WFS
data. All cross-talk between the spots in thus suppressed.

The results on the long-exposure PSF are gathered in Figs. 4(3a-3d). Compared to the full E2E simulation
of Section 3.4, the impact on the LS method combined with a pinhole is negligible, the Strehl ratio and the raw
contrasts being slightly improved. The e�ect in the absence of pinhole, for both the LS and MV methods, is
more pronounced, with a gain of a few percent in Strehl and almost half a magnitude at close IWA. But once
again, despite its slightly higher Strehl ratio, the MV method is similar to the LS method without pinhole in
terms of contrast and is still clearly outperformed by the use of a �ltering pinhole.

The count maps of the slope residuals of Figs. 5(2a-2d) show that suppressing the interferences between the
sub-aperture removes the unexpected gain in the slope measurements observed in Section 3.4. This is consistent
with the more in depth study performed in Appendix B where we show that the interferences can produce a
bias in the slope extraction that behaves as a gain factor. One could expect that a poly-chromatic illumination
would cancel out this e�ect. We nonetheless prove that broadband illuminations also present this artefact. For
on-sky application, this can have an impact if the calibrations are performed with an internal source that has an
average wavelength noticeably di�erent from the average working wavelength during the observations.

As discussed in Appendix B, this gain is a problem due to local interferences for slopes within a few tenths of
a pixel around their equilibrium position in a closed loop. It is not a global gain on the open-loop slopes. Thus
it is better to use the synthetic matrix Gsy than the E2E matrix GFO to close the loop with the MV method, as
done in Section 3.4. Indeed, the bias in the gain of the E2E matrix would produce corrupted open-loop slopes
at large scale and make the loop diverge. Some simulations were done (not shown here) which corroborated this
assumption.

The impact of the interferences in the E2E interaction matrix �t is also seen in Fig. 7 that compares the
residuals of the di�erent GFO with the synthetic matric Gsy. With the interferences between the sub-apertures,
in Fig. 7(b), in GFO is noticeable di�erent from Gsy, in Fig. 7(a). For incoherent propagation, in Fig. 7(c), the
matrices are almost identical. For information, the situations where a pinhole is inserted in the beam are given
in Figs. 7(d,e). The resulting interaction matrices are less sparse because the �ltering impact the pupil edges,
spreading the in�uence function of the actuators on more sub-apertures.

If the incoherent propagation successfully removes the unexpected gain previously observed in Figs. 5(1a-1d),
it does not solve the problem of the noise on the positions. This noise consequently has to come from the spot
�tting strategy. We tested di�erent threshold values for the center of gravity algorithm and we tried to increase
the resolution of the SH-WFS sensor or to increase the �eld of view of each sub-aperture (not shown here). None
of this test had an impact on this noise. Our best assumption is that this residual noise is induced by the spot
deformation due to the turbulence inside each sub-aperture pupil, as mentioned by Fusco et al.22 As using a
pinhole �lters out the high frequencies and smooths the wavefront, this would explain why the noise is smaller
in Figs. 5(2b-2c) than in Figs. 5(2a-2d).
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Figure 7. Impact of the interferences between the sub-apertures on the interaction matrix. (a) Normalised interaction
matrix Gsy of the synthetic model of the SH-WFS for the x-slopes. (b-e) Residuals GFO −Gsy of the �tted interaction
matrix in the E2E model and the synthetic interaction matrix for di�erent scenarios: the full end-to-end noiseless simu-
lation with coherent Fourier optics propagation without pinhole (b) and with a pinhole of diameter ∅ = 1.2λ/Dsub (d)
and ∅ = λ/Dsub (e) or for an incoherent propagation where each sub-aperture is propagated independently (c).

3.6 Noisy Simulations

So far we ran noiseless simulations and we saw in Sections 3.4 and 3.5 that without a �ltering pinhole, the LS
and MV methods are dominated by model noise on the spot �tting. In this section, we simulate a more realistic
case with our coherent E2E model.

In the optical path, they are four mirrors in the TNT prior the EvWaCo instrument exposed to the ambient
air.4 Inside the instrument, they are four additional re�ective surfaces (tip-tilt mirror, DM and o�-axis parabo-
las), the beam splitter, the collimating achromatic doublet and the lenslet array. With usual transmittance
ranging from 80 % for the external optics to 97 % for internal optics and accounting for the camera e�ciency, the
global throughput is roughly 30 %. The surface of the sub-apertures5 on the primary mirror are 7.8×7.8 cm2. As
mentioned in Section 1, the spectral range of the EvWaCo WFS spans over 2000Å. In the V-band, a 0-magnitude
star has a �ux43 of 1005 photons/s/cm2/Å. Everything combined gives approximately 200 photons/sub-aperture
for an exposure time of 1 ms and a star of magnitude of 5.5.

When the electron-multiplication mode is enabled, the readout noise of the Nüvü 128AO EMCCD detector
can be neglected. In the following we just add the photon noise in the simulations for a �ux of 200 photons in
each sub-aperture. To account for this extra noise, the number of removed modes for the LS method is increased
to nSVD = 10 and the threshold value in the spot centroiding is raised to 5 % to the value of the maximal pixel
in each box. For the MV method, Cn is adapted accordingly.

The results of the E2E simulations, in Figs. 4(4a-4d), show that once again, the optically �ltered LS method
gives the best results (γStrehl = 79.6 % for ∅ = 1.2λ/Dsub). Nonetheless, the gap with the MV method is reduced.
With a Strehl ratio of 76.4 %, it manages to retrieve more than half what is lost by the un�ltered LS method
(γStrehl = 71.5 %). Interestingly, the di�erence between ∅ = 1.2λ/Dsub and ∅ = 1λ/Dsub becomes noticeable
with more than 2 % di�erence in the Strehl ratio. For ∅ = 1λ/Dsub, the performances of the �ltered LS and
the MV methods even become comparable. On the tested annuli, all the situation are comparable, with a slight
advantage when inserting a pinhole. For regions closer to the edges of the AO corrected area, the optically
�ltered LS method gives the best results (green v.s. orange and yellow).

The count maps of slopes residuals, in Figs. 5(3a-3d), show that now the simulations are dominated by the
photon noise. The noise is slightly more compact in Figs. 5(3b,3c) for �ltered cases. The un�ltered LS and MV
methods have similar level of noise, in Figs. 5(3a,3d) but di�erent Strehl ratios in Figs. 4(4a,4d). This shows the
superiority of the MV command estimator in a noisy situation to increase the AO loop performances.

3.7 Combining Spatial Filtering and Wavefront Reconstruction: a Bad Good Idea?

We saw in the previous sections that using a pinhole is an e�ective method to reduce the artefacts impacting the
spot positioning. One could wonder if this optical �lter could be combined with the MV method to gather their
advantages. The results of such simulations are given in the last column (e) of Figs. 4 and 5.

If all the results appear to be better than the un�ltered MV method, they are all worse than the usual
�ltered LS method. This result is expected: the MV method is a regularised method that assumes a Kolmogorov



spectrum as an input. If a spatial �lter is used, the wavefront entering the SH-WFS does not follow the expected
statistics any more. As a consequence, the WF reconstructor in Eq. (19) interprets some low frequencies as high
frequencies and alias the reconstructed wavefront. This degrades the performances for small IWA as seen in
Figs. 4(1e-4e), compared to Figs. 4(1b-4b) and Figs. 4(1c-4c).

A solution to this problem would be to update the synthetic model Ssy to make it more similar to the `truth'
by modelling the smoothing e�ect of the spatial �lter. If not, Ssy wrongly says that the SH-WFS sees aliased
signal. This could be done by including a convolution in S that would act as a low-pass �lter on the wavefront
seen by the WFS. This is nonetheless beyond the scope of this paper.

4. CONCLUSION

In this work, we introduced a novel analytical model26 to compute the PSD of the �tting error. This model
accounts for the pro�le of its in�uence functions of the DM. Contrary to the usual binary mask applied on
the PSD, this model can predict the features of long-exposure PSF in terms of achievable contrast, especially
close to the edge of the AO corrected area. This model was applied to a real case: the DM192 from ALPAO,
based on in�uence function measurements performed with our AO characterisation bench at NARIT. The model
predictions accurately match Monte Carlo simulations.

We also presented a new method to numerically reduce the aliasing error induced by the SH-WFS without
the need to change the optical design, for example by adding a �ltering pinhole. Based on a minimum variance
estimator, this method adds a priori knowledge of the statistics of the turbulence to reconstruct the incident
wavefront at a resolution higher than the sampling of the SH-WFS. This approach was compared with the usual
least-squares method. The results on a loop closed in an inverse crime problem with a synthetic model are
promising.

A full end-to-end model was then implemented to test this method on a more realistic framework. To do so,
we presented the modelling of a SH-WFS in Fourier optics formalism. We saw that in a noiseless context, the
interferences between neighbouring sub-apertures play a major role in the discrepancies between the synthetic
model and the end-to-end model. The performances of the MV algorithm are limited by the model noise induced
on the spot �tting, likely coming from their deformation due to the turbulence at the scale of the sub-aperture.
We also showed that increasing the Strehl ratio is not necessary linked with an improvement of the raw contrast
which are then two di�erent quality metrics to assess the e�ectiveness of an AO loop.

When adding realistic photon noise, the proposed MV method outperforms the usual un�ltered LS method.
This is a promising result as using a pinhole is well adapted for XAO with unresolved sources, but cannot be used
for more conventional AO systems with resolved sources such as a laser guide star22 or in solar astronomy.23 An
additional gain is awaited for noisy simulation by implementing a method extracting the associated covariance
of the measurement noise to properly inverse the problem, for example by propagating the sensor noise model
or with matching �lter techniques.44

Finally, the MV method is a natural framework for super-resolution wavefront reconstruction.45 The fact
that it can retrieve the wavefront beyond the pupil �eld could be use for predictive algorithm.

All the presented results were obtained in simulations via an end-to-end model emulating the bench already
aligned in the NARIT cleanroom.5 These results will be experimentally tested in this bench once the hardware
control is fully operational.

APPENDIX A. SH-WFS MODELLING IN FOURIER OPTICS FRAMEWORK

In this appendix, we present the equivalent complex transmittance plane of a SH-WFS in Fourier optics framework
and discuss about its numerical implementation in terms of sampling, especially for a poly-chromatic illumination.
This section is mainly a short overview of the main steps that we followed to assess the best simulation strategy.
A more detailed study can be provided by the �rst author upon request, the complete analysis being beyond the
scope of this appendix.



A.1 Complex Transmittance of a SH-WFS Pupil

Fourier optics propagation � The propagation between two planes separated by a distance z is depicted in
Fig. 8(a). Using the notation of the �gure, and noting F [h] (u, v) =

∫∫ +∞
−∞ h (x, y) e−2iπ(xu+yv)dxdy the 2D

Fourier transform F [h] (u, v) of h (x, y), the wavefront UA, in the plane located at A, can be expressed in terms
of the wavefront UO, in the plane located at O under the Fresnel approximation40

UA (x, y) =
eikz

iλz
ei

k
2z (x2+y2)F

[
UO (η, ξ) ei

k
2z (η2+ξ2)

] ( x
λz
,
y

λz

)
, (22)

or
F [UA (x, y)] (fx, fy) = eikze−iπλz(f

2
x+f

2
y)F [UO (η, ξ)] (fx, fy) , (23)

with λ the wavelength and k = 2π
λ the wavenumber with a refractive index assumed to be equal to 1.

(a)

(b)

Figure 8. (a) Scheme of the propagation of a wavefront between plane located at O and A and separated by a distance z.
(b) Optical scheme of the SH-WFS. Each lenslet ` of the array of axis (η`, ξ`) focuses its incident light around the
position (η`, ξ`) on the sensor plane.

We also remind here that the complex transmittance m` of a in�nite thin lens of focal length f in the Fresnel
approximation40 is

m` (x, y) = e−i
k
2f (x2+y2)eiϕ0 , (24)

where ϕ0 is the phase introduced at the center of the lens (due to its thickness). In the following, all the lenses
will be considered to be identical. As a consequence this term will be the same for all the lenses, introducing a
constant phase term that has no incidence on the simulated intensities. Thus, it will be neglected in the following.

Modelling a microlens array � Combining Eq. (24) with Eqs. (22,23) allows using only Fourier transforms
to alternate between image and pupil planes in a numerical simulation.46 In these peculiar planes, complex
transmittance masks are applied to emulate the di�erent optical elements. The aim of this section is to �nd a
similar formalism when the lens is replaced by an array of microlenses of focal length f , so called lenslets, as in
a SH-WFS placed in a pupil plane conjugated with the entrance pupil of the instrument, as shown in Fig. 8(b).

Simply applying a binary amplitude mask on the aperture, composed of the juxtaposition of all the subaper-
tures of the lenslets, is equivalent to the red lens in the �gure: the transmitted light is focused at a unique point
on the optical axis. To correctly de�ect the light of each lenslet `, as shown in gray, an adequate phase ramp
must be applied in each subaperture.

Noting, (η`, ξ`) the position of the axis of each lenslet ` and Π their gate function assumed to be identical for
all the lenslets�

Π (η, ξ) =

{
1 if (η, ξ) is in the subaperture
0 otherwise

, (25)

�If not, the gate function of each lenslet must be indexed by ` in the following Π→ Π`



and according to Eq. (24), the complex transmittance of each lenslet is

Π (η − η`, ξ − ξ`) e−i
k
2f ((η−η`)2+(ξ−ξ`)2) . (26)

Introducing κ (x, y) = eikf

iλf e
i k2f (x2+y2) and using Eq. (22), the propagation between the pupil plane P and

the image plane I is thus given by

UI (x, y) = κ (x, y) F

UP (η, ξ)
∑
`

Π (η − η`, ξ − ξ`) ei
k
f (η`(η−η`)+ξ`(ξ−ξ`))ei

k
2f (η2`+ξ

2
`)︸ ︷︷ ︸

m`(η,ξ)

( x

λf
,
y

λf

)
. (27)

And thus, the light propagation through a given lenslet ` is given by the Fourier transform of the product of the
incident wavefront UP with the complex mask

m` (η, ξ) = ei
k
2f (η2`+ξ

2
`)︸ ︷︷ ︸

Spherical
phase

Π (η − η`, ξ − ξ`)︸ ︷︷ ︸
Subaperture

of the
lenslet `

e
2iπ
λf (η`(η−η`)+ξ`(ξ−ξ`))︸ ︷︷ ︸

Phase ramp of
wave vector
2π
λf (η`, ξ`)

. (28)

As a conclusion, the framework of Fourier optics consisting in propagating the wavefronts via Fourier transforms
still holds, the whole lenslet array being modelled by a single complex plane mµ

mµ (η, ξ) =
∑
`

m` (η, ξ)⇒ UI = κ (x, y) F [UP (η, ξ)mµ (η, ξ)]

(
x

λf
,
y

λf

)
. (29)

Equation (28) carries di�erent physical properties of the lens array. Firstly, Π corresponds to the lenslet
area. Secondly, for a given lenslet `, the phase ramp corresponds to a mono-chromatic plane wave of wave
vector 2π

λf (η`, ξ`) whose origin is the center (η`, ξ`) of the lenslet¶. Finally, the quadratic term ei
k
2f (η2`+ξ

2
`)

corresponds to spherical phase introduced by the position of the lenslet `, not laying on the main optical axis�.
This is equivalent to an o�set in the phase ramp that is generally accounted for,47 but that is sometimes forgotten
in numerical simulations.48 Implementing this term is critical to correctly model the interferences between the
di�erent sub-apertures as it carries their phase piston.

In the general case and in a numerical implementation, Eq. (29) will be applied. But as a �nal side remark, it is
possible to further investigate this equation in the case of a mono-chromatic plane wave illumination UP (η, ξ) = 1.
It comes

UI (x, y) =
∑
`

κ (x− η`, y − ξ`) F [Π]

(
x− η`
λf

,
y − ξ`
λf

)
. (30)

As expected, the �nal wavefront is the interference of the translated Fourier transforms of lenslet subapertures Π,
but weighted by the quadratic phase term κ. If some theoretical works, where analytical formulas are used,
account for this term,49 it is often forgotten.50

We cross-checked the numerical formula for the complex transmittance and the analytical solution in a
simulation, as shown in Appendix A.3.

¶For numerical simulations, in terms of angular position (x, y) = f (αx, αy), this can also be interpreted as a tilt
introduced in the wavefront, de�ecting the light in the direction of the wave vector (η`/f, ξ`/f) = (αx` , αy`).

�Similarly, for a numerical implementation where the positions on the image plane are expressed in terms of angular

positions, the quadratic phase term is applied as follows: e
i k
2f (η2`+ξ

2
` ) ↔ e

iπ
λ (αx`η`+αy`ξ`).



A.2 Numerical Apodisation of the Aperture Masks

In the following, we assume a square grid of N × N pixels of size dxI = uα/s in the image plane where uα is
the angular unit of the simulation (generally in terms of λ0/D where λ0 is a reference wavelength) and s the
sampling parameters giving the number of pixels in 1uα. For an illumination of wavelength λ, the Fourier optics
propagation scales the pupil plane sampling of resolution dxP according to Eq. (22) as

dxI = λ/(NdxP) . (31)

This leads to the famous equivalence

NdxP ≥ 2D ⇔ s ≥ 2
D

λ
uα , (32)

that states that a pupil at least padded twice is required to sample one angular resolution element λ/D with at
least two pixels.

Nonetheless, even if the aperture is correctly zero-padded, as it is spatially limited, its di�raction pattern
has an in�nite support. As performing a numerical Fourier transform implies to work on a periodic signal, this
in�nite di�raction pattern produces self-interference patterns well seen on the edges of the simulated domain.
To reduce this numerical artefact, a technique can be to perform the simulation on a domain p times larger than
the wanted �eld of view of n angular elements uα. To obtain the �nal results, this extra �eld of view, assuming
to contain most of this artefact, is discarded. With these notations, the total number of pixels of the simulation
is N = n× s× p.

The discretisation on a Cartesian grid raises another issue when it comes to describe well de�ned sharp edges
compared to the pixel size dxP. It is straightforward to set the pixel value to 1 inside the shape and 0 outside.
But what is the correct value to set to a pixel overlapping the shape's edge? Noting dp the pixel pitch and dk
the algebraic distance of the pixel k to the shape's edge (positive if the pixel is outside the shape and negative
if it is inside), a pragmatic solution is to set the value of that pixel to

mk =


1/2− dk/dp if |dk| ≤ dp/2
1 if dk ≤ −dp/2
0 if dk ≥ dp/2

. (33)

Thus, if the shape's edge passes exactly at the center of the pixel k (so dk = 0), the value of that pixel ismk = 1/2.

The next question concerns the energy conservation. The model propagates the complex amplitude of the
wavefront but the energy is carried by its intensity, that is to say its squared modulus. So, should mk be applied
on the amplitude of the discretised shape or its squared modulus? To answer this question, Fig. 9 compares the
simulation to a theoretical prediction for a circular aperture of size D where the analytical solution is known for
s = 10 and p = 2. For an illumination of wavelength λ, the theoretical irradiance is Idk =

√
2/πSA (2J1 (rk) /rk)

2

with SA = πD2/4 and rk = πD
λ sin

(
λ
D

√
α2
x,k + α2

y,k

)
. The angular positions are given in terms of λ/D and J1

is the Bessel function of the �rst kind of order one.

The two cases c are tested. For c = 1, the amplitude of the aperture mask m1
A at pixel k is equal to mk.

For c = 2, the amplitude of the aperture mask m2
A at pixel k is equal to m0.5

k (mk is applied on the squared
modulus of the aperture mask). To determine which solution best matches the analytical formula, the residuals
are de�ned as Ic = Id − kcIc where kc is the numerical ratio to achieve the best match between the Id and Ic.
Indeed, they can di�er by a numerical factor that is not physical but introduced by the numerical modelling of
the problem. From a least-squares point of view, kc =

∑
k I

c
k × Idk/

∑
k I

c
k × Ick.

We get k1 = 101.7 % and k2 = 99.7 % that implies a better energy conservation for the second case as it could
be expected. Nonetheless, it appears that the similarity in the morphology of the di�raction patterns is better
with c = 1 according to Fig. 9(c) by more than one order of magnitude. This shows that mk must be applied on
the complex amplitude of the simulated shape*.

*More situations where tested and compared. They can be provided on request.



(a) (b) (c)

Figure 9. Comparison of the numerical simulation with the analytical solution for a circular aperture on n = 25 angular
units uα = λ/D, padding twice the image plane p = 2 and for a sampling parameter s = 10. The numerical solution
obtained with the case c = 1 (resp. c = 2) is above (resp. under) the green diagonal. (a) Zoom on the aperture mc

A. (b)
Zoom on the numerical di�raction pattern Ic/SA. (c) Zoom on the residuals Ic = Id − kcIc.

A.3 Numerical Sampling and Monochromatic v.s. Polychromatic Simulations

Depending on the simulation parameters, the pixel pitch dxS of the sensor may be di�erent from the sampling
pitch dxI of the simulation in an image plane. For example if the illumination is poly-chromatic, the �nal result
is the incoherent summation of mono-chromatic simulations and Eq. (31) shows that the sampling depends on
the simulated wavelength λ whereas the sensor pitch dxS is �xed whatever the wavelength. Another example is
when the sensor pixel pitch may provide a sampling that is too coarse to correctly insure the zero-padding of the
aperture as presented in Eq. (32).

For poly-chromatic simulations, the chromatic scaling can be either carried by dxI (λ) with a �xed sam-
pling dxP in the pupil plane, as presented in Fig. 10(a1) or by dxP (λ) with a �xed sampling dxI in the image
plane, as presented in Fig. 10(a2). This last situation occurs if the pixel pitch dxS is small enough to insure a
correct sampling at all wavelength: ∀λ, dxI (λ) = dxS. Otherwise, as presented in Fig. 10(a3), dxI (λ) must be
adapted to insure a su�cient sampling.

The �nal step of the simulation is to account for the sensor pixel integration, that is to say, to obtain the
intensity measured by each pixel of the sensor (in black in Fig. 10(a)) from the knowledge of the values of the
pixels of the simulation (in blue and red in Fig. 10(a)). The sensor pixel response is assumed to be a gate function
whose size is the size of the pixel.

These two strategies are further detailed in the following. In the case of a poly-chromatic simulation, let's
de�ne λmin and λmax, the extremal wavelengths in the illumination spectrum.

A.3.1 Strategy 1: The sampling is �xed in a pupil plane.

In this case, the sampling in a pupil plane is identical for all the simulated wavelengths: ∀λ, dxP (λ) = dxP and
the sampling of an image plane scales as

dxI (λ1)

λ1
=

dxI (λ2)

λ2
. (34)

For a given sensor of NS pixels of pitch dxS, it is possible to determine the optimal number of pixels Nsim in the
simulation and their size dxP in a pupil plane that insure the sampling requirements. As presented in Fig. 10(a1),
the number of pixels is given by the total simulated �eld of view, constrained by NSdxS ≤ NsimdxI (λmin) . In
addition, the sampling of the simulation for a given wavelength must be smaller than the �xed sampling of the
simulated sensor constrained by dxS ≥ dxI (λmax). Finally, the sampling must satis�ed a su�cient 0-padding of
the aperture NsimdxP ≥ 2D . Noting d·e the operator rounding up to the closest integer, all these conditions
give the optimal number of pixels of the simulation and the associated optimal sampling of a pupil planeNsim =

⌈
NSdxSuα
λmin

max
(

2D, λmax
dxSuα

)⌉
dxP = 1

Nsim
max

(
2D, λmax

dxSuα

) . (35)

These parameters are identical for all the wavelengths of the simulation.



(a1)
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Figure 10. (a) Sampling strategies in the pupil (top) and image (bottom) planes to simulate the intensity received
by each pixel (black squares) of pitch dxS of the simulated sensor. The sampling of the simulation scales according to
the wavelength (coloured squares) and must be correctly adapted. (a1) The sampling dxP is �xed in a pupil plane. The
sampling dxI in an image plane scales according to the wavelength. (a2) The sampling dxI = dxS is �xed in an image plane.
The sampling dxP in a pupil plane scales according to the wavelength. (a3) If, as presented on the �gure, the sampling dxI
is �xed in an image plane but the sensor pixel pitch dxS is too large to ensure a correct sampling of the simulation, the
pixel pitch of the simulation is a subdivision of the sensor pixel pitch. In this situation, this subdivision factor depends
on the wavelength. (b) Comparing the NAD (see text) of the two strategies with respect to their convergence solution.
The black curves (resp. gray) correspond to a sampling �xed in an image plane (resp. a pupil plane). The dotted
curves correspond to the NAD between the simulation Is at sampling s and the sampled analytical solution I·,s. The
dashed curves correspond to the NAD between the simulation Is at sampling s and the integrated analytical solution I◦,s.
The color of the curve indicates its corresponding padding parameter p ∈ {1, 2, 4, 8}. (b1) Monochromatic illumination.
(b2) Polychromatic illumination.

Each mono-chromatic simulation is sampled on a grid that has no reason to correspond to the sensor grid.
To obtain the intensity in each pixel of the sensor each mono-chromatic simulation is convolved by the pixel gate
function to obtain a blurred picture that accounts for the pixel spatial integration**. This blurred intensity is
then interpolated on the position of the sensor pixels to obtain the �nal mono-chromatic intensity on the sensor
grid.

A.3.2 Strategy 2: The sampling is �xed in an image plane.

In this case, the sampling in an image plane is identical for all the simulated wavelengths: ∀λ, dxI (λ) = dxI = dxS
and the sampling of a pupil plane scales with λ

dxP (λ) =
Eq. (31)

u−1α λ

NsimdxI
, (36)

with Nsim = NS. In this situation, as presented on Fig. 10(a2), the intensity on a sensor pixel is directly the
intensity of the corresponding pixel in the simulation, without any further need of integration nor interpolation.

**As the Fourier transform of the gate function is analytical, this convolution is carried out by product in the Fourier
space.



The above paragraph is true at all wavelengths, only if the sensor sampling dxS is small enough to ensure a
su�cient 0-padding of the aperture plane, Eq. (32), a constraint that is strongest for the shortest wavelength. If
this condition is not met, in the present strategy, the sensor pixel is subdivided by a sampling ratio s ∈ N? into
smaller pixels for the simulation as presented on Fig. 10(a3) whose optimal value is given by

s

dxS
≥

Eq. (32)

2D

λ
uα ⇒ s =

⌈
dxS

2D

λ
uα

⌉
, (37)

changing the number of pixels in the simulation to Nsim = sNS. In this situation, the integrated intensity in a
given pixel of the sensor is directly the summation of all the intensities of its corresponding s2 subpixels of the
simulation��.

A.3.3 Comparing the strategies

Both of the proposed strategies have their own pros and cons that are not discussed here. In the following, the
quality of the convergence of each strategy towards a ground truth gives a criterion on which is the best one that
should be used. The simulation is run according to Eq. (29) and has the following parameters.

� The element of resolution is λ/D.

� A wavefront sensor of 3 × 3 square sub-apertures separated by Dsub = D/3 in the pupil plane of diame-
ter 95%Dsub and by 15 λ/D (= 5 λ/Dsub) in the image plane. This square situation provides a known
analytical model with the famous sinc function.

� The sensor �eld of view corresponds to 5× 5 subapertures, that is to say 75× 75 λ/D.

� The �eld of view of the simulation is extended by a factor of p ∈ {1, 2, 4, 8} (as de�ned in Appendix A.2).

� The base for the sensor resolution is one pixel per subaperture, that is to say, dxS (1) = 15 λ/D and
NS (1) = 5 on each axis.

� The illumination can be mono-chromatic (at λ = 0.5 µm) or poly-chromatic (with a Gaussian pro�le
centred at λ = 0.5 µm with a spectral ratio (full width at half-maximum) of ∆λ/λ = 15%, simulated from
λmin = 0.4µm to λmax = 0.6 µm by step of δλ = 5 nm).

The two strategies are compared for di�erent sampling ratios s, that is to say, for sensor grids of dxS (s) =
dxS (1) /s and NS (s) = sNS (1) on each axis. Due to the computational burden of the poly-chromatic simulation,
the tested ratios are s ∈ {J1, 100K , 25× J5, 12K}. In the following, IP,s (resp. II,s) stands for the simulation with
the sampling �xed in a pupil plane (resp. in an image plane) with a sampling ratio s.

In practise, most of the simulations usually done in instrument modelling needs to be performed with a small
sampling ratio s around the optimal sampling of Eq. (31). Studying the convergence of each method towards the
analytical solution gives a hint on which is the most suitable strategy. Two analytical ground truths are used.

� I·,s corresponds to the analytical solution computed at the pixel position. This solution is equivalent to
say that a pixel samples the �eld at its exact position, probing on a point (Dirac function).

� I◦,s accounts for the pixel integration with the same technique than when the sampling is �xed in an
image plane: the pixel is subdivided in sub-pixels on which the analytical �eld is computed and that are
then summed up. The pixels are subdivided so that the high resolution analytical solution is sampled
with s ≥ 1024 (for instance, for s = 300, a pixel is subdivided in 4 × 4 sub-pixels and the analytical
solution is estimated on a 1200 × 1200 grid). This solution approximately accounts for the fact that the
pixel integrates the �ux on its surface and provided a more realistic estimate than I·,s.

��This subdivision of the pixel in the simulation hides a positioning issue as the position of the zero on the sensor plane
may not match the zero of the simulation. More details can be provided on request.



In addition, as mentioned in Appendix A.2, the numerical implementation In can present a constant factor kn
with the analytical solution Ia. The similarity between a numerical solution and an analytical solution is measured
by the normalised absolute deviation (NAD) that integrates (linearly) the discrepancies between the two∑

k |Iak − knInk |∑
k I

a
k

with kn =

∑
k I

n
k × Iak∑

k I
n
k × Ink

. (38)

The evolution of the NAD for the two strategies, under a mono-chromatic and poly-chromatic illumination and
for the di�erent padding parameters is given in Fig. 10(b).

From Fig. 10(b1), it appears that for s ≥ 30 (vertical purple dashed line in the �gure), the two strategies are
equivalent for a mono-chromatic illumination. This was expected as for s ≥ 30, the two strategies run exactly
the same simulation. Indeed,

∀s ≥ 30, max
(

2D,
λ

dxS (s)uα

)
=

s

15
D ⇒

Eqs. (31,35)

{
Nsim = NS (s)

dxI = dxS (s)
and 1 =

Eq. (37)

⌈
dxS
s

2D

λ
uα =

30

s

⌉
.

(39)
Under this threshold, whatever the illumination spectrum (mono-chromatic or poly-chromatic) the comparison
with the pseudo-integrated analytical solution I◦,s (dashed curves) gives a better NAD than with the sampled
analytical solution I·,s (dotted curves). This is expected as by de�nition, under this threshold, the sensor sampling
is not su�cient to correctly sample the signal and grasp its variation. Accounting for the pixel integration is
essential.

Beyond this threshold, under mono-chromatic illumination, the NAD reaches a plateau if compared with the
sampled solution I·,s whereas the convergence is slower when compared with the integrated solution I◦,s. This
is expected as the sensor sampling is directly the simulation sampling and this sampling is �ne enough to grasps
the signal as discussed in Appendix A.2. This corresponds to a Dirac sampling and consequently compares well
with I·,s. On the opposite it assumes that the value integrated on the pixel is equal to the value at its center,
that is not correct, and consequently does not compared well with I◦,s.

The plateau behaviour and its dependence according to the padding parameters p shows that the error that
dominates the simulation is the self-interference due to the limited size of the simulated domain. In other words,
the sampling is su�cient enough according to the criterion obtained in Appendix A.2 (corresponding to s ≥ 30
in the present situation), further re�ning the sampling s does not provides a more accurate simulation. Similar
conclusions are obtained from Fig. 10(b2) for a poly-chromatic simulation by �xing the sampling in an image
plane (II,s, black curves), but with a smoother transition around s = 30, the transition threshold being di�erent
for each simulated wavelength.

The noticeable feature of the poly-chromatic illumination in Fig. 10(b2) is the discrepancy between the two
sampling strategies (gray versus black curves), the simulation in this situation being di�erent if an image plane
(black curves) or a pupil plane (gray curves) is chosen to �x the sampling. When a pupil is chosen to �x the
sampling, ∀λ > λmin, the simulation is oversampled for all the wavelengths and the integration on the pixel
is accounted for in the down-sampling operation. Thus this strategy provides a better estimate of the �ux
integrated by a pixel than �xing the sampling in an image plane (that assumes a Dirac probing of the �eld), as
shown by the better convergence of the dashed gray curves. As a consequence, this solution is not adapted when
compared with the sampled analytical solution (dotted gray curves).

As previously, increasing p �rst leads to a better NAD. But for p ∈ {4, 8} the curves almost perfectly overlaps:
the simulation is not dominated by the self-interferences but by the pixel integration with the convolution by a
gate function that introduces errors that dominate at high samplings.

For a given p, comparing the gray and black curves shows that as noticed above, the strategy 1 provides a
better solution at high samplings than the strategy 2. This is expected as this strategy implies to increase the
simulated �eld with λ where the self-interferences can occur, thus diminishing its e�ects.

Figure 11 presents the details of a speci�c sampling ratio s = 29 for a padding parameter of p = 4. First, the
symmetry of the simulation is tested by comparing the simulated intensity obtained on four symmetric pro�les,



the four axes (red) and the four diagonals (green). The standard deviations are below 10−15 corresponding to
numerical rounding errors. Even for even number of pixels, the extra negative position due to the de�nition of
the discrete Fourier frequencies does not impact the symmetry of the simulation.

The �nal conclusion is that the best option will depend on the needs. If one wants to simulate the �eld at
speci�c locations (Dirac probing) with a very �ne sampling, �xing the sampling in an image plane is the fastest
solution with a homogeneous convergence. The precision of the simulation will be limited by the padding of
the simulated �eld, or equivalently the resolution in the pupil plane. On the opposite, if one is looking for a
simulation accounting for the pixel integration and around or below the optimal sampling criterion given by
Eq. (32), �xing the sampling in the pupil plane is more adapted. In this situation, the padding parameter is not
the limiting factor, as seen in Fig. 10(b2). A better model for the pixel integration must be quested as the core
of the proposed method is based on a optimal sampling of the simulation that assumes the equivalence between
a Dirac probing and what will be measured by the sensor. In other words, a better modelling of the integration
by the pixel is needed, possibly meaning higher resolution simulation before a down-sampling operator.

APPENDIX B. EFFECTS OF THE INTERFERENCES BETWEEN THE
SUB-APERTURES OF A SH-WFS

In standard simulation tools such as YAO51 (Yorick Adaptive Optics), OOMAO52 (Object-Oriented Matlab
Adaptive Optics), COMPASS53 (COMputing Platform for Adaptive opticS Systems) or SOAPY54 (Simulation
AO PYthon), due to computational burden, it is common to propagate each sub-aperture independently. As a
consequence, the interferences between the spots are not accounted for. Let us mention HCIPy55 (High Contrast
Imaging for Python) that performs Fourier optics propagation through the full system and thus accounts for the
interferences.

Nonetheless, the impact of the interferences between the sub-apertures of a SH-WFS has already been studied.
Let us for example cite Roblin&Horville50 who worked on an analytical model. But as discussed in Appendix A.1,
the quadratic term to correctly account for the interference was forgotten, invaliding the conclusions. Dai et al.49

performed a deeper analytical and numerical study on the error in the spot positioning. Dai et al. mainly focused
on the disturbance of a single spots centroiding due to its neighbours. In the following, we focus also on the
impact of a tilted-spot on its neighbours and also study the poly-chromatic case.

The parameters of the simulated SH-WFS are identical to the EvWaCo WFS: sub-apertures of 8 × 8 pixels
of FOV 6.4 × 6.4 ′′. To limit the numerical burden of the poly-chromatic illumination, an array of only 7 × 7
sub-apertures is simulated. The central spot is shifted by introducing a phase ramp (that is to say a tip-tilt) on
its sub-aperture. The central spot is displaced that way over all the FOV of its sub-aperture and the positions
of the spots are obtained by �tting the best 2D Gaussian pattern on each spot, a method similar to a weighted
center of gravity or a matched �lter.22

Three di�erent illuminations are simulated and gathered in Fig. 12:

� A mono-chromatic illumination of λ = 617 nm similar to the one we have in the AO bench and that has
been used for all the end-to-end simulations of this work.

� A mono-chromatic illumination of λ = 500 nm at the centre of the bandwidth of the EvWaCo WFS.

� A poly-chromatic illumination of λ ∈ [400, 600]nm corresponding to the bandwidth of the EvWaCo WFS.
It is done by summing mono-chromatic simulations performed every step of δλ = 10 nm. As discussed in
Appendix A.3, the sampling is �xed in the pupil image.

Figure 12(1) presents the simulated raw data of the SH-WFS for di�erent samplings. Figures 12(1a,1c,1e)
are done at the resolution of the EvWaCo WFS. This also corresponds to the resolution performed by simulation
tools that propagate each lenslet independently: the resolution is at the Shannon sampling at the scale of a
sub-aperture. The simulation at the Shannon sampling of the full aperture of the SH-WFS, Figs. 12(1b,1d,1f)
shows that at the scale of an EvWaCo pixel, the spots are highly distorted by the high frequency interference
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Figure 11. Polychromatic simulation with a sampling ratio s = 29 and a padding parameter p = 4. (a) Analytical solution
sampled at the pixel positions I·,s. (b) Residuals between the analytical solution sampled at the pixel positions and the
simulation with a sampling �xed in a pupil plane I·,s − knIP,s. (c) Residuals between the analytical solution sampled
at the pixel positions and the simulation with a sampling �xed in an image plane I·,s − knII,s (d) Analytical solution
integrated on the pixels I◦,s. (e) Residuals between the analytical solution integrated on the pixels and the simulation
with a sampling �xed in a pupil plane I◦,s− knIP,s. (f) Residuals between the analytical solution integrated on the pixels
and the simulation with a sampling �xed in an image plane I◦,s − knII,s. (g-h) Comparison of the four extracted pro�les
along the x and y-axes (red) (e) or the diagonals (green) (f). The black (resp. gray) curve corresponds to a sampling
�xed in an image plane (resp. a pupil plane). The solid curves correspond to the solution at s = 300. ∆I·,s shows the
di�erence with the analytical solution sampled at the pixel positions I·,s (red and green solid curves). ∆I◦,s shows the
di�erence with the analytical solution integrated on the pixels I◦,s (red and green dashed curves). The error bars indicate
the standard deviation of the four symmetric points on the pro�les, scaled with a factor 1014.
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Figure 12. Bias on the position of the spots due to the interferences for di�erent situations with a SH-WFS with 7 × 7
sub-apertures (blue squares). The central sub-aperture is framed in green. The pixels at the resolution of the EvWaCo
WFS are framed in gray. Simulations are performed at the resolution of the EvWaCo WFS (a,c,e) or at the the Shannon
resolution of the numerical propagation (b,d,f). (1) Zoom of the simulated noiseless raw data. The green spots indicate
where the spots are supposed to be according to the input tilt. The red spots indicate where the spots are found by the
centroiding algorithm. For display purpose, the relative shift compared to the expected position has been multiplied by 5.
(2,3) x-bias (2) and radial bias (3) on the position of the di�erent spots induced by a pure tip-tilt on the central spot.
See the main text for the explanation on how to read the �gure. For symmetry reason, only the upper right quadrant
is displayed. (a,b) Monochromatic simulation with λ = 617 nm. (c,d) Monochromatic simulation with λ = 500 nm.
(e,f) Polychromatic simulation with λ ∈ [400, 600]nm.

fringes. This introduces a bias compared to the expected location of the spots (red points v.s. green points).
Thus, inducing a tilt on the central spot may displace its neighbouring spots.

This unexpected shifts are quanti�ed in Figs. 12(2,3). Figure 12(2) shows the bias δx along the x-axis.

Figure 12(2) shows the total radial bias
√
δ2x + δ2y.

For the central sub-aperture, framed in green, the color of �gure encodes for the amount of bias found at the
location of the supposedly induced tilt. For example, it is possible to read on Fig. 12(2a) that for a tilt purely
along x of 1 pixel of the central spot, the bias on its position will be a positive extra 0.03 pixel along x (red
color). And for a tilt purely along x of 3 pixels, the bias will be a negative 0.04 pixel along x (dark blue color).

For the other sub-apertures, the color of �gure encodes for the amount of bias found on the spot for a
corresponding tilt induced on the central spot. For example, it is possible to read on Fig. 12(2a) that for a tilt
purely along x of 1 pixel of the central spot, the bias introduced on its neighbouring spot on the right will be
0.075 pixel along x (yellow color). And for a tilt purely along y of 2 pixels, the bias will be a positive 0.03 pixel
along x (red color).

Only the upper right quadrant is given for symmetry reasons. Indeed, the x-bias is symmetric around the
x-axis and anti-symmetric around the y-axis. And the y-bias map is the transpose of the x-bias map.

Comparing the simulation at the di�erent samplings Figs. 12(a,c,e) v.s. Figs. 12(b,d,f), the main di�erence
is the already known phenomenon of the bias induced by the coarse pixel sampling (see the vertical patterns at
the pixel pitch frenquency on Figs. 12(a,c,e)). These structures are smoothed in the over-sampled simulations of



Figs. 12(b,d,f). Otherwise, the e�ect on the bias is negligible: its order of magnitude and structure are similar.
This means that despite their resolution lower than the Shannon frequency of the full pupil, the standard SH-WFS
are sensitive to the interferences that distort the spot shapes.

Comparing the mono-chromatic simulations at λ = 617 nm in Figs. 12(a,b), v.s. λ = 500 nm in Figs. 12(c,d)
shows that the pattern of the bias naturally scales with the wavelength. The intensity of its peaks nonetheless
remains identical as these peaks are mainly due to the secondary maxima of the spot di�raction patterns whose
intensities does not depend on the wavelength. For a radial displacement of less than a pixel, the bias on the
central pixel can peak higher than 0.075 pixel and around 0.05 pixel for its closest neighbours.

As the bias pattern depends on the wavelength, it is generally assumed that the use of a poly-chromatic source
would cancel out these biases. As seen on Fig. 12(1f), the structure of the poly-chromatic spot indeed appears
smoother than its equivalent on Fig. 12(1b,1d) without strong corruption by high frequency fringes. Nonetheless,
the bias maps in Fig. 12(2e,2f,3e,3f) show that the biases are extremely similar to the mono-chromatic case of
λ = 500 nm, in Fig. 12(2c,2d,3c,3d), especially for small induced tilt (corresponding to the working region of
a closed loop). We can conclude that a poly-chromatic illumination does not average out the e�ects of the
interferences and these e�ects remain similar to the ones induced by a mono-chromatic illumination centred in
the wavelength bandwidth of the SH-WFS.

How can these biases be interpreted in the context of a closed AO loop?

� The bias on the central pixel is equivalent to a gain in its displacement di�erent than the one predicted by
the synthetic model. The gain is accounted for in the interaction matrix for the least-squares method as it
learned during the measurement of the interaction matrix if the poke on the actuator is small enough for
the spot to stay close to its equilibrium position. As discussed above about the wavelength dependency,
this implies to be careful for on-sky loop if the calibration of the loop is done with a laser or an internal
source not centred on the SH-WFS bandwidth.

� For the bias on the neighbouring pixels, it appears that only the four closest neighbours are really impacted
by the displacement of the central spot. The interferences thus remain mainly a local e�ect. In a closed-loop
where all the spots are supposed to wander around their equilibrium position, the averaged bias induced
on the neighbours will remain null. The e�ect of the interferences thus consists in adding an extra noise on
their positions. This explains why the noise on the count maps in Fig. 5 is larger for Figs. 5(a) (coherent)
than for Figs. 5(b) (incoherent).
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