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Abstract. — We study the asymptotic expansion of transmission eigenvalues for anisotropic
thin layers. We establish a rigorous second order expansion for simple transmission eigen-
values with respect to the thickness of the layer. The convergence analysis is based on a
generalization of Osborn’s Theorem to non-linear eigenvalue problems by Moskow [19]. We
also provide formal derivation in more general cases validating the obtained theoretical result.

1. Introduction

Transmission eigenvalues are associated with the existence of an incident field that does

not scatter [9]. They can be equivalently defined as the eigenvalues of a system of two

coupled partial differential equations posed on the inclusion domain. One of these equa-

tions refer to the equation satisfied by the total field and the other one is satisfied by

the incident field. The two equations are coupled on the boundary by imposing that the

Cauchy data coincide. This eigenvalue problem can then be formulated as the non-linear

eigenvalue problem a non-selfadjoint compact operator [9, 19]. These special frequencies

can be identified from far field data as proved in [8, 9, 18]. Since they carry information on

the material properties of the scatterer, transmission eigenvalues would be then of interest

for the inverse problem of retrieving qualitative information on the material properties

from measured multistatic data [16, 17].

This paper is a continuation of the study started in [3]. More specifically, we consider the

transmission eigenvalue problem corresponding to anisotropic media with a thin coating. It

corresponds in particular to inclusions where the contrast is present in the main operator.

There is a structural difference between isotropic and anisotropic transmission eigenvalue

problems. In the first case, one can reformulate the eigenvalue problem as a quadratic

eigenvalue problem that can be transformed into a linear eigenvalue problem for a linear

(non-selfadjoint) compact operator. This transformation is not possible in the anisotropic
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one. Following [12] we are lead to transform the problem into a non linear eigenvalue prob-

lem where the compact operator depends itself on the eigenvalue. An additional structural

difference comes from different functional spaces for solutions. This implies for instance

a different treatment for the corrector terms in the asymptotic analysis. Asymptotic ex-

pansion of transmission eigenvalues has been addressed in the literature for small inclusion

perturbations in [6, 12, 19]. Our analysis follows the procedure developed in [12] for

the case of anisotropic media. The main theorem is the expression and error analysis for

corrector terms associated with simple transmission eigenvalues. Simplicity assumption

is mainly needed when applying Osborn’s theorem for correctors [19]. The extension to

eigenvalues with higher multiplicity is an open question. We consider two dimensional

setting for the formal calculations but the procedure can be extended to three dimensional

problems as well.

The paper is structured as follows. We introduce in Section 2 the transmission eigenvalue

problem for anisotropic media in R2 and we formulate it as a non-linear eigenvalue problem

for a compact operator. In Section 3, we prove the convergence results needed to later

obtain the asymptotic expansion for the transmission eigenvalues. The main result is

proved in Section 4 using the perturbation formula for non linear eigenvalues given in

[19]. Finally, we outline a classical formal procedure (as in [1, 2, 3] for instance) to

obtain the expression of the asymptotic expansion which coincides with the one in Section

4 (independently from the multiplicity of the eigenvalue).

2. Formulation of the problem and main results

Let Ω ⊂ R2 be a bounded domain with a smooth boundary Γ. For ε > 0 a small enough

parameter, we denote

Ω0
ε = {x ∈ Ω, d(x,Γ) > ε}

and its boundary

Γε = {x ∈ Ω, d(x,Γ) = ε} = ∂Ω0
ε

where d(x,Γ) denotes the distance of a point x to the boundary Γ. Let Ωε = Ω\Ω0
ε be the

layer of thickness ε adjacent to Ω0
ε (see Figure 1). Let Θε, nε be L∞(Ω) functions such that

Θε(x) =

{
Θ0(x) in Ω0

ε ,

Θ1(x) in Ωε,
nε(x) =

{
n0(x) in Ω0

ε ,

n1(x) in Ωε,

where Θ0 and Θ1 are real valued positive definite matrices in L∞(R2)2×2 and n0 and n1

are non negative real valued functions in L∞(R2) that are independent from ε. For the

sake of simplicity, we assume that the restriction of n0 to Ωε is constant function along

the normal coordinate to Γ for ε sufficiently small. We then consider the following interior
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Figure 1. The scattering object Ω.

transmission eigenvalue problem formulated inside Ω
div(Θε∇wε) + λεnεwε = 0 in Ω,

∆vε + λεvε = 0 in Ω,

wε = vε on Γ,

Θε∇wε · ν = ∇vε · ν on Γ,

(1)

where ν the unitary normal to Γ directed to the interior of Ω.

Definition 2.1. — The values λε for which (1) has a non trivial solution (wε, vε) ∈
H1(Ω)×H1(Ω) are called transmission eigenvalues.

To justify the asymptotic expansion of transmission eigenvalues, we rewrite (1) as a non-

linear eigenvalue problem. To this end, we define the variational space

X(Ω) =
{

(w, v) ∈ H1(Ω)×H1(Ω), w − v = 0 on Γ
}

equipped with the H1(Ω) × H1(Ω) inner product. It is clear that the variational form of

(1) is given by: (wε, vε) ∈ X(Ω) such that∫
Ω

(Θε∇wε∇φ1 −∇vε∇φ2 − λε(nεwεφ1 − vεφ2))dx = 0, for all (φ1, φ2) ∈ X(Ω). (2)

We define the bounded sesquilinear forms:

Aε
(

(w, v); (φ1, φ2)
)

:=

∫
Ω

(
Θε∇w∇φ1 + wφ1

)
dx−

∫
Ω

(
∇v∇φ2 + vφ2

)
dx, (3)

Bε
(

(w, v); (φ1, φ2)
)

:=

∫
Ω

(
nεwφ1 − vφ2

)
dx, (4)

and

Cε
(

(w, v); (φ1, φ2)
)

:=

∫
Ω

(
wφ1 − vφ2

)
dx (5)

for all (w, v) ∈ X(Ω). Therefore (2) can be rewritten as

Aε
(

(wε, vε); (φ1, φ2)
)
− λεBε

(
(wε, vε); (φ1, φ2)

)
− Cε

(
(wε, vε); (φ1, φ2)

)
= 0 (6)
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for all (φ1, φ2) ∈ X(Ω). Let us define by Aε, Bε and Cε : X(Ω)→ X(Ω) the bounded linear

operators defined from Aε
(
.; .
)
,Bε
(
.; .
)

and Cε
(
.; .
)

by means of the Riesz representation

theorem. Then (6) is equivalent to

Aε(wε, vε)− λεBε(wε, vε)− Cε(wε, vε) = (0, 0). (7)

To give the asymptotic expansion of transmission eigenvalues, we use the generalization of

Osborn’s Theorem to non-linear eigenvalue problem [19]. We rewrite (7) in the following

form

(I − λεA−1
ε Bε − A−1

ε Cε)(wε, vε) = (0, 0).

Note that Bε, Cε : X(Ω)→ X(Ω) are compact operators by using the compact embedding

of H1(Ω) in L2(Ω). In order to prove the invertibility of Aε , we can show that Aε is

T-coercive. The idea behind the T-coercivity [15] is to consider an equivalent formulation

of (6) where Aε is replaced by AT
ε defined by

AT
ε

(
(wε, vε); (φ1, φ2)

)
= Aε

(
(wε, vε);T(φ1, φ2)

)
with T being an isomorphism of X(Ω). In particular, we consider the isomorphism

T(w, v) = (w, αw + βv) with (α, β) ∈ R × R \ {0} such that α + β = 1. Indeed T
continuously maps X(Ω) into itself, thanks to α+ β = 1 and the inverse can be explicitly

expressed as T−1(w, v) = (w, (v − αw)/β). Then∣∣∣Aε((w, v);T(w, v)
)∣∣∣

=
∣∣∣ ∫

Ω

(
Θε|∇w|2 + |w|2

)
dx− β

∫
Ω

(
|∇v|2 + |v|2

)
dx− α

∫
Ω

(
∇w∇v + wv

)
dx
∣∣∣

≥
∫

Ω

(
Θε|∇w|2 + |w|2

)
dx− β

∣∣∣ ∫
Ω

(
|∇v|2 + |v|2

)
dx
∣∣∣− α∣∣∣ ∫

Ω

(
∇w∇v + wv

)
dx
∣∣∣

Using Young’s inequality, we obtain∣∣∣ ∫
Ω

(
∇w∇v + wv

)
dx
∣∣∣ ≤ 1

2σ
‖w‖2

H1(Ω) +
σ

2
‖v‖2

H1(Ω) (8)

for all σ > 0. We then get∣∣∣Aε((w, v);T(w, v)
)∣∣∣ ≥ (γ − α

2σ
)‖w‖2

H1(Ω) + (−β − σα

2
)‖v‖2

H1(Ω)

where γ = inf(‖Θ1‖∞, ‖Θ0‖∞). Choosing α2 < −4βγ and β < 0, to have for example

σ ∈ (
α

2γ
,−2β

α
), implies that Aε is T−coercive.

Therefore (7) can be equivalently written as follows [12]

(I − λεA−1
ε Bε − A−1

ε Cε)(wε, vε) = (0, 0). (9)

Let us consider Tε(λ) : X(Ω)→ X(Ω) defined as

Tε(λ) := A−1
ε Bε +

1

λ
A−1
ε Cε. (10)
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Now we can rephrase (9) as a non-linear eigenvalue problem

λεTε(λε)(wε, vε) = (wε, vε).

Note that Tε is a compact operator for all ε ≥ 0 and depends analytically on λ in any

subset of the complex plane that does not include the origin. We set

T0(λ) := A−1
0 B0 +

1

λ
A−1

0 C0, (11)

where A0, B0 and C0 are defined by (3), (4) and (5) for nε = n0 and Θε = Θ0 in Ω,

respectively. We notice that Cε = C0.

In all the following we use the notation〈
(f1, f2); (g1, g2)

〉
=
(

(f1, f2); (g1, g2)
)
X(Ω)

and ‖(f1, f2)‖ =
(

(f1, f2); (f1, f2)
) 1

2

X(Ω)
.

To state and prove the main result we make the following important hypothesis on the

anisotropy structure. We assume that inside a thin layer Ωε0 for some fixed ε0, we can

decompose Θ1 and Θ0 as{
Θ1(x) · τ(s) = θτ1(s)τ(s) and Θ1(x) · ν(s) = θν1(s)ν(s),

Θ0(x) · τ(s) = θτ0(s)τ(s) and Θ0(x) · ν(s) = θν0(s)ν(s)
(12)

for a.e. x ∈ Ωε0 where θτ1 , θ
ν
1 , θ

τ
0 and θν0 are real functions in L∞(R) that depend only on

the curvilinear abscissa s of the projection of x on ∂Ω and where τ and ν are respectively

the tangent and normal vectors defined on ∂Ω (see Subsection 4.1).

Theorem 2.2. — Assume that Θ0 and Θ1 are bounded real valued positive definite ma-

trices that satisfy (12) and n0 and n1 are bounded non negative real valued functions. Let

λ0 be a simple transmission eigenvalue associated with Θ0 and n0 and let (w0, v0) ∈ X(Ω)

be the corresponding eigenfunctions. We suppose that〈
(w0, v0);A0(w0, v0)

〉
= 1 and

∫
Ω

(n0|w0|2 − |v0|2)dx 6= 0

and that Θ0 and n0 are sufficiently regular (at least C1) so that (w0, v0) and A−1
0 (w0, v0)

are in C2(Ω). Then for ε > 0 small enough, there exists a transmission eigenvalue λε
corresponding to Θε such that

λε = λ0 + ελ1 +O(ε
3
2 ) (13)

where λ1 is given by the following expression when n1 = n0

λ1 =

−
∫

Γ

(θτ0 − θτ1)

∣∣∣∣∂w0

∂s

∣∣∣∣2 ds(x)−
∫

Γ

θν0

(
θν0 − θν1
θν1

) ∣∣∣∣∂w0

∂ν

∣∣∣∣2 ds(x)∫
Ω

(
n0|w0|2 − |v0|2

)
dx

.

For the convergence proof we restrict ourselves to n1 = n0. The expression of λ1 in the

case n1 6= n0 in given in the last Section using formal expansion.
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Remark 2.3. — The technical assumption (12) is mainly used to obtain explicit expres-

sions for λ1 as in the Theorem above. It corresponds for instance to (macroscopic or ho-

mogenized) anisotropy generated by (microscopic) mixture of isotropic materials distributed

periodically along Γ.

From Section 4.1 and following the formal expansion in Section 5, one can be easily

convinced that explicit, but much lengthier, calculations can be still carried out if we only

assume that θν1 := (Θ1 · ν) · ν is only a function of the curvilinear abscissa s. If not, then

non explicit expressions would also be possible in terms of the formal solution associated

with the Cauchy problem (40).

3. Convergence of the transmission eigenvalue spectrum

We study in this section the convergence in norm of the operator Tε to T0. For an

operator A : H → H, ‖A‖ denotes the operator norm. To simplify the writing, C will

denote a generic constant whose value may change, but remains independent from ε as

ε → 0. The assumptions of Theorem 2.2 are supposed to be verified for all the results

stated in this section.

We start by proving the convergence of the operator Bε to B0 in norm .

Lemma 3.1. — Let Bε and B0 be the operators defined by (4) for ε > 0 and ε = 0,

respectively. Then, for all α ∈ (0, 1) there exists C > 0 independent of ε

‖Bε −B0‖ ≤ Cεα.

Proof. — From the definition of Bε and B0, we have∣∣∣〈Bε(w, v); (φ1, φ2)
〉
−
〈
B0(w, v); (φ1, φ2)

〉∣∣∣ =
∣∣∣ ∫

Ωε

(n1 − n0)wφ1dx
∣∣∣

≤ ‖(n1 − n0)w‖L2(Ωε)‖(φ1, φ2)‖X(Ω).

Choosing (φ1, φ2) = (Bε −B0)(w, v) we get

‖(Bε −B0)(w, v)‖X(Ω) ≤ ‖(n1 − n0)w‖L2(Ωε).

Since w ∈ H1(Ω) and from Sobolev’s embedding, we have that w ∈ Lp(Ω),∀p ≥ 2 (see [4])

which gives |w|2 ∈ L p
2 (Ω).

Now let q > 0 be defined by
2

p
+

1

q
= 1 (i.e q =

p

p− 2
). Using the duality between L

p
2 (Ω)

and Lq(Ω) with the Sobolev embedding Theorem, we have that

‖(Bε −B0)(w, v)‖2
X(Ω) ≤ C‖(n1 − n0)‖2

L∞(Ω)‖w‖2
L2(Ωε)

≤ C‖w‖2
L2(Ωε)

≤ ‖|w|2‖
L
p
2 (Ω)
‖1Ωε‖Lq(Ω)

≤ Cε
1
q ‖w‖2

Lp(Ω) ≤ Cε
1
q ‖(w, v)‖2

X(Ω).
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We can conclude that ‖Bε −B0‖ ≤ Cεα with α = 1
2q

.

Lemma 3.2. — Let Aε and A0 be defined by (3) for ε > 0 and ε = 0, respectively and

(f, g) ∈ X(Ω). If A−1
0 (f, g) ∈ C1(Ω)× C1(Ω), then for sufficiently small ε

‖(A−1
ε − A−1

0 )(f, g)‖X(Ω) ≤ Cε
1
2 . (14)

Proof. — For a fixed (f, g) ∈ X(Ω), we define (zε, tε) and (z0, t0) in X(Ω) as

(zε, tε) = A−1
ε (f, g) and (z0, t0) = A−1

0 (f, g).

Since

Aε
(

(zε, tε); (φ1, φ2)
)

= A0

(
(z0, t0); (φ1, φ2)

)
=
〈

(f, g); (φ1, φ2)
〉
.

we have that, for (φ1, φ2) ∈ X(Ω)

Aε
(

(zε − z0, tε − t0); (φ1, φ2)
)

= (A0 −Aε)
(

(z0, t0); (φ1, φ2)
)

=

∫
Ωε

(Θ0 −Θ1)∇z0∇φ1dx.

(15)

If z0 ∈ C1(Ω), we get ∫
Ωε

(Θ0 −Θ1)∇z0∇φ1dx ≤ Cε
1
2‖(φ1, φ2)‖X(Ω).

From the T-coercivity and by plugging (φ1, φ2) = T(zε − z0, tε − t0), we obtain the desired

convergence.

Lemma 3.3. — Let Aε, Bε, Cε, A0, B0 and C0 be defined by (3), (4), (5) for ε > 0 and

ε = 0, respectively. we have that

A−1
ε Bε → A−1

0 B0 and A−1
ε C0 → A−1

0 C0

in norm as ε→ 0.

Proof. — From (15) we have that

Aε
(

(zε − z0, tε − t0); (φ1, φ2)
)

=

∫
Ωε

(Θ0 −Θ1)∇z0∇φ1dx.

By using the T-coercivity of Aε, we obtain

‖(A−1
ε − A−1

0 )(f, g)‖X(Ω) ≤ C‖(Θ0 −Θ1)∇z0‖L2(Ωε).

If B0(f, g) = (p, q) then (p, q) ∈ H1(Ω)×H1(Ω) and
−∆p+ p = n0f in Ω,

−∆q + q = −g in Ω,

p = q on Γ,

−∂p
∂ν

=
∂q

∂ν
on Γ.

(16)
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Then p− q ∈ H1
0 (Ω) and verifies

−∆(p− q) + (p− q) = n0f + g in Ω.

Elliptic regularity implies that if ∂Ω is C3, then (p− q) ∈ H3(Ω) and

‖p− q‖H3(Ω) ≤ C ′
(
‖f‖H1(Ω) + ‖g‖H1(Ω)

)
.

(We here need n0 ∈ C1(Ω)). Similarly, p+ q ∈ H1(Ω) and verifies −∆(p+ q) + (p+ q) = n0f − g in Ω,
∂(p+ q)

∂ν
= 0 on Γ,

(17)

Therefore, regularity results for the Newmann problem implies that, if ∂Ω is C3 then

‖p+ q‖H3(Ω) ≤ C ′′
(
‖f‖H1(Ω) + ‖g‖H1(Ω)

)
.

Hence, we have

‖p‖H3(Ω) + ‖q‖H3(Ω) ≤ C
(
‖f‖H1(Ω) + ‖g‖H1(Ω)

)
.

Note that A0(z0, t0) = (p, q) and due to the variational form of A0 satisfies

−div(Θ0∇z0) + z0 = −∆p+ p and ∆t0 − t0 = −∆q + q in Ω.

Next we have that A−1
0 B0(f, g) = (z0, t0) , by elliptic regularity we have

‖z0‖H3(Ω) + ‖t0‖H3(Ω) ≤ C
(
‖p‖H3(Ω) + ‖q‖H3(Ω)

)
≤ C‖(f, g)‖X(Ω).

For all ε sufficently small, we have the following estimates

‖(A−1
ε − A−1

0 )B0(f, g)‖X(Ω) ≤ C‖z0‖C1(Ω)‖1Ωε‖L2(Ω) ≤ Cε
1
2‖z0‖C1(Ω).

From the Sobolev embedding Theorem of H3(Ω) into C1(Ω), we have that

‖(A−1
ε − A−1

0 )B0(f, g)‖X(Ω) ≤ Cε
1
2‖z0‖H3(Ω) ≤ Cε

1
2‖(f, g)‖X(Ω).

Since

‖A−1
ε Bε − A−1

0 B0‖ ≤ ‖A−1
ε (Bε −B0)‖+ ‖(A−1

ε − A−1
0 )B0‖,

using the fact that ‖A−1
ε ‖ is uniformly bounded with respect to ε and the convergence in

norm of Bε to B0, implies

‖A−1
ε Bε − A−1

0 B0‖ → 0 as ε→ 0.

The second convergence result follows from similar arguments.

From the previous results, we have the following lemma:
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Lemma 3.4. — Let Aε, Bε, Cε, A0, B0 and C0 be defined by (3), (4), (5), for ε > 0 and

ε = 0, respectively. Then we have that

‖(A−1
ε − A−1

0 )B0‖ ≤ Cε
1
2 , ‖(A−1

ε − A−1
0 )C0‖ ≤ Cε

1
2

and ‖A−1
ε (Bε −B0)‖ ≤ Cεα, for some 0 < α < 1.

Combining the above results and using the definition of Tε and T0 we have:

Theorem 3.5. — Let Tε and T0 be defined in (10) for ε > 0 and ε = 0, respectively, then

we have that

‖Tε(λ)− T0(λ)‖ → 0 as ε→ 0.

To prove the convergence of real transmission eigenvalues, we use the following abstract

result from [19] (see also [5] for a more general framework allowing for weaker convergence)

that we restate here for the reader’s convenience.

Theorem 3.6. — Let λ0 be a non-linear eigenvalue of T0 and assume that Rε(λ) and

R0(λ) are both meromorphic in some region U ⊂ C containing λ0. Also assume that for

any λ ∈ U , Tε(λ) converge in norm to T0(λ). Then for any ball B around λ0 there exists

a ε0 > 0 such that Tε has a non-linear eigenvalue in B for all ε < ε0. Conversely if {λε}ε
is a sequence of a non-linear eigenvalues of Tε that converges as ε→ 0 then the limit is a

non-linear eigenvalue of T0 .

4. Asymptotic formula for the transmission eigenvalue

Having proved the convergence of the transmission eigenvalues, we would like to obtain

an asymptotic formula for the simple real transmission eigenvalue of the form:

λε = λ0 + ελ1 +O(ε2),

where λ0 is a non-linear eigenvalue to T0 associated with the eigenfunction (w0, v0) i.e

λ0T0(w0, v0) = (w0, v0).

and the expression for λ1 is as explicit as possible, and depends only on λ0 and (w0, v0).

We refer to λ1 as the eigenvalue correction. To this end, we define explicit formula for

the corrector term associated with Tε − T0, in particular A−1
ε − A−1

0 . Then, we need a

classical technique for thin layers asymptotics based on rescaling. Again, the assumptions

of Theorem 2.2 are supposed to be verified for all the results stated in this section.

4.1. Scaling. — We assume that the boundary Γ is C3 and parametrize Γ as

Γ = {xΓ(s), s ∈ [0, L[},
with L being the length of Γ and s is the curvilinear abscissa. At the point xΓ(s), the unit

tangent vector is τ(s) :=
dxΓ(s)

ds
, the curvature κ(s) is defined by:
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dτ(s)

ds
= −κ(s)ν(s) or

dν(s)

ds
= κ(s)τ(s).

With these notations, the boundary of Ω0
ε is parametrized as

Γε = {xΓ(s) + εν(s), s ∈ [0, L[}.
This parametrization of Γε is equivalent to the definition of Γε, for ε > 0 small enough. For

a function u defined in Ωε we associate ũ defined on [0, L[×]0, ε[ by

ũ(s, η) = u(ϕ(s, η)) where ϕ(s, η) := xΓ(s) + ην(s). (18)

Then, the gradient of u in the local coordinates (s, η) can be expressed as

∇u =
1

(1 + ηκ(s))

∂ũ

∂s
τ(s) +

∂ũ

∂η
ν(s).

Using integration by parts one can verify that the divergence of a vector field −→u = uττ+uνν

can be expressed as

div−→u =
1

(1 + ηκ(s))

∂ũτ
∂s

+
1

(1 + ηκ(s))

∂

∂η
((1 + ηκ(s))ũν)

Let Θ be a 2 by 2 matrix that satisfies

Θ(x).τ = θτ (s)τ and Θ(x).ν = θν(s)ν.

Then the expression of the operator div(Θ · ∇) in (s, η) coordinates is

div(Θ · ∇u) =
1

(1 + ηκ)

∂

∂s

(
θτ

1

(1 + ηκ)

∂ũ

∂s

)
+

1

(1 + ηκ)

∂

∂η

(
(1 + ηκ)θν

∂ũ

∂η

)
. (19)

We denote by ξ =
η

ε
the stretched normal variable inside Ωε and define

ϕε : G = [0, L[×]0, 1[ → Ωε

(s, ξ) 7→ ϕε(s, ξ) = xΓ(s) + εξν(s).

Then div(Θ · ∇u) = ∆s,ξû with û(s, ξ) := u(ϕε(s, ξ)) and

∆s,ξû :=
1

(1 + εξκ)

∂

∂s

(
θτ

1

(1 + εξκ)

∂û

∂s

)
+

1

ε2(1 + εξκ)

∂

∂ξ

(
(1 + εξκ)θν

∂ũ

∂ξ

)
. (20)

4.2. Correction for the operator A−1
ε − A−1

0 . — We assume in the following that

n1 = n0. We construct a corrector term and use it to estimate the convergence rate of

(zε, tε) = A−1
ε (w, v) for (w, v) ∈ X(Ω). Let (z0, t0) = A−1

0 (w, v) ∈ X(Ω) solution of
div(Θ0∇z0)− z0 = 0 in Ω,

∆t0 − t0 = 0 in Ω,

z0 − t0 = 0 on Γ,

Θ0
∂z0

∂ν
− ∂t0
∂ν

= 0 on Γ.

(21)
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Inspired by the formal calculations in Section 5, we define (z1, t1) solution of

div(Θ0∇z1)− z1 = 0 in Ω,

∆t1 − t1 = 0 in Ω,

z1 − t1 =

(
θν0 − θν1
θν1

)
∂z0

∂η
on Γ,

Θ0
∂z1

∂ν
− ∂t1
∂ν

=
∂

∂s

(
(θτ0 − θτ1)

∂z0

∂s

)
on Γ.

(22)

We extend z1 in Ωε as z̃ε1 defined by

z̃ε1 =

{
z1 in Ω0

ε ,

ψ in Ωε,
(23)

where ψ is a polynomial of order ≤ 1 and satisfying the boundary conditions:{
ψ = t1 on Γ,

ψ = z1 on Γε.
(24)

This gives the following expression of ψ̂(s, ξ) = ψ(x) in the local coordinates:

ψ̂(s, ξ) = z1(ϕ(s, ε))ξ + t1(ϕ(s, 0))(1− ξ).

The choice of ψ ensures in particular that (z̃ε1, t1) ∈ X(Ω). Using Taylor’s expansion for z1

and the third equation of (22) and using the fact that θνj = Θj · ν and θτj = Θj · τ, j = 0, 1,

we then get

ψ̂(s, ξ) = z1(ϕ(s, 0))ξ + t1(ϕ(s, 0))(1− ξ) +O(ε)

=

(
θν0(s)− θν1(s)

θν1(s)

)
∂z0

∂η
(ϕ(s, 0))ξ + t1(ϕ(s, 0)) +O(ε)

which indicates that up to order 1 in ε, ψ̂ coincides with the first term of the formal

expansion of zε inside Ωε (See Section 5). Now we have the following Lemma that will be

useful in the proof of Lemma 4.2.

Lemma 4.1. — Let (w, v) ∈ X(Ω) then set

(zε, tε) = A−1
ε (w, v) and (z0, t0) = A−1

0 (w, v). (25)

Assume that (z0, t1) ∈ C2(Ω) × C1(Ω) and we define z̃ε1 as in (23), then we have for

sufficiently small ε

‖zε − z0 − εz̃ε1‖H1(Ω) + ‖tε − t0 − εt1‖H1(Ω) ≤ Cε
3
2 .

Proof. — We define the error function in X(Ω) as

z2 = zε − z0 − εz̃ε1 and t2 = tε − t0 − εt1.
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Now for any (φ1, φ2) ∈ X(Ω), we have that〈
Aε(z2, t2); (φ1, φ2)

〉
=

∫
Ω

(
Θε∇z2∇φ1 + z2φ1

)
dx−

∫
Ω

(
∇t2∇φ2 + t2φ2

)
dx

=

∫
Ω

(
Θε∇(zε − z0)∇φ1 + (zε − z0)φ1

)
dx

−
∫

Ω

(
∇(tε − t0)∇φ2 + (tε − t0)φ2

)
dx

+ ε

∫
Ω

(
∇t1∇φ2 + t1φ2

)
dx

− ε
∫

Ω

(
Θε∇z̃ε1∇φ1 + Θ0z̃

ε
1φ1

)
dx.

Using(25) we get〈
Aε(zε − z0, tε − t0); (φ1, φ2)

〉
=

∫
Ω

(
Θε∇(zε − z0)∇φ1 + (zε − z0)φ1

)
dx

−
∫

Ω

(
∇(tε − t0)∇φ2 + (tε − t0)φ2

)
dx

=

∫
Ωε

(Θ0 −Θ1)∇z0∇φ1dx.

Using the fact that div(Θ0∇z1)− z1 = 0, ∆t1 − t1 = 0 and the Green formula yield〈
Aε(z2, t2); (φ1, φ2)

〉
=

∫
Ωε

(Θ0 −Θ1)∇z0∇φ1dx

− ε
∫

Ωε

Θ1∇ψ∇φ1 + ψφ1dx

− ε
∫

Γ

∂t1
∂ν

φ2ds(x) + ε

∫
Γε

Θ0
∂z1

∂ν
φ1ds(x).

To estimate

∫
Ωε

ψφ1dx, we use Cauchy-Schwarz inequality to obtain∫
Ωε

ψφ1dx ≤ ‖ψ1Ωε‖L2(Ω)‖φ1‖L2(Ω).

From the definition of ψ and if (z0, t1) ∈ C2(Ω)× C1(Ω), we then get

‖ψ1Ωε‖2
L2(Ω) =

∫ L

0

∫ 1

0

(
(
θν0(s)− θν1(s)

θν1(s)
)
∂z0

∂η
(ϕ(s, 0))ξ + t1(xΓ(s))

)2

ε(1 + εξκ)dsdξ ≤ Cε.

Hence

ε

∫
Ωε

ψφ1dx ≤ Cε
3
2‖φ1‖H1(Ω).
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We then deduce〈
Aε(z2, t2); (φ1, φ2)

〉
=

∫
Ωε

(Θ0 −Θ1)∇z0∇φ1dx− ε
∫

Ωε

Θ1∇ψ∇φ1dx

− ε
∫

Γ

∂t1
∂ν

φ2ds(x) + ε

∫
Γε

Θ0
∂z1

∂ν
φ1ds(x)

+O(ε
3
2 )‖(φ1, φ2)‖X(Ω).

Using the expression of ψ we have

Θ1∇s,ξψ̂ =
1

ε
(θν0(s)− θν1(s))

∂z0

∂η
(ϕ(s, 0))

+
θτ1(s)

1 + εξκ

(
∂

∂s

(θν0(s)− θν1(s)

θν1(s)

∂z0

∂η
(ϕ(s, 0))

)
ξ + Θτ

∂

∂s
t1(ϕ(s, 0))

)
+O(ε).

We then get after substitution of these expressions

ε

∫
Ωε

Θ1∇ψ∇φ1dx

= ε

∫ L

0

∫ 1

0

1

ε

(
θν0(s)− θν1(s)

θν1(s)

)
∂z0

∂η
(ϕ(s, 0))∇φ1(ϕ(s, εξ))ε(1 + εξκ)dsdξ

+ ε

∫ L

0

∫ 1

0

θτ1(s)

1 + εξκ

∂

∂s

(θν0(s)− θν1(s)

θν1(s)

∂z0

∂η
(ϕ(s, 0))

)
∇φ1(ϕ(s, εξ))εξ(1 + εξκ)dsdξ.

+ ε

∫ L

0

∫ 1

0

1

1 + εξκ

(
θτ1(s)

∂

∂s
t1(xΓ(s))

)
∇φ1(ϕ(s, εξ))ε(1 + εξκ)dsdξ.

For the second term, if z0 ∈ C2(Ω) we have

ε

∫ L

0

∫ 1

0

θτ1(s)ξ

1 + εξκ

∂

∂s

(θν0(s)− θν1(s)

θν1(s)

∂z0

∂η
(ϕ(s, 0))

)
∇φ1(ϕ(s, εξ))ε(1 + εξκ)dsdξ

≤ Cε‖θτ1(s)‖∞‖
∂

∂s

(θν0(s)− θν1(s)

θν1(s)

∂z0

∂η
(ϕ(s, 0))

)
‖∞
∫ L

0

∫ 1

0

∇φ1(ϕ(s, εξ))ε(1 + εξκ)dsdξ

≤ Cε‖1Ωε‖L2(Ω)‖∇φ1‖L2(Ω) ≤ Cε
3
2‖φ1‖H1(Ω)

Similarly if t1 ∈ C1(Ω) we obtain

ε

∫ L

0

∫ 1

0

θτ1(s)

1 + εξκ

∂

∂s
t1(xΓ(s))∇φ1(ϕ(s, εξ))ε(1 + εξκ)dsdξ = O(ε

3
2 )‖φ1‖H1(Ω)
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Thus〈
Aε(z2, t2); (φ1, φ2)

〉
=

∫ L

0

∫ 1

0

(Θ0 −Θ1)∇z0(ϕ(s, εξ))∇φ1(ϕ(s, εξ))ε(1 + εξκ)dsdξ

−
∫ L

0

∫ 1

0

(θν0(s)− θν1(s))
∂z0

∂η
(ϕ(s, 0))∇φ1(ϕ(s, εξ))ε(1 + εξκ)dsdξ

− ε
∫

Γ

∂t1
∂ν

φ2ds(x) + ε

∫
Γε

Θ0
∂z1

∂ν
φ1ds(x)

+O(ε
3
2 )‖(φ1, φ2)‖X(Ω).

We use the expression of the gradient operator in the local coordinates

(Θ1 −Θ0)∇z0(ϕ(s, εξ)) =
(θτ1(s)− θτ0(s))

(1 + εξκ(s))

∂z0

∂s
(ϕ(s, εξ))τ(s) + (θν1(s)− θν0(s))

∂z0

∂η
(ϕ(s, εξ))ν(s)

to make the decomposition〈
Aε(z2, t2); (φ1, φ2)

〉
=

∫ L

0

∫ 1

0

(θν0(s)− θν1(s))
(∂z0

∂η
(ϕ(s, εξ)− ∂z0

∂η
(ϕ(s, 0))

)
∇φ1(ϕ(s, εξ))ε(1 + εξκ)dsdξ

+

∫ L

0

∫ 1

0

(θτ0(s)− θτ1(s))
∂z0

∂s
(ϕ(s, εξ))

∂φ1

∂s
(ϕ(s, εξ))εdsdξ

− ε
∫

Γ

∂t1
∂ν

φ2ds(x) + ε

∫
Γε

Θ0
∂z1

∂ν
φ1ds(x)

+O(ε
3
2 )‖(φ1, φ2)‖X(Ω).

Using the parametrization of the curve Γε, s 7→ ϕ(s, ε) we have:∫
Γε

Θ0
∂z1

∂ν
φ1ds(x) =

∫ L

0

θν0(s)
∂z1

∂η
(ϕ(s, ε))φ1(ϕ(s, ε))(1 + εκ)ds

We use Taylor expansion to obtain∫
Γε

Θ0
∂z1

∂ν
φ1ds(x) =

∫ L

0

θν0(s)
∂z1

∂η
(ϕ(s, 0))φ1(ϕ(s, 0))ds+O(ε

1
2 )‖φ1‖H1(Ω) (26)

=

∫
Γ

Θ0
∂z1

∂ν
φ1ds(x) +O(ε

1
2 )‖φ1‖H1(Ω). (27)
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The last equation of problem (22) then gives

ε

∫
Γε

Θ0
∂z1

∂ν
φ1ds(x)− ε

∫
Γ

∂t1
∂ν

φ2ds(x) = ε

∫
Γ

(Θ0
∂z1

∂ν
− ∂t1
∂ν

)φ1ds(x) +O(ε
3
2 )‖φ1‖H1(Ω)

= ε

∫ L

0

∂

∂s

(
(θτ0(s)− θτ1(s))

∂z0

∂s
(ϕ(s, 0))

)
φ1(ϕ(s, 0))ds

+O(ε
3
2 )‖φ1‖H1(Ω)

One ends up with〈
Aε(zε − z0 − εz̃ε1, tε − t0); (φ1, φ2)

〉
=

∫ L

0

∫ 1

0

(θν0(s)− θν1(s))
(∂z0

∂η
(ϕ(s, εξ)− ∂z0

∂η
(ϕ(s, 0))

)
∇φ1(ϕ(s, εξ))ε(1 + εξκ)dsdξ

+ ε

∫ L

0

∂

∂s

(
(θτ0(s)− θτ1(s))

∂z0

∂s
(ϕ(s, 0))

)
φ1(ϕ(s, 0))ds

+ ε

∫ L

0

∫ 1

0

(θτ0(s)− θτ1(s))
∂z0

∂s
(ϕ(s, εξ))

∂φ1

∂s
(ϕ(s, εξ))dsdξ +O(ε

3
2 )‖(φ1, φ2)‖X(Ω).

For the last term, we integrate by parts and we use the periodicity of (θτ0 − θτ1)
∂z0

∂s
and φ1

on [0, L[ to get

ε

∫ L

0

∫ 1

0

(θτ0(s)− θτ1(s))
∂z0

∂s
(ϕ(s, εξ))

∂φ1

∂s
(ϕ(s, εξ))dsdξ

= −ε
∫ L

0

∂

∂s

(
(θτ0(s)− θτ1(s))

∂z0

∂s
(ϕ(s, 0))

)
φ1(ϕ(s, 0))ds+O(ε

3
2 )‖φ1‖H1(Ω)

To conclude, we just use Taylor expansion for
∂z0

∂η
and

∂z0

∂s
and obtain〈

Aε(zε − z0 − εz̃ε1, tε − t0 − εt1); (φ1, φ2)
〉
≤ Cε

3
2‖(φ1, φ2)‖X(Ω)

Choosing (φ1, φ2) = T(zε − z0 − εz̃ε1, tε − t0 − εt1) and since the T−coercivity constant

associated with Aε is independent from ε, we get

‖zε − z0 − εz̃ε1‖H1(Ω) + ‖tε − t0 − εt1‖H1(Ω) ≤ Cε
3
2 (28)

which ends the proof.

Lemma 4.2. — If (w, v) ∈ X(Ω), then for sufficiently small ε,

‖B0(A−1
ε − A−1

0 )(w, v)‖ = O(ε) and ‖C0(A−1
ε − A−1

0 )(w, v)‖ = O(ε).

Proof. — For all (φ1, φ2) ∈ X(Ω), we have〈
B0(A−1

ε − A−1
0 )(w, v); (φ1, φ2)

〉
= B0

(
(zε − z0, tε − t0); (φ1, φ2)

)
.
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Since the sesquilinear B0 only has L2(Ω) terms, we have∣∣∣〈B0(A−1
ε − A−1

0 )(w, v); (φ1, φ2)
〉∣∣∣ ≤ C‖(zε − z0, tε − t0)‖L2(Ω)‖(φ1, φ2)‖X(Ω)

From (28) and ε‖z̃ε1‖L2(Ω) = O(ε), ε‖t1‖L2(Ω) = O(ε) we get∣∣∣〈B0(A−1
ε − A−1

0 )(w, v); (φ1, φ2)
〉∣∣∣ ≤ Cε‖(φ1, φ2)‖X(Ω).

Therefore

‖B0(A−1
ε − A−1

0 )(w, v)‖ = O(ε).

A similar argument gives the second result.

4.3. Asymptotic formulas. — We have proved that the operator Tε(λ) = A−1
ε B0 +

1

λ
A−1
ε C0 converges in norm to T0(λ). Using the results of the previous section we are

now in a position to derive the expansion for the simple real transmission eigenvalues

under the assumption n1 = n0. We employ the following abstract result of [19] which is a

generalization of Osborn’s Theorem to non-linear eigenvalues problems.

Theorem 4.3. — Let Y be a Hilbert space and let {Kε : Y → Y } be a set of compact

linear operator valued functions of λ which are analytic in a region U ⊂ C. Assume that

Kε(λ) converge to K0(λ) in the operator norm for all λ ∈ U . Now suppose that λ0 is a

simple non-linear eigenvalue of K0 with eigenfunction φ. Then if

λ2
0

〈
DK0(λ0)φ, φ∗

〉
6= −1,

we have the following formula

λε = λ0 +
λ2

0

〈
(K0(λ0)−Kε(λ0)φ, φ∗

〉
1 + λ2

0

〈
DK0(λ0)φ, φ∗

〉
+O

(
sup
λ∈U
‖(Kε(λ)−K0(λ))φ‖‖(K∗ε (λ)−K∗0(λ))φ∗‖

)
with λε is a non-linear eigenvalue for Kε(λ).

Now, we have all the ingredients to prove the main result of this paper by applying this

theorem to Kε = Tε, K0 = T0 and Y = X(Ω) × X(Ω). By Theorem 3.5, we have that

Tε → T0 in the operator norm as ε→ 0.

Let λ0 be a non-linear eigenvalue of T0, then for ε small enough, some non-linear eigen-

value λε of Tε is such that λε → λ0 as ε→ 0. Let (w0, v0) and A0(w0, v0) are eigenfunctions

respectively of the operators T0 and T ∗0 corresponding to λ0.
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Proof. — of Theorem 2.2

Using Theorem 4.3, we have that

λε − λ0 =
λ2

0

〈
(T0(λ0)− Tε(λ0)(w0, v0), A0(w0, v0)

〉
1 + λ2

0

〈
DT0(λ0)(w0, v0), A0(w0, v0)

〉
+O

(
sup
λ∈U
‖(Tε(λ)− T0(λ))(w0, v0)‖‖(T ∗ε (λ)− T ∗0 (λ))A0(w0, v0)‖

)
.

From Lemma 3.4, we obtain

‖(Tε(λ)− T0(λ))(w0, v0)‖ = O(ε
1
2 ).

Since T ∗ε (λ) = B0A
−1
ε +

1

λ
C0A

−1
ε and from Lemma 4.2, we have

‖(T ∗ε (λ)− T ∗0 (λ))A0(w0, v0)‖ = O(ε).

Next we have that

λε − λ0 =
λ2

0

〈
(T0(λ0)− Tε(λ0)(w0, v0), A0(w0, v0)

〉
1 + λ2

0

〈
DT0(λ0)(w0, v0), A0(w0, v0)

〉 +O(ε
3
2 ).

From the definition of Tε and T0 and using the fact that

B0(w0, v0) +
1

λ0

C0(w0, v0) =
1

λ0

A0(w0, v0),

we get〈
(T0(λ0)− Tε(λ0))(w0, v0);A0(w0, v0)

〉
= − 1

λ0

〈
(A−1

ε − A−1
0 )A0(w0, v0);A0(w0, v0)

〉
(29)

Applying Lemma 4.4 with (w, v) = A0(w0, v0) and (φ1, φ2) = (w0, v0), we have〈
(A−1

ε − A−1
0 )A0(w0, v0);A0(w0, v0)

〉
= ε

∫ L

0

(θτ0(s)− θτ1(s))|∂w0

∂s
(ϕ(s, 0))|2ds

+ ε

∫ L

0

θν0(s)(
θν0(s)− θ1

ν(s)

θ1
ν(s)

)|∂w0

∂η
(ϕ(s, 0))|2ds+O(ε

3
2 ). (30)

From(30), we have〈
(T0(λ0)− Tε(λ0))(w0, v0);A0(w0, v0)

〉
= − ε

λ0

∫ L

0

(θτ0(s)− θτ1(s))|∂w0

∂s
(ϕ(s, 0))|2ds

− ε

λ0

∫ L

0

θν0(s)(
θν0(s)− θ1

ν(s)

θ1
ν(s)

)|∂w0

∂η
(ϕ(s, 0))|2ds+O(ε

3
2 ).
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For the denominator in the correction theorem, we must compute the derivative of T0(λ)

with respect to λ. In fact this derivative is DT0(λ0) = − 1

λ2
0

A−1
0 C0.

Therefore, we have that

λ2
0

〈
DT0(λ0)(w0, v0);A0(w0, v0)

〉
= −

〈
C0(w0, v0); (w0, v0)

〉
= −

∫
Ω

(
|w0|2 − |v0|2

)
dx.

Since

1 =
〈
A0(w0, v0); (w0, v0)

〉
,

and from the definition of A0, we get

1 =

∫
Ω

(
Θ0|∇w0|2 + |w0|2

)
dx−

∫
Ω

(
|∇v0|2 + |v0|2

)
dx.

We then deduce

1 + λ2
0〈DT0(λ0)(w0, v0); (w0, v0)〉 =

∫
Ω

(
Θ0|∇w0|2 − |∇v0|2

)
dx.

The couple (w0, v0) satisfies
div(Θ0∇w0) + λ0n0w0 = 0 in Ω,

∆v0 + λ0v0 = 0 in Ω,

w0 − v0 = 0 on Γ,

Θ0
∂w0

∂ν
− ∂v0

∂ν
= 0 on Γ.

(31)

We multiply the first equation of (31) with w0 and the second equation with v0, taking

the difference then integrating by parts, we have∫
Ω

(
Θ0|∇w0|2 − |∇v0|2

)
dx− λ0

∫
Ω

(n0|w0|2 − |v0|2)dx = 0,

which gives

1 + λ2
0

〈
DT0(λ0)(w0, v0);A0(w0, v0)

〉
= λ0

∫
Ω

(
n0|w0|2 − |v0|2

)
dx.

Finally, we obtain

λε − λ0 =
λ2

0

〈
(T0(λ0)− Tε(λ0)(w0, v0), A0(w0, v0)

〉
1 + λ2

0

〈
DT0(λ0)(w0, v0), A0(w0, v0)

〉 +O(ε
3
2 )

= ελ1 +O(ε
3
2 )

with
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λ1 =

−
∫ L

0

(θτ0(s)− θτ1(s))|∂w0

∂s
(ϕ(s, 0))|2ds−

∫
Γ

θν0(s)(
θν0(s)− θ1

ν(s)

θ1
ν(s)

|∂w0

∂ν
|2ds(x)∫

Ω

(
n0|w0|2 − |v0|2

)
dx

which corresponds with the formula announced in the theorem and concludes the proof.

Lemma 4.4. — Let Aε and A0 be defined by (3) for ε > 0 and ε = 0, respectively. Then

for any (φ1, φ2) ∈ X(Ω)〈
A0(A−1

ε − A−1
0 )(w, v); (φ1, φ2)

〉
= ε

∫ L

0

(θτ0(s)− θτ1(s))
∂z0

∂s
(ϕ(s, 0))

∂φ1

∂s
(ϕ(s, 0))ds

+ε

∫ L

0

(
θν0(s)(

θν0(s)− θ1
ν(s)

θ1
ν(s)

)
∂z0

∂η
(ϕ(s, 0))

∂φ1

∂η
(ϕ(s, 0))ds+O(ε

3
2 ). (32)

Proof. — With (zε, tε) = A−1
ε (w, v)〈

A0(A−1
ε − A−1

0 )(w, v); (φ1, φ2)
〉

=

∫
Ωε

(Θ0 −Θ1)∇zε∇φ1dx

=

∫
Ωε

(Θ0 −Θ1)∇(zε − z0 − εz̃ε1)∇φ1dx

+

∫
Ωε

(Θ0 −Θ1)∇(z0 + εz̃ε1)∇φ1dx.

Applying Lemma 4.1, we obtain〈
A0(A−1

ε − A−1
0 )(w, v); (φ1, φ2)

〉
=

∫
Ωε

(Θ0 −Θ1)∇z0∇φ1dx

+ ε

∫
Ωε

(Θ0 −Θ1)∇z̃ε1∇φ1dx+O(ε
3
2 ). (33)

Making use the local coordinates, we show∫
Ωε

(Θ0 −Θ1)∇z0∇φ1dx =

∫ L

0

(θτ0(s)− θτ1(s))
∂z0

∂s
(ϕ(s, 0))

∂φ1

∂s
(ϕ(s, 0))ds

+ ε

∫ L

0

(θν0(s)− θν1(s))
∂z0

∂η
(ϕ(s, 0))

∂φ1

∂η
(ϕ(s, 0))ds+O(ε

3
2 ).

For the second term of (33)

ε

∫
Ωε

(Θ0 −Θ1)∇z̃ε1∇φ1dx = ε

∫
Ωε

(Θ0 −Θ1)∇ψ∇φ1dx

= ε

∫ L

0

∫ 1

0

(θτ0(s)− θτ1(s))∇s,ξψ̂(s, ξ)∇φ1(ϕ(s, εξ))ε(1 + εξκ)dsdξ

= ε

∫ L

0

(θν0(s)− θν1(s))
θν0(s)− θν1(s)

θν1(s)

∂z0

∂η
(ϕ(s, 0))

∂φ1

∂η
(ϕ(s, 0))ds+O(ε

3
2 ).
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which implies〈
A0(A−1

ε − A−1
0 )(w, v); (φ1, φ2)

〉
= ε

∫ L

0

(θτ0(s)− θτ1(s))
∂z0

∂s
(ϕ(s, 0))

∂φ1

∂s
(ϕ(s, 0))ds

+ ε

∫ L

0

θν0(s)
θν0(s)− θν1(s)

θν1(s)

∂z0

∂η
(ϕ(s, 0))

∂φ1

∂η
(ϕ(s, 0))ds+O(ε

3
2 )

and concludes the proof.

5. Validation of the asymptotic formula

Our main goal in this section is to validate formally the asymptotic formula given in

Theorem 2.2. To this end, we propose the following expansion for the transmission eigen-

values:

λε =
∞∑
j=0

εjλj. (34)

To make the formal calculations, we need to separate the thin layer and scaled it with

respect to the thickness so that the first equation of (35) is posed on a domain independent

from ε. We therefore rewrite the transmission eigenvalue problem (1) in the following

equivalent form 

div(Θ1∇w+
ε ) + λεn1w

+
ε = 0 in Ωε,

div(Θ0∇w−ε ) + λεn0w
−
ε = 0 in Ω0

ε ,

∆vε + λεvε = 0 in Ω,

w+
ε = w−ε , Θ1

∂w+
ε

∂ν
= Θ0

∂w−ε
∂ν

on Γε,

w+
ε = vε on Γ,

Θ1
∂w+

ε

∂ν
=
∂vε
∂ν

on Γ.

(35)

Now we write the equation for w+
ε in the scaled domain and we solve for the asymptotic

expansion of w+
ε in terms of the boundary values on Γ. Setting ŵε(s, ξ) := w+

ε (ϕε(s, ξ)),

we have that

∆s,ξŵε + λεn1ŵε = 0 in G = [0, L[×]0, 1[, (36)

together with the boundary conditions ŵε(s, 0) = vε(xΓ(s)) s ∈ [0, L[,

θν1(s)
1

ε

∂ŵε
∂ξ

(s, 0) =
∂vε
∂ν

(xΓ(s)) s ∈ [0, L[.
(37)

We assume that

ŵε(s, ξ) =
∞∑
j=0

εjŵj(s, ξ), (s, ξ) ∈ G and vε(x) =
∞∑
j=0

εjvj(x), x ∈ Ω (38)
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for some functions ŵj defined on G and vj defined on Ω that are independent from ε.

Multiplying (36) by ε2(1 + εξκ)3, we obtain

∞∑
k=0

εkDkŵε = 0 (39)

where Dk, k = 0, ..., 5 are differential operators with the following expressions for the first

four terms:

D0 =
∂

∂ξ
(θν1

∂

∂ξ
),

D1 =3ξκ
∂

∂ξ
(θν1

∂

∂ξ
) + κθν1

∂

∂ξ
,

D2 =
∂

∂s
(θτ1

∂

∂s
) + 3ξ2κ2 ∂

∂ξ
(θν1

∂

∂ξ
) + 2ξκ2θν1

∂

∂ξ
) + λ0n1,

D3 =ξ3κ3 ∂

∂ξ
(θν1

∂

∂ξ
) + ξ2κ3θν1

∂

∂ξ
− ξ ∂κ

∂s
θν1
∂

∂s
+ ξκ

∂

∂s
(θτ1

∂

∂s
) + 3λ0n1ξκ+ λ1n1.

Inserting the expansion (38) in (39) and equating the terms of the same order in ε, we

obtain 
∂

∂ξ
(θν1

∂ŵj
∂ξ

) = −
5∑

k=1

Dkŵj−k in G,

ŵj(s, 0) = vj(xΓ(s)) s ∈ [0, L[,

θν1
∂ŵj
∂ξ

(s, 0) =
∂vj−1

∂ν
(xΓ(s)) s ∈ [0, L[.

(40)

These equations can be solved inductively to get the expressions of ŵj in terms of the

boundary values of vl, l ≤ j. One gets for j = 0, 1, 2

ŵ0(s, ξ) = v0(xΓ(s)),

ŵ1(s, ξ) =
1

θν1

∂v0

∂ν
(xΓ(s))ξ + v1(xΓ(s)), (41)

and

ŵ2(s, ξ) = − 1

2θν1

(
κ(s)θν0

∂w−0
∂ν

(xΓ(s)) +
∂

∂s
(θτ1

∂w−0
∂s

)(xΓ(s)) + λ0n1w
−
0 (xΓ(s))

)
ξ2

+
1

θν1

∂v1

∂ν
(xΓ(s))ξ + v2(xΓ(s)). (42)

Now we also postulate the following expansion for w−ε :

w−ε (x) =
∞∑
j=0

εjw−j (x), x ∈ Ω (43)
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with w−j : Ω→ R are functions independent of ε. Then (w−j , vj) satisfies
Θ0∆w−j + λ0n0w

−
j = −

j∑
l=1

λln0w
−
j−l dans Ω,

∆vj + λ0vj = −
j∑
l=1

λlvj−l dans Ω,

(44)

with the following continuity conditions at Γ

w̃−ε (s, ε) = ŵε(s, 1), θν0
∂w̃−ε
∂η

(s, ε) = θν1
1

ε

∂ŵε
∂ξ

(s, 1),

where w̃−ε is defined from w−ε using the local change of variables (18) in a neighborhood of

Γ. Using Taylor’s expansion we get

w̃−ε (s, ε) = w̃−ε (s, 0) + ε
∂w̃−ε
∂η

(s, 0) +
ε2

2

∂2w̃−ε
∂η2

(s, 0) + o(ε2) = ŵε(s, 1) (45)

and

∂w̃−ε
∂η

(s, ε) =
∂w̃−ε
∂η

(s, 0) + ε
∂2w̃−ε
∂η2

(s, 0) +
ε2

2

∂3w̃−ε
∂η3

(s, 0) + o(ε2) =
1

ε

∂ŵε
∂ξ

(s, 1). (46)

Injecting (38) and (43) into (45) and (46), we respectively obtain the following continuity

conditions on Γ,

w−0 (xΓ(s)) = ŵ0(s, 1),

w−1 (xΓ(s)) +
∂w−0
∂ν

(xΓ(s)) = ŵ1(s, 1), (47)

w−2 (xΓ(s)) +
∂w−1
∂ν

(xΓ(s)) +
1

2

∂2w−0
∂ν2

(xΓ(s)) = ŵ2(s, 1),

and

0 =
∂ŵ0

∂ξ
(s, 1),

θν0
∂w−0
∂ν

(xΓ(s)) = θν1
∂ŵ1

∂ξ
(s, 1), (48)

θν0

(∂w−1
∂ν

(xΓ(s)) +
∂2w−0
∂ν2

(xΓ(s))
)

= θν1
∂ŵ2

∂ξ
(s, 1).

System (44) coupled with the boundary conditions (48) and (47) provide an inductive

way to determine (w−j , vj). We obtain the set of equations satisfied by these terms after

substituting the expressions of ŵj(s, 1) given by (41),(42). We hereafter summarize the

set of equations obtained for (w−j , vj) and how to use them to get the expressions of λj,
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j = 0, 1. We first obtain that the couple (w−0 , v0) satisfies
Θ0∆w−0 + λ0n0w

−
0 = 0 in Ω,

∆v0 + λ0v0 = 0 in Ω,

w−0 − v0 = 0 on Γ,

Θ0
∂w−0
∂ν
− ∂v0

∂ν
= 0 on Γ,

(49)

with λ0 is a transmission eigenvalues. We then obtain that the couple (w−1 , v1) solves

Θ0∆w−1 + λ0n0w
−
1 = −λ1n0w

−
0 in Ω,

∆v1 + λ0v1 = −λ1v0 in Ω,

w−1 − v1 = (
θν0 − θν1
θν1

)
∂w−0
∂ν

on Γ,

Θ0
∂w−1
∂ν
− ∂v1

∂ν
= λ0(n0 − n1)w−0 +

∂

∂s
((θτ0 − θτ1)

∂w−0
∂s

) on Γ.

(50)

To calculate the value of λ1, we multiply the first equation with w−0 and the second equation

with v0, taking the difference then integrating by parts and using (49), we have that

λ1

∫
Ω

n0|w−0 |2 − |v0|2dx =

∫
Γ

λ0(n0 − n1)|w−0 |2dx−
∫

Γ

θν0
θν0 − θν1
θν1

|∂w
−
0

∂ν
|2ds(x)

−
∫

Γ

(θτ0 − θτ1)|∂w
−
0

∂s
|2ds(x), (51)

which coincides with the expression of λ1 given in Theorem (2.2) with n0 = n1.
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