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Abstract. We revisit the differential sampling method introduced in [13] for the identification
of a periodic domain and some local perturbation. We provide a theoretical justification of the
method that avoids assuming that the local perturbation is also periodic. Our theoretical framework
uses functional spaces with continuous dependence with respect to the Floquet-Bloch variable. The
corner stone of the analysis is the justification of the Generalized Linear Sampling Method in this
setting for a single Floquet-Bloch mode.

Introduction

We consider in this work the inverse scattering problem for the reconstruction of a local
perturbation in unknown periodic layers from near field measurements at fixed frequency. This
problem has connections with many practical applications, such as non-destructive testing of
photonic structures, antenna arrays... The presence of the perturbation does not allow us to reduce
the problem to one-period cell and makes the analysis more challenging. We would like to develop
so-called sampling methods to address the inverse problem of identifying the geometry of the
defect. For the non perturbed inverse periodic problem we refer to [1, 19, 14, 24] and references
therein. For the perturbed case, it is frequently assumed that the periodic background is known
a priori. We refer for those cases for instance to [4, 11, 18, 20, 23, 10]. However, for some
applications, this information is not available or cannot be obtained in an exact way. This is what
we would like to consider in this work. More specifically we would like to study the so-called
differential sampling indicator function introduced in [13]. For this algorithm only the periodicity



size of the background is assumed to be known a priori. Combining sampling methods for a
single Floquet-Bloch mode and the sampling method using the full measurement operator, one is
able to design an indicator function that separates the perturbation from the periodic background.
However, the analysis in [13] assumes that the defect is also periodic with a larger periodicity
(equals to an integer multiple of the background periodicity).

Our goal here is to revisit the theoretical foundations of this method and remove this technical
assumption on the defect. In order to do so, we analyze the scattering problem in spaces that
include continuity with respect to the Floquet-Bloch variable. This allows for instance to consider
the scattering problem at a fixed Floquet-Bloch mode. We first provide the theoretical justification
of the so-called Generalized Linear Sampling Method (GLSM) [3, 2] for quasi-periodic incident
waves. We remark that although a classical factorization of the near field operator can be obtained
in this case, we are not able to apply the abstract framework of the factorization method as
introduced in [16]. This is why for the GLSM method seems to be more adapted and this is
why the penalty term that we use in our theory is different from the one used in the literature
[3, 5]. For the justification of the method we assume that the local perturbation does not intersect
the periodic background. The case where this intersection is not empty requires the study of an
interior transmission problem that has a non standard structure similar to the one considered in [6].
For the sake of conciseness we leave this to future investigations.

The analysis of GLSM for quasi-periodic incident waves is by itself sufficient to derive an
indicator function in the spirit of the differential linear sampling method of [13]. The principle
consists in observing that we do not change the scattering problem if we redefine the periodicity of
the background as an integer multiple of the original periodicity. The differential indicator function
is build using a comparison of the GLSM indicator function when we use these different definitions
of the periodicity of the background. This method is introduced and analyzed in Section 4.

We also provide a justification of a GLSM method using the whole near field operator
associated with point sources. This method needs in particular a specific result related to the
denseness of a single layer operator in the space of solutions to the Helmholtz equation that have
continuous dependence with respect to the Floquet-Bloch variable. This is what mainly justifies
the consideration of the scattering problem in half plane with Dirichlet boundary condition at the
interface. Our analysis also assumes that the periodic index of refraction has a positive imaginary
part in at least some open domain of the periodic background. We believe that this assumption can
be removed using the analysis of the direct problem as in [17, 15]. Considering this case will be
subject of future work. For the numerical validation of the GLSM and the differential sampling
method we refer to [13, 21, 22].

The paper is organized as follows. Section 1 is dedicated to the introduction of the direct
problems (with point source incident waves or quasi-periodic point source incident waves). In
Section 2, we study the GLSM method for quasi-periodic incident waves. Section 3 is dedicated to
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the analysis of the GLSM for non quasi-periodic incident waves. In the last section we introduce
and analyze the differential indicator function for the defect.

1. Setting of the direct problem

In this section, we introduce the direct scattering problem for a locally perturbed two dimensional
periodic medium and the corresponding quasi-periodic problems.

1.1. The locally perturbed periodic scattering problem

Let U0 be the upper half-space R ˆ R` in R2. We set ΩR :“ R ˆ r0, Rs the domain delimited by
Γ0 :“ Rˆt0u and ΓR :“ RˆtRu, withR ą R0 ą 0 as shown in Figure 1. Let np P L8pU0q be the
refractive index with non negative imaginary part, 2π-periodic with respect to the first component
x1 such that np “ 1 outside a 2π periodic domain Dp included in ΩR.
We consider D :“ Dp Y D̃ where D̃ is a bounded domain included in ΩR

0 :“ r0, 2πs ˆ r0, Rs. We
assume that the complement of D in R2 is connected. Let n P L8pU0q be the perturbed refractive
index with non negative imaginary part verifying n “ np outside D̃.
Consider an incident field v P L2pDq, the direct scattering problem we are interested in can be
formulated as: seek a scattered field w P H2

locpΩ
Rq verifying

pPq

$

’

’

’

’

&

’

’

’

’

%

∆w ` k2nw “ k2p1´ nqv in ΩR,

w “ 0 on Γ0,

Bw
Bx2
p¨, Rq “ TRpw|ΓRq on ΓR,

where TR : H1{2pΓRq ÝÑ H´1{2pΓRq is exterior Dirichlet-to-Neumann map defined by

TRpϕq “
i

?
2π

ż

R

a

k2 ´ |ξ|2eix1¨ξ
pϕpξqdξ, (1)

with pϕ is the Fourier transform defined as pϕpξq “ 1?
2π

ş

R e
´iξx1ϕpx1, Rqdx1 for L1 functions on

ΓR.

Assumption 1.1. Assume that in addition to the assumptions above, the set t=mpnpq ą 0u

contains a non empty open set O and =mpn´ npq ě 0.

Under this assumption the above stated direct scattering problem has been studied in [18] and
we hereafter state the main theorem.

Theorem 1.2. If assumption 1.1 holds then there exists a unique solution w P H2
locpΩ

RqXH1pΩRq

satisfying pPq and continuously depend on v P L2pDq.
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Remark 1.3. Given the solution w to problem pPq we extend w for |x2| ě R by

wpxq “
1
?

2π

ż

R
eix¨ξ`i

?
k2´|ξ|2px2´Rq

pwpξ, Rqdξ, for x2 ą R. (2)

This provides the solution satisfying

∆w ` k2nw “ k2
p1´ nqv in U0. (3)

The scattering problem pPq can be equivalently formulated as (2)-(3) and the boundary conditions
on Γ0.

Let Φp¨, yq be the fundamental solution of the homogeneous problem associated with pPq given
by

Φp¨, yq :“
i

4

”

H
p1q
0 pk| ¨ ´y|q ´H

p1q
0 pk| ¨ ´y1|q

ı

, (4)

where y :“ py1, y2q, y1 :“ py1,´y2q and y2 ą 0.

Theorem 1.4. For v P L2pDq, the solution w P H2
locpΩ

Rq of problem pPq can be represented as

wpxq “ k2

ż

D

Φpx, yqpn´ 1qpw ` vqpyqdy. (5)

Proof. Consider N P N sufficiently large and let DN :“ pr´N,N s ˆ R`q X D. Let us define a
cut-off function χN P C8pU0q such that χNpyq “ 1 for y P DN and χNpyq “ 0 for y R DN`1 and
χNpyq only depends on y1. We set

wN :“ k2

ż

D

Φpx, yqpn´ 1qpw ` vqχNpyqdy for x P U0,

with w P H2
locpΩ

Rq being the solution of pPq. Using the properties of the volume potentials [8] we
deduce that wN P H2

locpΩ
Rq satisfies

$

’

’

’

’

&

’

’

’

’

%

∆wN ` k
2wN “ k2p1´ nqpw ` vqχNpyq in ΩR,

wN “ 0 on Γ0,

BwN
Bx2
p¨, Rq “ TRpwN |ΓRq on ΓR.

(6)

We set uN :“ w ´ wN , then uN P H2
locpΩ

Rq satisfies (6) with the right hand side of the first
equation is replaced by k2p1´ nqpw ` vqp1´ χNqpyq. Since p1´ nqpw ` vq P L2pΩRq, then

k2
p1´ nqpw ` vqp1´ χNq ÝÑ

NÑ8
0 in L2

pΩR
q.
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Hence lim
NÑ8

uN “ 0 in H2
locpΩ

Rq. On the other hand, since pn ´ 1qpw ` vqpyq P L2pΩRq and

Φp¨, yq P L2pΩRq[9], then we have

lim
NÑ8

wNpxq “ k2

ż

D

Φpx, yqpn´ 1qpw ` vqpyqdy,

almost everywhere in ΩR by Lebesgue’s dominated convergence theorem. Thereforew P H2
locpΩ

Rq

satisfies (5) by the uniqueness of the limit.

For the study of the inverse problem we shall consider quasi-periodic solutions obtained by
applying the Floquet-Bloch transform to the solution of pPq. We will need to restrict the set of
admissible solutions to those with some continuity property with respect to the Floquet-Bloch
variable. This is the subject of the following subsection.

Figure 1. Sketch of the domain

1.2. The quasi-periodic scattering problem

A function u is called ξ-quasi-periodic with period 2π for some ξ P R if it verifies

upx1 ` 2πj, x2q “ ei2πξ¨jupx1, x2q for all j P Z, (7)

and px1, x2q P R2. In the sequel we shall skip indicating the periodicity length 2π since it is kept
fixed and periodicity or quasi-periodicity only apply to the first variable x1.
In the following we denote by L2

ξpΩ
Rq the set of ξ-quasi periodic functions in L2

locpΩ
Rq and by

Hm
ξ pΩ

Rq the set of ξ-quasi periodic functions in Hm
locpΩ

Rq. For m ě 1 we denote by Ȟm
ξ pΩ

Rq

the subspace of functions in Hm
ξ pΩ

Rq that vanish on Γ0. We define H1
ξ pΩ

R
0 q as the restriction

to ΩR
0 of functions in H1

ξ pΩ
Rq. In order to avoid notation confusion we denote by H1

7 pΩ
R
0 q the

space H1
ξ pΩ

R
0 q for ξ “ 0. We finally define Hs

ξ pΓ
R
0 q to be the restriction to ΓR0 of ξ-quasi periodic

functions in Hs
locpΓ

Rq.

5



Let ξ P I :“ r0, 1s and ΓR0 :“ r0, 2πs ˆ tRu. Consider an incident field vξ P L2
ξpΩ

Rq, the quasi-
periodic direct scattering problem is formulated as: seek a scattered field wξ P H1

ξ pΩ
Rq verifying

$

’

’

’

’

&

’

’

’

’

%

∆wξ ` k
2npwξ “ ´k

2pnp ´ 1qvξ in ΩR,

wξ “ 0 on Γ0,

Bwξ
Bx2
p¨, Rq “ TRξ pwξ|ΓR0 q on ΓR0 ,

(8)

where TRξ : H
1{2
ξ pΓR0 q ÝÑ H

´1{2
ξ pΓR0 q is the exterior quasi-periodic Dirichlet-to-Neumann map

defined by
TRξ pϕqpx1q “ i

ÿ

jPZ

βξpjqϕ̂ξpjqe
iαξpjq¨x1 , (9)

where
αξpjq :“ ξ ` j, βξpjq :“

a

k2 ´ |ξ ` j|2, =mpβξpjqq ě 0, for j P Z,

and pϕξpjq is the j-th Fourier coefficient of e´iξx1ϕpx1, Rq defined as pϕξpjq :“
1

2π

ş2π

0
e´iαξpjqx1ϕpx1, Rqdx1. For the norm in Hs

ξ pΓ
R
0 q we shall use the following definition

‖ϕ‖2
Hs
ξ pΓ

R
0 q
“

ÿ

jPZ

p1` j2
q
s
|ϕ̂ξpjq|

2.

Multiplying the first equation of (8) with ψξ P Ȟ1
ξ pΩ

R
0 q, integrating by parts and using the boundary

conditions and the quasi periodicity we obtain the variational formulation given as
ż

ΩR0

`

∇wξ ¨∇ψξ ´ k2npwξψξ
˘

dx´
〈
TRξ wξ, ψξ

〉
ΓR0
“ k2

ż

ΩR0

pnp ´ 1qvξψξ, @ ψξ P Ȟ
1
ξ pΩ

R
0 q.

(10)
where the notation 〈¨, ¨〉ΓR0

refers to the H´1{2pΓR0 q ´ H1{2pΓR0 q duality product. Using the Riesz
representation theorem we can define the operator Aξ : Ȟ1

ξ pΩ
R
0 q ÝÑ Ȟ1

ξ pΩ
R
0 q such that

pAξwξ, vξqH1
ξ pΩ

R
0 q

:“

ż

ΩR0

`

∇wξ ¨∇ψξ ´ k2npwξψξ
˘

dx´
〈
TRξ wξ, ψξ

〉
ΓR0

@ ψξ, wξ P Ȟ
1
ξ pΩ

R
0 q.

Theorem 1.5. Assume that t=mpnpq ą 0u in a non empty open set of ΩR
0 , then problem (8) is well

posed. Moreover, ‖A´1
ξ ‖ ď c with c is a constant independent of ξ.

Remark 1.6. Given the solution wξ to problem p8q we extend wξ for |x2| ě R by

wξpxq :“
ÿ

jPZ

{pwξ|ΓR0 qpjqe
iαξpjq¨x1`iβξpjqpx2´Rq for x2 ą R. (11)

This provides the solution satisfying

∆wξ ` k
2npwξ “ k2

p1´ npqvξ in U0. (12)

The scattering problem p8q can be equivalently formulated as (11)-(12) and the boundary
conditions on Γ0.
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Defining now for φ P C80 pU
0q the one dimensional Floquet-Bloch transform as the following

J φpξ, x1, x2q “
ÿ

jPZ

φpx1 ` 2πj, x2qe
´i2πξ¨j, ξ P I, px1, x2q P U

0. (13)

Recall that the Floquet-Bloch transform is an isomorphism between HspΩRq (respectively
HspΓRq) and L2pI,Hs

ξ pΩ
R
0 qq (respectively L2pI,Hs

ξ pΓ
R
0 qq). Then, for 0 ď α ă 1, we denote

by
C0,α
7 pI,Hs

ξ pΩ
R
0 qq :“ tϕ P L2

pI,Hs
ξ pΩ

R
0 qq; e

´iξ¨x1ϕ P C0,α
7 pI,Hs

7 pΩ
R
0 qqu,

the space of periodic and α Hölderian functions on I with values in Hs
ξ pΩ

R
0 q. The norm of

ϕ P C0,α
7 pI,Hs

7 pΩ
R
0 qq is defined as

sup
ξPI

‖ϕpξ, ¨q‖HspΩR0 q
` sup

ξ1‰ξ2PI

ˆ‖ϕ̃pξ1, ¨q ´ ϕ̃pξ2, ¨q‖HspΩR0 q

|ξ1 ´ ξ2|
α

˙

,

with ϕ̃ :“ e´iξ¨x1ϕ. We then set

H̃s,α
pΩR

q :“
 

u P Hs
pΩR

q{J u P C0,α
7 pI,Hs

ξ pΩ
R
0 qq

(

, (14)

H̃s,α
pΓRq :“

 

u P Hs
pΓRq{J u P C0,α

7 pI,Hs
ξ pΓ

R
0 qq

(

. (15)

Then we have the following theorem complementing the result of Theorem 1.5.

Theorem 1.7. Assume that hypothesis of Theorem 1.5 holds and consider v P L̃2,αpΩRq for 0 ď

α ă 1. Let wξ P H1
ξ pΩ

R
0 q be the solution of (8) with vξ “ pJ vqpξ, ¨q. Then w “ J ´1wξ :“

ş

I
wξdξ

belongs to H̃1,α̃pΩRq with α̃ “ minpα, 1
2
q and

‖w‖H̃1,αpΩRq ď c‖v‖L̃2,αpDpq

with c independent from v.

Proof. Set w̃ξ :“ e´iξ¨x1wξ and v̌ξ “ ´k2pnp ´ 1qvξ. Then we have w̃ξ P H1
7 pΩ

R
0 q and verifies

∆w̃ξ “ e´iξ¨x1 v̌ξ ´ 2iξ
Bw̃ξ
Bx1

` ξ2w̃ξ ´ k
2npw̃ξ in ΩR.

Let ξ1, ξ2 P I , and set e :“ eiξ1¨x1pw̃ξ1 ´ w̃ξ2q. Then e P H1
ξ1
pΩR

0 q and

∆e` k2npe “ Lξ1,ξ2 in ΩR, (16)

with

Lξ1,ξ2 :“ eiξ1¨x1

„

pe´iξ1¨x1 ´ e´iξ2x1qvξ1 ` e
´iξ2¨x1pv̌ξ1 ´ v̌ξ2q ´ 2ipξ1 ´ ξ2q

Bw̃ξ2
Bx1

` pξ2
1 ´ ξ

2
2qw̃ξ2



.
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By the Cauchy-Schwartz inequality and v̌ P L2,αpΩR
0 q we get the existence of a constant c ą 0

independent from ξ1 and ξ2 such that

‖Lξ1,ξ2‖L2pΩR0 q
ď c|ξ1 ´ ξ2|

α
´

‖v‖L̃2,αpDpq ` ‖wξ2‖H1pΩR0 q

¯

. (17)

On the other hand, using the third equation in (8) we have on ΓR

Be

Bx2

“ TRξ1pwξ1q ´ e
ipξ1´ξ2qx1TRξ2pwξ2q “ TRξ1peq ` i

ÿ

jPZ

pβξ1pjq ´ βξ2pjqq pwξ2pjqe
iαξ1 pjq. (18)

The variational formulation of (16)-(18) can be written as
ż

ΩR0

`

∇e ¨∇ψ̄ ´ k2npeψ̄
˘

´
〈
TRξ1e, ψ

〉
ΓR0
“

ż

ΩR0

Lξ1,ξ2ψ̄dx´ 〈gξ1,ξ2 , ψ〉ΓR0
, @ ψ P Ȟ1

ξ1
pΩR

0 q,

(19)
with gξ1,ξ2 :“

ř

jPZ
pβξ1pjq ´ βξ2pjqq pwξ2pjqe

iαξ1 pjq. Using the definition of H´1{2pΓR0 q norm in terms

of Fourier coefficients we get

‖gξ1,ξ2px1q‖2

H
´1{2
ξ1

pΓR0 q
“

ÿ

jPZ

p1` |j|2q1{2| pwξ2pjq|
2C2

ξ1,ξ2
pjq,

with Cξ1,ξ2pjq :“
|βξ1 pjq´βξ2 pjq|

p1`|j|2q1{2
. For j P Z˚:“ Zzt0u such that βξ1pjq “ 0, i.e k2 “ |ξ1 ` j|

2

Cξ1,ξ2pjq “
||j ` ξ1|

2 ´ |j ` ξ2|
2|1{2

p1` |j|2q1{2
ď pk ` 3q1{2|ξ1 ´ ξ2|

1{2,

since |j| ď |j ` ξ1| ` |ξ1| ď k ` 1. For the case j “ 0, if pk2 ´ ξ2
2qpk

2 ´ ξ2
1q ď 0

Cξ1,ξ2p0q “ |
b

k2 ´ ξ2
2 ´ i

b

ξ2
1 ´ k

2| “ |ξ2
1 ´ ξ

2
2 |

1{2
ď 2|ξ1 ´ ξ2|

1{2,

while if pk2 ´ ξ2
2qpk

2 ´ ξ2
1q ą 0

Cξ1,ξ2p0q “
|ξ2

1 ´ ξ
2
2 |

|
a

k2 ´ ξ2
2 `

a

k2 ´ ξ2
1 |

1{2
ď
?

2|ξ1 ´ ξ2|
1{2.

Finally for the case where k2 ‰ |ξ1 ` j|
2 and j ‰ 0 we write

Cξ1,ξ2pjq “
||ξ2 ` j|

2 ´ |ξ1 ` j|
2|

p1` |j|2q1{2|
a

k2 ´ |ξ1 ` j|2 `
a

k2 ´ |ξ2 ` j|2|
.

Since |βξ1pjq| ą 0, then there exists δ ą 0 independent of j such that |βξ1pjq ` βξ2pjq| ě δ,
therefore

sup
jPZ˚,k2‰|ξ1`j|2

Cξ1,ξ2pjq ď sup
jPZ˚,k2‰|ξ1`j|2

|ξ2 ´ ξ1||ξ2 ` ξ1 ` 2j|

|j|δ
ď

4

δ
|ξ2 ´ ξ1|.

8



Summarizing, there exist a constant β independent from j, ξ1 and ξ2 such that

sup
jPZ

Cξ1,ξ2pjq ď β|ξ2 ´ ξ1|
1{2.

Consequently
‖gξ1,ξ2‖2

H
´1{2
ξ1

pΓR0 q
ď β2

|ξ1 ´ ξ2|‖wξ2‖2

H
1{2
ξ2
pΓR0 q

. (20)

We observe that

‖wξ2‖H1{2
ξ2
pΓR0 q

ď c‖e´iξ2¨x1wξ2‖H1
7
pΩR0 q

ď 2c‖wξ2‖H1pΩR0 q
,

with c being the continuity constant of the trace operator on H1
7 pΩ

R
0 q. From Theorem 1.5 we have

that
‖wξ2‖H1pΩR0 q

ď c̃‖vξ2‖L2pΩR0 q
ď ‖v‖L̃2,αpDpq, (21)

where c̃ is independent of ξ2. Applying Theorem 1.5 to the variational formulation (19) proves,
using (17), (20) and (21), the existence of a constant c independent of ξ1 and ξ2 such that

‖e‖H1pΩR0 q
ď c|ξ1 ´ ξ2|

α̃‖v‖L̃2,αpDpq,

which ends the proof.

Theorem 1.8. Assume that hypothesis 1.1 holds and that v P L̃2,αpΩRq for 0 ď α ă 1. Then the
solution w P H2

locpΩ
Rq of problem pPq belongs to H̃1,αpΩRq and

‖w‖H̃1,αpΩRq ď cp‖v‖L̃2,αpDpq ` ‖v‖L2pD̃qq,

with c independent from v.

Proof. Let wξ :“ pJwqpξ, ¨q. Since the support of n ´ np is included in ΩR
0 , then we have

wξ P H
1
ξ pΩ

Rq and satisfies
$

’

’

’

’

&

’

’

’

’

%

∆wξ ` k
2npwξ “ ´k

2pnp ´ 1qvξ ´ k
2Rξppn´ npqpw ` vqq in ΩR,

wξ “ 0 on Γ0,

Bwξ
Bx2
p¨, Rq “ TRξ pwξ|ΓR0 q on ΓR0 ,

with vξ :“ pJ vqpξ, ¨q and Rξpϕq for a function ϕ compactly supported in ΩR
0 denotes the extension

by ξ-quasi periodicity of ϕ to all of ΩR. Indeed Rξpϕq “ J pϕχΩR0
q where χΩR0

indicates the
indicator function of the domain ΩR

0 . We decompose wξ as

wξ “ wpξ ` w̃ξ,

9



with wpξ being the solution of (8) and w̌ξ :“ wξ ´ w
p
ξ satisfying

$

’

’

’

’

&

’

’

’

’

%

∆w̌ξ ` k
2npw̌ξ “ ´k

2Rξppn´ npqpw ` vqq in ΩR,

w̌ξ “ 0 on Γ0,

Bw̌ξ
Bx2
p¨, Rq “ TRξ pw̌ξ|ΓR0 q on ΓR0 .

Denoting by wp :“ J ´1wpξ . From Theorem 1.7 we have that wp P H̃1,α̃pΩRq. Moreover, since
Rξppn ´ npqpw ` vqq P C0,α

7 pI, L2
ξpΩ

R
0 qq, then using Theorem 1.7 we deduce that w̌ :“ J ´1w̌ξ P

H̃1,α̃pΩRq and then w “ wp ` w̌ P H̃1,α̃pΩRq. The estimate follows also from application of
Theorem 1.7.

For the sake of studying the inverse problem, for fixed ξ0 P I , we consider vξ0 P L
2
ξ0
pDq, where

L2
ξ0
pDq :“ tv P L2

locpDq{ v|Dp P L
2
ξ0
pDp

qu,

where L2
ξ0
pDpq denotes the set of ξ0 quasi-periodic functions that are in L2

locpD
pq. We would like

to define a solution wξ0 to problem pPq associated with v “ vξ0 . Indeed, since vξ0 R L
2pDq, the

solution can not be defined as in Theorem 1.2. We rather define the solution in this case as

wξ0 :“ wpξ0 ` w̃ξ0 , (22)

with wpξ0 P H
1
ξ0
pΩR

0 q verifying
$

’

’

’

’

&

’

’

’

’

%

∆wpξ0 ` k
2npw

p
ξ0
“ k2p1´ npqvξ0 in ΩR,

wpξ0 “ 0 on ΓR0 ,

Bwpξ0
Bx2
p¨, Rq “ TRξ pw

p
ξ0
|ΓR0
q on ΓR0 ,

(23)

and w̃ξ0 P H̃
1pΩRq satisfying

$

’

’

’

’

&

’

’

’

’

%

∆w̃ξ0 ` k
2nw̃ξ0 “ k2pnp ´ nqpvξ0 ` w

p
ξ0
q in ΩR,

w̃ξ0 “ 0 on Γ0,

Bw̃ξ0
Bx2
p¨, Rq “ TRpw̃ξ0 |ΓRq on ΓR.

(24)

The solutions of (23) and (24) are respectively defined by Theorems 1.5 and 1.8. Multiplying the
first equation of (24) with ψ P H̃1pΩRq, integrating by parts and using the boundary conditions we
obtain the variational formulation given as

ż

ΩR

`

∇w̃ξ0 ¨∇ψ ´ k2nw̃ξ0ψ
˘

dx´
〈
TRw̃ξ0 , ψ

〉
ΓR
“ k2

ż

ΩR
pn´ npqpvξ0 ` w

p
ξ0
qψ, @ ψ P H̃1

pΩR
q,

(25)
where the notation 〈¨, ¨〉ΓR refers to the H´1{2pΓRq ´H1{2pΓRq duality product.
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Remark 1.9. Let v P L̃2pΩRq and set vξ “ J pvqpξ, ¨q. We define wpξ P H
1
ξ pΩ

R
0 q verifying (23)

and w̃ξ P H̃1pΩRq the solution of (24). Then wp :“
ş

I
wpξdξ is solution to pPq with n “ np and

w̃ :“
ş

I
w̃ξdξ P H̃

1pΩRq is solution of
$

’

’

’

’

&

’

’

’

’

%

∆w̃ ` k2npw̃ “ k2pnp ´ nqpw
p ` v ` w̃q in ΩR,

w̃ “ 0 on Γ0,

Bw̃
Bx2
p¨, Rq “ TRpw̃|ΓRq on ΓR.

(26)

Consequently w̃ ` wp P H̃1pΩRq and is the solution of problem pPq.

2. The inverse problem for quasi-periodic incident fields

2.1. Setting for the inverse problem

Consider ξ0 P I fixed, and let Φξ0px, yq :“ pJΦp¨, yqqpξ0, xq be the ξ0-quasi-periodic Green
function having the following expression [20]

Φξ0px, yq :“
i

4π

ÿ

jPZ

eiαξ0 pjqpx1´y1qθξ0pj, x2, y2q, y2 ă x2, (27)

with

θξ0pj, x2, y2q :“ eiβξ0 pjqx2

„

e´iβξ0 pjqy2 ´ eiβξ0 pjqy2

βξ0pjq



. (28)

Let y P ΓR0 . We define usξ0p¨, yq “ wξ0 given by p22q with vξ0 “ Φξ0py, ¨q P L
2
ξ0
pDq. From (22) we

decompose usξ0p¨, yq “ us,pξ0 p¨, yq`ũ
s
ξ0
p¨, yqwith us,pξ0 p¨, yq “ wpξ0 solution of (23) and ũsξ0p¨, yq “ w̃ξ0

solution of (24). We introduce the ξ0-quasi periodic near field operatorNξ0 : L2
ξ0
pΓRq ÝÑ L2

ξ0
pΓRq

as
Nξ0gξ0pxq :“

ż

ΓR0

gξ0pyqu
s,p
ξ0
px, yqdspyq `

ż

ΓR0

gξ0pyqJ pũsξ0p¨, yqqpξ0, xqdspyq. (29)

Define Sξ0 : L2
ξ0
pΓRq ÝÑ L2

ξ0
pDq as

Sξ0gξ0pxq :“

ż

ΓR0

gξ0pyqΦξ0py, xqdspyq. (30)

Then, obviously the operator Nξ0 can be decomposed as

Nξ0 “ Gξ0pSξ0q, (31)

where Gξ0 : L2
ξ0
pDq ÝÑ L2

ξ0
pΓRq is the operator defined by

Gξ0pvξ0q “ pw
p
ξ0
` w̃pξ0q|ΓR0 , (32)
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with wpξ0 being the solution of (23) and w̃pξ0 “ J pw̃ξ0qpξ0, ¨q with w̃ξ0 is the solution of (24). We
observe that w̃pξ0 P H

1
ξ0
pΩR

0 q and verifies
$

’

’

’

’

&

’

’

’

’

%

∆w̃pξ0 ` k
2npw̃

p
ξ0
“ k2pnp ´ nqpw

p
ξ0
` vξ0 ` w̃ξ0q in ΩR,

w̃pξ0 “ 0 on ΓR0 ,

Bw̃pξ0
Bx2
p¨, Rq “ TRξ pw̃

p
ξ0
|ΓR0
q on ΓR0 .

(33)

Multiplying the first equation of (33) with ψξ0 P Ȟ1
ξ0
pΩR

0 q, integrating by parts and using the
boundary conditions we obtain the variational formulation given as
ż

ΩR0

`

∇w̃pξ0 ¨∇ψξ0 ´ k
2npw̃

p
ξ0
ψξ0

˘

dx´
〈
TRξ0w̃

p
ξ0
, ψξ0

〉
ΓR0
“ k2

ż

ΩR0

pn´ npqpw
p
ξ0
` vξ0 ` w̃ξ0qψξ0 ,

(34)
for all ψξ0 P Ȟ

1
ξ0
pΩR

0 q. For later use we decompose Nξ0 “ Np
ξ0
` Ñp

ξ0
where Np

ξ0
: L2

ξ0
pΓRq ÝÑ

L2
ξ0
pΓRq and Ñp

ξ0
: L2

ξ0
pΓRq ÝÑ L2

ξ0
pΓRq are respectively defined as

Np
ξ0
gξ0pxq :“

ż

ΓR0

gξ0pyqu
s,p
ξ0
px, yqdspyq, Ñp

ξ0
gξ0pxq :“

ż

ΓR0

gξ0pyqJ pũsξ0p¨, yqqpξ0, xqdspyq. (35)

Lemma 2.1. The operators Np
ξ0

and Ñp
ξ0

can be respectively factorized as

Np
ξ0
“ S˚ξ0T

p
ξ0
Sξ0 and Ñp

ξ0
“ S˚ξ0T̃

p
ξ0
Sξ0 , (36)

with T pξ0 : L2
ξ0
pDpq ÝÑ L2

ξ0
pDpq and T̃ pξ0 : L2

ξ0
pDq ÝÑ L2

ξ0
pDq are respectively defined by

T pξ0vξ0 “ k2
p1´ npqpvξ0 ` w

p
ξ0
q, (37)

T̃ pξ0vξ0 “ k2
p1´ npqw̃

p
ξ0
` k2

pnp ´ nqpw
p
ξ0
` vξ0 ` w̃ξ0q, (38)

where wpξ0 being the solution of (23) and w̃pξ0 “ J pw̃ξ0qpξ0, ¨q with w̃ξ0 is the solution of (24).

Proof. The proof of (36) is classical and we here outline the main steps. The solution wpξ0 of (23)
with vξ0 “ Sξ0gξ0 can be represented as [12]

wpξ0pxq “

ż

Dp0

k2Φξ0px, yqp1´ npqpw
p
ξ0
` Sξ0gξ0qpyqdy for x P ΩR

0 .

Then

pNp
ξ0
gξ0 , g̃ξ0qL2pΓR0 q

“

ż

Dp0

k2
p1´ npqpw

p
ξ0
` Sξ0gξ0qpyq

ż

ΓR0

Φξ0px, yqg̃ξ0pxqdspxqdy,

“

ż

Dp0

k2
p1´ npqpw

p
ξ0
` Sξ0gξ0qpyqSξ0 g̃ξ0pyqdy,

12



“ pT pξ0Sξ0gξ0 , Sξ0 g̃ξ0qL2pDp0q
,

which proves the first of factorization in (36).
The second factorization is obtained in the same way based on the fact that wpξ0 solution of (33)
can be represented as

w̃pξ0 “

ż

Dp0

k2Φξ0p¨, yqp1´ npqw̃
p
ξ0
pyqdy `

ż

D̃

k2Φξ0p¨, yqpnp ´ nqpw
p
ξ0
` Sξ0gξ0 ` w̃ξ0qdy.

From Lemma 2.1 we conclude the following factorization

Nξ0 “ S˚ξ0Tξ0Sξ0

with Tξ0 : L2
ξ0
pDq ÝÑ L2

ξ0
pDq is defined by Tξ0pvξ0q “ T pξ0pvξ0 |Dpq ` T̃

p
ξ0
pvξ0q or equivalently

Tξ0vξ0 “ k2
p1´ npqpw

p
ξ0
` vξ0 ` w̃

p
ξ0
q ` k2

pnp ´ nqpw
p
ξ0
` vξ0 ` w̃ξ0q. (39)

2.2. Some properties of the operators defined in the previous section

In order to study the inverse problem we need to prove some properties of the operators defined in
the previous sections.

Lemma 2.2. The operator Sξ0 : L2
ξ0
pΓRq ÝÑ L2

ξ0
pDq is injective. The closure of its range is

H inc
ξ0
pDq :“ tv P L2

ξ0
pDq, ∆v ` k2v “ 0 in Du. (40)

Proof. Let gξ0 P L
2
ξ0
pΓRq such that Sξ0gξ0 “ 0 in D0, where D0 :“ ΩR

0 X D. Using the unique
continuation principle we obtain Sξ0gξ0 “ 0 in ΩR

0 . Let UR :“ R ˆ rR,8r. Using the continuity
and regularity of single layer potentials we have that Sξ0 P H

2
locpU

Rq, is ξ0-quasi periodic, verifies
$

’

&

’

%

∆Sξ0gξ0 ` k
2Sξ0gξ0 “ 0 in UR,

Sξ0gξ0 “ 0 on ΓR,
(41)

and the upper going radiation condition (11) with ΓR replaced by ΓR
1 withR1 ą R. The uniqueness

for this Dirichlet quasi-periodic scattering problem [18] implies that Sξ0gξ0 “ 0 in UR. Therefore,
using the jump relations for the normal derivative of Sξ0 we obtain gξ0 “ 0 which proves the
injectivety of Sξ0 .
Let S˚ξ0 : L2

ξ0
pDq ÝÑ L2

ξ0
pΓRq be the adjoint of Sξ0 given by

S˚ξ0vξ0pyq :“

ż

D0

Φξ0py, xqvξ0pxqdx.

13



Let vξ0 P H
inc
ξ0
pDq, we set

wξ0 :“

ż

D0

Φξ0p¨, xqvξ0pxqdx.

Using the properties of the volume potential we deduce that wξ0 P H
2
ξ0
pΩRq satisfies

$

’

’

’

’

&

’

’

’

’

%

∆wξ0 ` k
2wξ0 “ ´vξ0 in D0,

∆wξ0 ` k
2wξ0 “ 0 in ΩR

0 zD0,

Bwξ0
Bx2
p¨, Rq “ TRξ pwξ0 |ΓR0 q on ΓR0 .

(42)

Assume that wξ0 “ 0 on ΓR0 . Then wξ0 vanishes in UR. Using the unique continuation principle we
obtain that wξ0 “ 0 in ΩR

0 zD0. We then have wξ0 P H
2
0 pD0q. Therefore, since ∆vξ0 ` k

2vξ0 “ 0 in
D,

0 “

ż

D0

vξ0pyqp∆wξ0 ` k
2wξ0qpyqdy “ ´‖vξ0‖2

L2pD0q
. (43)

This proves that vξ0 “ 0 and Sξ0 has a dense range in H inc
ξ0
pDq.

For the analysis below we need to assume the well posedness of the following two Interior
Transmission Problems (ITP).
(ITP1): Seek pu, vq P L2

ξ0
pDpq ˆ L2

ξ0
pDpq such that pu´ vq P H2

ξ0
pDpq satisfying

$

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

%

∆u` k2npu “ 0 in Dp
0,

∆v ` k2v “ 0 in Dp
0,

u´ v “ ϕ on BDp
0,

Bpu´vq
Bν

“ ψ on BDp
0,

(44)

for given pϕ, ψq P H
3{2
ξ0
pBDpq ˆ H

1{2
ξ0
pBDpq. The spaces Hm

ξ0
pDpq and Hs

ξ0
pDpq are defined

similarly to Hm
ξ0
pΩRq and Hs

ξ0
pΓRq.

(ITP2): Seek pu, vq P L2pD̃q ˆ L2pD̃q such that pu´ vq P H2pD̃q satisfying
$

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

%

∆u` k2nu “ 0 in D̃,

∆v ` k2v “ 0 in D̃,

u´ v “ ϕ on BD̃,

Bpu´vq
Bν

“ ψ on BD̃,

(45)

for given pϕ, ψq P H3{2pBD̃q ˆH1{2pBD̃q.
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Assumption 2.3. Assume that k, np are such as the (ITP1) is well posed.

Assumption 2.4. Assume that k, np and n are such that (ITP2) is well posed.

Moreover, we need first to prove the following Lemma

Lemma 2.5. For all v1
ξ0
, v2
ξ0
P L2

ξ0
pDq we have

pTξ0v
1
ξ0
, v2
ξ0
qL2pD0q “ pTξ0v

2
ξ0
, v1
ξ0
qL2pD0q. (46)

Proof. For i “ 1, 2, consider wp,iξ0 P Ȟ
1
ξ0
pΩR

0 q solution of (10) with ξ “ ξ0 and vξ “ viξ0 . Define
w̃p,iξ0 :“ J pw̃iξ0qpξ0, ¨q where w̃iξ0 P H̃

1pΩRq satisfies (24) with vξ0 “ viξ0 . We set

wiξ0 :“ wp,iξ0 ` w̃
p,i
ξ0

which verifies
ż

ΩR0

`

∇wiξ0 ¨∇ψξ0 ´ k
2npw

i
ξ0
ψξ0

˘

dx´
〈
TRξ w

i
ξ0
, ψξ0

〉
ΓR0
“ ´Liξ0pψξ0q (47)

for all ψξ0 P Ȟ
1
ξ0
pΩR

0 q with

Liξ0pψξ0q :“

ż

Dp0

k2
p1´ npqv

i
ξ0
ψξ0dy ` k

2

ż

ΩR0

pnp ´ nqpw
p,i
ξ0
` viξ0 ` w̃

i
ξ0
qψξ0 .

Taking ψξ0 “ w2
ξ0

and ψξ0 “ w1
ξ0

respectively in the variational formulation (47) satisfied by w1
ξ0

and w2
ξ0

we obtain by taking the difference〈
TRξ0w

1
ξ0
, w2

ξ0

〉
ΓR0

´

〈
TRξ0w

2
ξ0
, w1

ξ0

〉
ΓR0

“

ż

Dp0

k2
p1´ npqv

1
ξ0
w2
ξ0
dy `

ż

D̃

k2
pnp ´ nqpw

p,1
ξ0
` w̃1

ξ0
` v1

ξ0
qw2

ξ0
dy

´

ż

Dp0

k2
p1´ npqv

2
ξ0
w1
ξ0
dy ´

ż

D̃

k2
pnp ´ nqpw

p,2
ξ0
` w̃2

ξ0
` v2

ξ0
qw1

ξ0
dy.

Since TRξ0 is symmetric, the left hand side in the previous equality vanishes and therefore
ż

Dp0

k2
p1´ npqv

2
ξ0
pwp,1ξ0 ` w̃

p,1
ξ0
` v1

ξ0
qdy “

ż

Dp0

k2
p1´ npqv

1
ξ0
pwp,2ξ0 ` w̃

p,2
ξ0
` v2

ξ0
qdy (48)

`

ż

D̃

k2
pnp ´ nqpw

p,1
ξ0
` w̃1

ξ0
` v1

ξ0
qpwp,2ξ0 ` w̃

p,2
ξ0
qdy ´

ż

D̃

k2
pnp ´ nqpw

p,2
ξ0
` w̃2

ξ0
` v2

ξ0
qpwp,1ξ0 ` w̃

p,1
ξ0
qdy.

On the other hand, taking ψξ0 “ w̃p,2ξ0 and ψξ0 “ w̃p,1ξ0 respectively in the variational formulations
(34) satisfied by w̃p,1ξ0 and w̃p,2ξ0 we obtain by taking the difference and the symmetry of TRξ0

ż

D̃

k2
pnp ´ nqpw

p,1
ξ0
` v1

ξ0
` w̃1

ξ0
qw̃p,2ξ0 dy “

ż

D̃

k2
pnp ´ nqpw

p,2
ξ0
` v2

ξ0
` w̃2

ξ0
qw̃p,1ξ0 dy. (49)
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Moreover, taking ψξ0 “ w̃2
ξ0

and ψξ0 “ w̃1
ξ0

respectively in the variational formulation (25) satisfied
by w̃1

ξ0
and w̃2

ξ0
we obtain after taking the difference and using the symmetry of the operator TR

ż

D̃

k2
pnp ´ nqv

2
ξ0
w̃1
ξ0
dy “ ´

ż

D̃

k2
pnp ´ nqw

p,2
ξ0
w̃1
ξ0
dy `

ż

D̃

k2
pnp ´ nqw̃

2
ξ0
pv1
ξ0
` wp,1ξ0 qdy. (50)

Now, using (39) we have

Tξ0v
i
ξ0
“ k2

p1´ npqpw
p,i
ξ0
` viξ0 ` w̃

p,i
ξ0
q ` k2

pnp ´ nqpw
p,i
ξ0
` viξ0 ` w̃

i
ξ0
q. (51)

Using (48) to substitute the first term in the right hand side of (51) we get

pTξ0v
1
ξ0
, v2
ξ0
qL2pD0q “

ż

Dp0

k2
p1´ npqv

1
ξ0
pwp,2ξ0 ` w̃

p,2
ξ0
` v2

ξ0
q `

ż

D̃

k2
pnp ´ nqpw

p,1
ξ0
` w̃1

ξ0
` v1

ξ0
qpwp,2ξ0 ` w̃

p,2
ξ0
q

´

ż

D̃

k2
pnp ´ nqpw

p,2
ξ0
` w̃2

ξ0
` v2

ξ0
qpwp,1ξ0 ` w̃

p,1
ξ0
q `

ż

D̃

k2
pnp ´ nqv

2
ξ0
pwp,1ξ0 ` v

1
ξ0
` w̃1

ξ0
q. (52)

Finally, using (49), (50) to simplify the previous expression we obtain

pTξ0v
1
ξ0
, v2
ξ0
qL2pD0q “

ż

Dp0

k2
p1´npqv

1
ξ0
pwp,2ξ0 `w̃

p,2
ξ0
`v2

ξ0
qdy`

ż

D̃

k2
pnp´nqv

1
ξ0
pwp,2ξ0 `w̃

2
ξ0
`v2

ξ0
qdy,

where the right hand side coincides with the expression of pTξ0v
2
ξ0
, v1
ξ0
qL2pD0q. This ends the

proof.

Lemma 2.6. Assume that the assumptions of Theorem 1.5 hold and that Assumptions 2.3, 2.4 hold.
Assume in addition that Dp

0 X D̃ “ H. Then, the operator Gξ0 : H inc
ξ0
pDq ÝÑ L2

ξ0
pΓRq given by

(32) is injective with dense range.

Proof. Let vξ0 P H
inc
ξ0
pDq such that Gξ0vξ0 “ 0 on ΓR0 , i.e

wξ0 :“ wpξ0 ` w̃
p
ξ0
“ 0 on ΓR0 ,

where wpξ0 is the solution of (23) and w̃pξ0 “ J pw̃ξ0qpξ0, ¨q with w̃ξ0 being the solution of (24).
Therefore, wξ0 P H

2
locpU

Rq, is ξ0-quasi periodic and verifies
$

’

&

’

%

∆wξ0 ` k
2wξ0 “ 0 in UR,

wξ0 “ 0 on ΓR,

and the upper going radiation condition (11) with ΓR replaced by ΓR
1 withR1 ą R. The uniqueness

for this Dirichlet quasi-periodic scattering problem implies that wξ0 “ 0 in UR. Using the unique
continuation principle we obtain that wξ0 “ 0 in U0zD0. Moreover, wξ0 P H

2
ξ0
pΩRq and satisfies

∆wξ0 ` k
2npwξ0 ` k

2
pn´ npqpw

p
ξ0
` w̃ξ0q “ k2

p1´ nqvξ0 in ΩR
0 . (53)
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Since Dp
0 X D̃ “ H, then we have in particular wξ0 P H

2
0 pD

p
0q and

∆wξ0 ` k
2npwξ0 “ k2

p1´ npqvξ0 in Dp
0.

Setting uξ0 :“ wξ0 ` vξ0 we observe that the couple puξ0 , vξ0q verifies (ITP1) with zero data.
Therefore, wξ0 |Dp0 “ vξ0 |Dp0 “ 0. The latter implies in particular that wpξ0 “ 0 by well posedness of
the periodic direct scattering problem. On the other hand, since np “ 1 in D̃, then wξ0 P H

2
0 pD̃q

and satisfies
∆wξ0 ` k

2wξ0 ` k
2
pn´ 1qw̃ξ0 “ k2

p1´ nqvξ0 in D̃. (54)

Since wξ0 P H
2
0 pD̃q, then we have

ż

D̃

p∆wξ0 ` k
2wξ0qθ “ 0 for all θ P H inc

pD̃q,

where H incpD̃q :“ tv P L2pD̃q{ ∆v ` k2v “ 0 in D̃u. Therefore, taking the L2 scalar product of
(54) with θ we get

ż

D̃

pk2
p1´ nqvξ0 ` k

2
p1´ nqw̃ξ0qθ̄ “ 0 @ θ P H inc

pD̃q. (55)

From Theorem 1.4 we have that w̃ξ0 P H̃
1pΩRq can be represented as

w̃ξ0pxq “ k2

ż

Dp
Φpx, yqp1´npqw̃ξ0pyqdy`k

2

ż

D̃

Φpx, yqpp1´nqvξ0`p1´nqw̃ξ0qdy for x P ΩR.

Since y Ñ Φpx, yq P H incpD̃q for x R D̃, we obtain from (55) that

w̃ξ0pxq “

ż

Dp
k2
p1´ npqw̃ξ0pyqΦpx, yqdy for x R D̃.

Let us define w̌ξ0 P H
2pD̃q by

w̌ξ0pxq :“

ż

Dp
k2
p1´ npqw̃ξ0pyqΦpx, yqdy for x P D̃.

We set uξ0 :“ w̃ξ0 ` vξ0 . Then the couple puξ0 , vξ0q satisfies (ITP2) with pϕ, ψq “ pw̌ξ0 ,
Bw̌ξ0
Bν
q.

Moreover, since
∆w̌ξ0 ` k

2w̌ξ0 “ 0 in D̃,

and (ITP2) is well posed then vξ0 ` w̌ξ0 “ 0 and w̃ξ0 ` vξ0 “ 0 in D̃. We then deduce that
w̃ξ0 “ w̌ξ0 in D̃. Consequently

w̃ξ0pxq “

ż

Dp
k2
p1´ npqw̃ξ0pyqΦpx, yqdy for x P ΩR,
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which implies that w̃ξ0 satisfies pPq with n “ np and v “ 0. We then conclude that w̃ξ0 “ 0 by
uniqueness of the solution to problem pPq with n “ np. Therefore vξ0 “ 0 in D̃ which, together
with vξ0 “ 0 in Dp prove the injectivety of Gξ0 .

Now, we prove the denseness of the range of Gξ0 . Let gξ0 P RpGξ0q
K

, then

pGξ0vξ0 , gξ0qL2pD0q “ 0 @ vξ0 P H
inc
ξ0
pDq.

Let fξ0 P L
2
ξ0
pΓRq and consider vξ0 “ Sξ0fξ0 . Using Lemma 2.1 we have

pTξ0pSξ0fξ0q, Sξ0gξ0q “ 0, @ fξ0 P L
2
ξ0
pΓRq. (56)

Moreover, using Lemma 2.5 we get

pTξ0pSξ0fξ0q, Sξ0gξ0q “ pTξ0pSξ0gξ0q, Sξ0fξ0q @ fξ0 P L
2
ξ0
pΓRq.

Therefore, (56) implies that

pGξ0pSξ0gξ0q, fξ0qL2pΓR0 q
“ 0, @ fξ0 P L

2
ξ0
pΓRq.

Then Gξ0pSξ0gξ0q “ 0. The injectivety of Gξ0 gives that Sξ0gξ0 “ 0 and then gξ0 “ 0 by Lemma
2.2.

Lemma 2.7. Under the same assumptions of Lemma 2.6 we have that

pz P D0q ðñ pΦξ0p¨, zq P RangepGξ0qq .

Proof. Let z P Dp. We consider vξ0 P H
inc
ξ0
pDq such that vξ0 |D̃ “ ´Φξ0p¨, zq. Let puξ0 , vξ0q P

L2
ξ0
pDpq ˆ L2

ξ0
pDpq be the solution of (ITP1) with pϕ, ψq “ pΦξ0p¨, zq,

BΦξ0 p¨,zq

Bν
q. We set

wpξ0 :“

$

’

&

’

%

uξ0 ´ vξ0 in Dp,

Φξ0p¨, zq in ΩRzDp.

We observe that wpξ0 P H
2
ξ0
pΩRq and satisfies (23). Moreover, let w̃ξ0 be the solution of (24). Since

pnp ´ nqpw
p
ξ0
` vξ0q “ 0, then w̃ξ0 “ 0 and consequently Gξ0pvξ0q “ Φξ0p¨, zq.

Consider now the case where z P D̃. Since D̃ X Dp “ H Recall that the Green function
Φp¨, zq defined by (4) belongs to L2pΩRq [9]. Let u P H2

locpΩ
Rq be the solution of pPq with

n “ np and v “ Φp¨, zq. Let us define Φnpp¨, zq :“ u ` Φp¨, zq that satisfies in particular,
Φnpp¨, zq P L

2pΩRq XH2
locpΩ

RzD̃q

∆Φnpp¨, zq ` k
2npΦnpp¨, zq “ ´δz in ΩR

18



together with the upper going radiation condition (2). Consider vξ0 P H
inc
ξ0
pDq such that vξ0 |Dp “ 0

and let pũξ0 , vξ0q P L
2pD̃q ˆ L2pD̃q be the solution of (ITP2) with pϕ, ψq “ pΦnpp¨, zq,

BΦnp p¨,zq

Bν
q.

We set

w̃ξ0 :“

$

’

&

’

%

ũξ0 ´ vξ0 in D̃,

Φnpp¨, zq in ΩRzD̃.

We observe that w̃ξ0 P H
2
locpΩ

Rq satisfies p24q. Moreover, since vξ0 |Dp “ 0, then the right hand side
of the first equation of (23) vanishes and therefore the solution wpξ0 of (23) vanishes. Consequently

Gξ0pvξ0q “ J pΦnpp¨, zqqpξ0q “: Φnp,ξ0p¨, zq.

On the other hand, we consider uξ0 :“ J puqpξ0, ¨q P H1
ξ0
pΩR

0 q. Then uξ0 satisfies (23) with
vξ0 “ Φξ0p¨, zq. We set

ṽξ0 :“

$

’

&

’

%

Φξ0p¨, zq in Dp,

´uξ0 in D̃.

Let wpξ0 and w̃ξ0 be respectively the solutions of (23) and (24) with vξ0 “ ṽξ0 . By uniqueness of the
solution of problem (23) we have wpξ0 “ uξ0 . Moreover, w̃ξ0 “ 0 since k2pnp ´ nqpṽξ0 ` uξ0q “ 0.
Therefore

Gξ0pṽξ0q “ uξ0 .

Consequently
Gξ0pvξ0 ´ ṽξ0q “ Φξ0p¨, zq.

Consider finally the case where z R D0. Assume that there exists vξ0 P H inc
ξ0
pDq such that

Gξ0pvξ0q “ Φξ0p¨, zq. Using the unique continuation principle we get wξ0 :“ wpξ0 ` w̃
p
ξ0
“ Φξ0p¨, zq

in U0zD0 which is a contradiction since wξ0 P H
2
ξ0
pΩRzD0q while Φξ0p¨, zq R H

2
ξ0
pΩRzD0q.

Let us define now the following norm for gξ0 P L
2
ξ0
pΓRq

Iξ0gξ0 :“
ˇ

ˇ

ˇ
pNp

ξ0
gξ0 , gξ0qL2pΓR0 q

ˇ

ˇ

ˇ
`

ˇ

ˇ

ˇ
pÑp

ξ0
gξ0 , gξ0qL2pΓR0 q

ˇ

ˇ

ˇ
. (57)

From the factorizations (36) we have the equivalent expression

Iξ0gξ0 :“
ˇ

ˇ

ˇ
pT pξ0Sξ0gξ0 , Sξ0gξ0qL2

ξ0
pDpq

ˇ

ˇ

ˇ
`

ˇ

ˇ

ˇ
pT̃ pξ0Sξ0gξ0 , Sξ0gξ0qL2

ξ0
pDq

ˇ

ˇ

ˇ
. (58)

Lemma 2.8. Assume that Assumption 1.1 and 2.4 hold. Assume in addition that <ep1´npq ě γ ą

0 inDp and <epnp´nq ě γ1 ą 0 in D̃ or <ep1´npq ď ´γ ă 0 inDp and <epnp´nq ď ´γ1 ă 0.
Then, there exists a constant c ą 0 independent from ξ0 such that

Iξ0gξ0 ě c
´

‖Sξ0gξ0‖2
L2pDp0q

` ‖Sξ0gξ0‖2
L2pD̃q

¯

@ gξ0 P L
2
ξ0
pΓRq,

with Iξ0gξ0 is the norm given by (57).
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Proof. We prove the Lemma in the case <ep1 ´ npq ě γ ą 0 in Dp and <epnp ´ nq ě γ1 ą 0

in D̃. The other case can be proved in the same way. We shall use a contradiction argument. We
consider gξ0 P L

2
ξ0
pΓRq and we denote by vξ0 “ Sξ0gξ0 . Assume that there exists a sequence v`ξ0

such that
1

`
‖v`ξ0‖

2
L2pD0q

ě
ˇ

ˇpT pξ0v
`
ξ0
, v`ξ0qL2pDp0q

ˇ

ˇ`

ˇ

ˇ

ˇ
pT̃ pξ0v

`
ξ0
, v`ξ0qL2pD0q

ˇ

ˇ

ˇ
. (59)

We set v̂`ξ0 “
v`ξ0

‖v`ξ0‖L2pD0q
. Let wp,`ξ0 be the solution of (10) and w̃p,`ξ0 “ J pw̃`ξ0qpξ0, ¨q with vξ “ v̂`ξ0

and w̃ξ0 is the solution of (25). Since ‖v̂`ξ0‖L2pD0q is bounded, then we can extract a subsequence
(that we still denote the same) v̂`ξ0 that converge weakly to v̂ξ0 in L2pD0q. Moreover, wp,`ξ0 and w̃p,`ξ0
converge weakly in H1

ξ0
pΩR

0 q and strongly in L2pD0q respectively to some wpξ0 and w̃pξ0 P H
1
ξ0
pΩR

0 q.
On the other hand, taking ψξ0 “ wp,`ξ0 in the variational formulation (10) satisfied by wp,`ξ0 we obtain

ż

ΩR0

p|∇wp,`ξ0 |
2
´ k2

|wp,`ξ0 |
2
qdy “ ´k2

ż

Dp0

p1´ npqpw
p,`
ξ0
` v̂`ξ0qw

p,`
ξ0
dy `

〈
TRξ0w

p,`
ξ0
, wp,`ξ0

〉
ΓR0

.

Therefore, decomposing pv̂`ξ0 ` w
p,`
ξ0
qv̂`ξ0 “ |v̂

`
ξ0
` wp,`ξ0 |

2 ´ pv̂`ξ0 ` w
p,`
ξ0
qwp,`ξ0 we get

pT pξ0 v̂
`
ξ0
, v̂`ξ0qL2pDp0q

“

ż

Dp0

k2
p1´npq|v̂

`
ξ0
`wp,`ξ0 |

2dy`

ż

ΩR0

p|∇wp,`ξ0 |
2
´ k2

|wp,`ξ0 |
2
qdy´

〈
TRξ0w

p,`
ξ0
, wp,`ξ0

〉
ΓR0

.

Taking the imaginary part we obtain

=mpT pξ0 v̂
`
ξ0
, v̂`ξ0qL2pDp0q

“ ´

ż

Dp0

=mpnpq|v̂`ξ0 ` w
p,`
ξ0
|
2dy ´ =m

〈
TRξ0w

p,`
ξ0
, wp,`ξ0

〉
ΓR0

.

From (59) we have
ˇ

ˇ=mpT pξ0 v̂
`
ξ0
, v̂`ξ0qL2pDp0q

ˇ

ˇ ÝÑ
`Ñ8

0.

Therefore, using the fact that =m
〈
TRξ0w

p,`
ξ0
, wp,`ξ0

〉
ΓR0

ě 0,

ż

Dp0

=mpnpq|v̂`ξ0 ` w
p,`
ξ0
|
2dy ÝÑ

`Ñ8
0 ě

ż

Dp0

=mpnpq|v̂ξ0 ` w
p
ξ0
|
2dy.

Since =mpnpq ą 0 in O we obtain that upξ0 :“ v̂ξ0 ` wpξ0 “ 0 in O. Observing that
∆upξ0 ` k2npu

p
ξ0
“ 0 in Dp

0, by unique continuation principle we deduce that upξ0 “ 0 in Dp
0.

Therefore, wpξ0 satisfies (23) with np “ 1 and v̂ξ0 “ 0, which implies that wpξ0 vanishes in ΩR
0 .

Moreover, since wp,`ξ0 converges strongly to wpξ0 in L2pDp
0q, then we have

ż

Dp0

k2
p1´ npqw

p,`
ξ0
v̂`ξ0dy ÝÑ

ż

Dp0

k2
p1´ npqw

p
ξ0
v̂ξ0dy “ 0.

20



On the other hand, we have that

ˇ

ˇpT pξ0 v̂
`
ξ0
, v̂`ξ0qL2pDp0q

ˇ

ˇ ě k2

ˇ

ˇ

ˇ

ˇ

ˇ

ż

Dp0

p1´ npq|v̂
`
ξ0
|
2dy

ˇ

ˇ

ˇ

ˇ

ˇ

´ k2

ˇ

ˇ

ˇ

ˇ

ˇ

ż

Dp0

k2
p1´ npqw

p,`
ξ0
v̂`ξ0dy

ˇ

ˇ

ˇ

ˇ

ˇ

.

From the hypothesis <ep1´ npq ě γ ą 0 in Dp we then have

lim
`Ñ8

ˇ

ˇpT pξ0 v̂
`
ξ0
, v̂`ξ0qL2pDp0q

ˇ

ˇ ě γ‖v̂ξ0‖2
L2pDp0q

.

Therefore v̂ξ0 |Dp0 “ 0.
Now, taking ψ “ w̃`ξ0 in the variational formulation (25) satisfied by w̃`ξ0 we obtain

´k2

ż

D̃

pnp ´ nqpw
p,`
ξ0
` v̂`ξ0 ` w̃

`
ξ0
qw̃`ξ0dy “ k2

ż

ΩR
p1´ npq|w̃

`
ξ0
|
2dy `

ż

ΩR
p|∇w̃`ξ0 |

2
´ k2

|w̃`ξ0 |
2
qdy

´
〈
TRw̃`ξ0 , w̃

`
ξ0

〉
ΓR
. (60)

Moreover, taking ψ “ w̃p,`ξ0 in the variational formulation (34) satisfied by w̃p,`ξ0 we get

´k2

ż

D̃

pnp ´ nqpw
p,`
ξ0
` v̂`ξ0 ` w̃

`
ξ0
qw̃p,`ξ0 dy “

ż

ΩR0

p|∇w̃p,`ξ0 |
2
´ k2

|w̃p,`ξ0 |
2
qdy ` k2

ż

Dp0

p1´ npq|w̃
p,`
ξ0
|
2dy

´

〈
TRξ0w̃

p,`
ξ0
, w̃p,`ξ0

〉
ΓR0

. (61)

On the other hand, we have

pT̃ pξ0 v̂
`
ξ0
, v̂`ξ0qL2pD0q “

ż

ΩR0

k2
p1´ npqw̃

p,`
ξ0
v̂`ξ0dy `

ż

ΩR0

k2
pnp ´ nq|w

p,`
ξ0
` v̂`ξ0 ` w̃

`
ξ0
|
2dy

´

ż

ΩR
k2
pnp ´ nqpw

p,`
ξ0
` v̂`ξ0 ` w̃

`
ξ0
qw̃p,`ξ0 dy ´

ż

ΩR
k2
pnp ´ nqpw

p,`
ξ0
` v̂`ξ0 ` w̃

`
ξ0
qw̃`ξ0dy.

Then, using (60) and (61) we obtain by taking the imaginary part

=mpT̃ pξ0 v̂
`
ξ0
, v̂`ξ0qL2pD0q “

ż

ΩR0

k2=mpnp ´ nq|wp,`ξ0 ` v̂
`
ξ0
` w̃`ξ0 |

2dy ´ k2

ż

ΩR
=mpnpq|w̃`ξ0 |

2dy

` k2

ż

ΩR0

=mpp1´ npqw̃p,`ξ0 v̂
`
ξ0
qdy ´

ż

ΩR
k2=mppnp ´ nqpwp,`ξ0 ` v̂

`
ξ0
` w̃`ξ0qw

p,`
ξ0
qdy ´ =m

〈
TRw̃`ξ0 , w̃

`
ξ0

〉
ΓR
.

(62)

On the other hand, the application vξ0 ÝÑ p1´npqw̃
p
ξ0

with w̃pξ0 is solution of (33) is compact from
L2pD0q into L2pDp

0q using the compactness of the injection ofH1
ξ0
pΩR

0 q into L2pDp
0q. Similarly, the

application vξ0 ÝÑ pnp ´ nqwpξ0 with wpξ0 is solution of (23) is compact from L2pD0q into L2pD̃q.
Therefore we have, using that v̂ξ0 |Dp0 “ 0 and wpξ0 “ 0,

k2

ż

ΩR0

=mpp1´ npqw̃p,`ξ0 v̂
`
ξ0
qdy ÝÑ

`Ñ8
0,
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ż

ΩR
k2=mppnp ´ nqpwp,`ξ0 ` v̂

`
ξ0
` w̃`ξ0qw

p,`
ξ0
qdy ÝÑ

`Ñ8
0. (63)

From (59) we have
ˇ

ˇ

ˇ
=mpT̃ pξ0 v̂

`
ξ0
, v̂`ξ0qL2pD0q

ˇ

ˇ

ˇ
ÝÑ
`Ñ8

0. (64)

We observe that =m
〈
TRw̃`ξ0 , w̃

`
ξ0

〉
ΓR
ě 0. Consequently, using (62) , (63) and (64) we get

ż

D̃

=mpn´ npq|wp,`ξ0 ` v̂
`
ξ0
` w̃`ξ0 |

2dy `

ż

Dp
=mpnpq|w̃`ξ0 |

2dy ÝÑ
`Ñ8

0.

In particular, by Assumption 1.1 we deduce that
ş

O =mpnpq|w̃`ξ0 |
2dy ÝÑ

`Ñ8
0. This implies that

w̃ξ0 “ 0 in O. We remark that wpξ0 “ 0 implies in particular that ∆w̃ξ0 ` k2nw̃ξ0 “ 0 in ΩRzD̃.
Consequently w̃ξ0 “ 0 in ΩRzD̃ by unique continuation principle. This proves that the couple
pw̃ξ0 ` v̂ξ0 , v̂ξ0q P L

2pD̃q ˆ L2pD̃q is solution of (ITP2) with zero data. Hence w̃ξ0 “ 0 in D̃. On
the other hand, the application vξ0 ÝÑ pnp ´ nqw̃ξ0 with w̃ξ0 is solution of (24) is compact from
H inc
ξ0
pDq into L2pD̃q thanks to the compactness of the injection of H1pD̃q into L2pD̃q. Therefore

ż

Dp0

k2
p1´ npqw̃

p,`
ξ0
v̂`ξ0 `

ż

D̃

k2
pnp ´ nqpw

p,`
ξ0
` w̃`ξ0qv̂

`
ξ0
dyÝÑ0.

Moreover, we have

ˇ

ˇ

ˇ
pT̃ pξ0 v̂

`
ξ0
, v̂`ξ0qL2pD0q

ˇ

ˇ

ˇ
ě

ˇ

ˇ

ˇ

ˇ

ż

D̃

k2
pnp ´ nq|v̂

`
ξ0
|
2

ˇ

ˇ

ˇ

ˇ

´

ˇ

ˇ

ˇ

ˇ

ˇ

ż

Dp0

k2
p1´ npqw̃

p,`
ξ0
v̂`ξ0

`

ż

D̃

k2
pnp ´ nqpw

p,`
ξ0
` w̃`ξ0qv̂

`
ξ0
dy

ˇ

ˇ

ˇ

ˇ

.

Using the hypothesis <epnp ´ nq ě γ1 ą 0 in D̃ we conclude

0 “ lim
`Ñ8

ˇ

ˇ

ˇ
pT̃ pξ0 v̂

`
ξ0
, v̂`ξ0q

ˇ

ˇ

ˇ
ě γ1‖v̂ξ0‖2

L2pD̃q
,

which gives v̂ξ0 “ 0 in D̃. Combined with the result above we have that v̂ξ0 “ 0 in D0 which
contradicts with ‖v̂ξ0‖L2pD0q “ 1.

2.3. Application of the Generalized Linear Sampling Method (GLSM)

We present the free noise version of the GLSM. For fixed ξ0 P I , introducing the functional
Jαξ0 : L2

ξ0
pΓRq ÝÑ R given as

Jαξ0pφ; gξ0q “ αIξ0pgξ0q ` ‖pNp
ξ0
` Ñp

ξ0
qgξ0 ´ φ‖2,

We denote by jαξ0pφq “ inf
gξ0PL

2
ξ0
pΓRq

Jαξ0pφ; gξ0q. Moreover, let cpαq ą 0 verifying cpαq
α
Ñ 0 as αÑ 0.

22



Theorem 2.9. Assume that Assumptions 2.3 and 2.4 hold. Assume in addition that the hypothesis
of Theorem 1.5 and Lemma 2.8 hold. Consider z P ΩR, and let gαξ0 P L

2
ξ0
pΓRq such that

Jαξ0pΦξ0p¨, zq, g
α
ξ0
pzqq ď jαξ0pΦξ0p¨, zqq ` cpαq,

then
z P D0 ðñ lim

αÑ0
Iξ0pg

α
ξ0
pzqq ă 8.

Moreover, if z P D0 then Sξ0gξ0 |D̃ converges to some ṽ in L2pD̃q and Sξ0gξ0 |Dp0 converges to some
vξ0 in L2pDp

0q where ṽ is solution of (ITP2) and vξ0 is solution of (ITP1).

Proof. The proof of this theorem is an application of the abstract framework of GLSM given by
Theorem 2.7 in [5] and the series of Lemmas (2.1)-(2.8). Lemma 2.1, Lemma 2.2 and Lemma 2.6
prove that the operator Nξ0 “ Np

ξ0
` Ñp

ξ0
can be factorized as

Nξ0 “ Gξ0Sξ0 “ S˚ξ0Tξ0Sξ0 , (65)

and has dense range. Moreover, we need to verify that the norm Iξ0gξ0 is an equivalent norm to
‖Sξ0gξ0‖L2pD0q for all gξ0 P L

2
ξ0
pΓRq. Theorem 1.5, Theorem 1.8 and the expression of the operator

Tξ0 prove the existence of a constant c1 ą 0 (independent from ξ0) such that

Iξ0gξ0 ď c1

´

‖Sξ0gξ0‖2
L2pDp0q

` ‖Sξ0gξ0‖2
L2pD̃q

¯

@ gξ0 P L
2
ξ0
pΓRq. (66)

Therefore, Lemma 2.8 and (66) prove this norm equivalence. The results of the theorem are then a
straightforward application of Theorem 2.7 in [5] and Lemma 2.7.

3. Inverse problem for non-periodic incident fields

3.1. Setting of the inverse problem

Let y P ΓR. One can deduce from (93)-(97) that Φp¨, yq P L̃2pΩRq (see also [7, 25]). We then
define usp¨, yq P H̃1

locpΩ
Rq the scattered field solution of pPq with vp¨, yq “ Φp¨, yq. We introduce

the near field operator N : L̃2pΓRq Ñ L̃2pΓRq as

Ngpxq “

ż

ΓR
uspx, yqgpyqdspyq.

Define S : L̃2pΓRq ÝÑ L̃2pDq as

Sgpxq “

ż

ΓR
Φpx, yqgpyqdspyq.
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Then, the operator N can be decomposed as

N “ GS,

where G : L̃2pDq ÝÑ L̃2pΓRq is the operator defined by

Gpvq “ w|ΓR ,

with w being the solution of pPq.

Link between N and ξ-quasi periodic solutions: For ξ P I , we denote by gξ :“ pJ gqpξ, ¨q and
we observe that

Sgξ “ Sξgξpxq, (67)

with Sξ being the operator given by (30), in fact

Sgξpxq “

ż

R
Φpx, py1, Rqqgξpy1, Rqdspy1q “

ÿ

lPZ

ż 2πpl`1q

2πl

Φpx, py1, Rqqgξpy1, Rqdspy1q,

“
ÿ

lPZ

ż 2π

0

Φpx, py1 ` 2πl, Rqqgξpy1 ` 2πlqdspy1q “

ż

ΓR0

Φξpy, xqgξpyqdspyq,

“ Sξgξpxq,

therefore
ż

I

Sξgξpxqdξ “

ż

ΓR
Φpx, yq

ż

I

gξpyqdξ “ Sgpxq. (68)

Let Ñξ : L2
ξpΓ

Rq ÝÑ L2
locpΓ

Rq be the operator defined by

Ñξgξpxq :“

ż

ΓR0

gξpyqu
s,p
ξ px, yqdspyq `

ż

ΓR0

gξpyqũ
s
ξpx, yqdspyq,

with us,pξ and ũsξ are respectively the solutions of (23) and (24) with vξ “ Φξpy, ¨q. Then
ż

I

pÑξgξqpxqdξ “

ż

I

ż

ΓR0

gξpyqu
s,p
ξ px, yqdspyq `

ż

I

ż

ΓR0

gξpyqũ
s
ξpx, yqdspyq

“

ż

I

wpξpxqdξ `

ż

I

w̃ξpxqdξ, (69)

with wpξ and w̃ξ are respectively solutions of (23) and (24) with vξ “ Sξgξ. We denote by

wppxq :“

ż

I

wpξpxqdξ and w̃pxq :“

ż

I

w̃ξpxqdξ. (70)
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Using (68) we observe that wp satisfies pPq with n “ np and v “ Sg. Moreover, w̃ satisfies
$

’

’

’

’

&

’

’

’

’

%

∆w̃ ` k2npw̃ “ k2pnp ´ nqpw
p ` v ` w̃q in ΩR,

w̃ “ 0 on Γ0,

Bw̃
Bx2
p¨, Rq “ TRpw̃|ΓRq on ΓR,

(71)

Therefore, w :“ wp` w̃ satisfies pPq with v “ Sg. Hence, we can equivalently define the operator
N : L̃2pΓRq ÝÑ L̃2pΓRq as

Ngpxq “

ż

I

pÑξgξqpxqdξ. (72)

We finally observe that Nξgξ is not equal in general to J pNgqpξq since the latter corresponds with
the scattered field wξ P H1

ξ pΩ
R
0 q satisfying

∆wξ ` k
2npwξ “ k2

p1´ npqvξ ` k
2
pnp ´ nqpw ` vq in ΩR

0 ,

where w satisfies pPq with v “ Sg and vξ “ Sξgξ. This equation is different from (53) that
corresponds with the scattered field associated with Nξgξ. The main difference comes from the
term k2pnp ´ nqv in the right hand side.

3.2. Some properties of the operator S

The goal of this section is to prove that the operator S : L̃2pΓRq ÝÑ L̃2pDq is injective and
characterize its range. The main difficulty here comes from the required continuity with respect
to the Floquet-Bloch variable. This is why we first prove the uniform continuity of ξ ÝÑ Sξ
formalized in the technical Lemma 5.1 given in the Appendix.
Let χ P C0pIq and ψ P L2

7 pΓ
Rq. We consider g P L̃2pΓRq such that

gξpxq :“ J pgqpξ, xq “ eiξ¨x1ψpxqχpξq, for pξ, xq P I ˆ ΓR0 . (73)

Denoting

pψj “
1

2π

ż 2π

0

e´ijy1ψpy1qdy1,

we observe that the operator Sξ given by (30) verifies for x2 ă R

Sξgξpxq “

ż 2π

0

i

4π

ÿ

jPZ

eiαξpjqpy1´x1qθξpj, R, x2qgξpy1qdy1,

“
i

4π

ÿ

jPZ

e´iαξpjqx1θξpj, R, x2q

ż 2π

0

e´iαξpjqy1gξpy1qdy1.
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Therefore,

Sξgξpxq “ ´
i

2

ÿ

jPZ

pψjχpξqθξpj, R, x2qe
iαξpjqx1 . (74)

Let 0 ă R0 ă R, we define S̃ξ : L2
7 pΓ

Rq ÝÑ L2
7 pΩ

R0q as

S̃ξψ :“ e´iξ¨x1Sξpe
iξ¨x1ψq. (75)

Using (74) we have

S̃ξψpxq “ ´
i

2

ÿ

jPZ

pψjθξpj, R, x2qe
ijx1 . (76)

With help of Lemma 5.1 in the Appendix we prove the following.

Lemma 3.1. The operator S : L̃2pΓRq ÝÑ L̃2pDq is injective. The closure of its range is

H inc
pDq :“

!

v P L2
pDq; v|Dp P L̃

2
pDp

q; ∆v ` k2v “ 0 in D
)

.

Proof. Let g P L̃2pΓRq such that Sg “ 0 in D. Using the unique continuation principle we
obtain Sg “ 0 in ΩR. Using the continuity and regularity of single layer potentials we have that
S P H2

locpU
Rq and verifies

$

’

&

’

%

∆Sg ` k2Sg “ 0 in UR,

Sg “ 0 on ΓR,

and the upper going radiation condition (2) with ΓR replaced by ΓR
1 with R1 ą R. Therefore

Sg “ 0 in UR. Using the jump relations for the normal derivative of S we obtain g “ 0 which
proves the injectivety of S.
We prove now the denseness of the range of S. Let v P L̃2pDq and we denote by vξ :“ pJ vqpξ, ¨q.
Fix ε ą 0 and consider a uniform partition of I into sub-domains INj :“

N
Y
j“1
Ij of size δ “ 1

N
.

Using Lemma 2.2 we have, for all ξNj P I
N
j there exists ψ̃Nj :“ e´iξ

N
j ¨xψξNj P L

2
7 pΓ

Rq such that

‖S̃ξNj ψ̃ξNj ´ ṽξNj ‖L2pΩ
R0
0 q
ď
ε

4
, (77)

with ṽξNj “ e´iξ
N
j ¨xvξNj , where S̃ξ is defined by (75). We introduce the hat functions χNj P C

0pIq

that are affine on each domain Il and verifies χNj pξlq “ δjl. We then define

ψ̃Nξ :“
ÿ

1ďjďN

ψ̃ξNj χ
N
j pξq, v̂Nξ :“

ÿ

1ďjďN

ṽξNj χ
N
j pξq, ŜNξ :“

ÿ

1ďjďN

pS̃ξNj ψ̃ξNj qχ
N
j pξq, for 1 ď j ď N.

Then, we have

‖S̃ξψ̃Nξ ´ ṽξ‖L2pΩ
R0
0 qq

ď ‖S̃ξψ̃Nξ ´ ŜNξ ‖L2pΩ
R0
0 qq

` ‖ŜNξ ´ v̂Nξ ‖L2pΩ
R0
0 qq

` ‖v̂Nξ ´ ṽξ‖L2pΩ
R0
0 qq

. (78)
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Since S̃ξpψ̃ξNj χ
N
j pξqq “ pS̃ξψ̃ξNj qχ

N
j pξq, then the first term in the right hand side of (78) verifies

S̃ξψ̃ξNj ´ Ŝ
N
ξ “

ÿ

1ďjďN

pS̃ξψ̃ξNj ´ S̃ξNj ψ̃ξNj qχ
N
j pξq.

Therefore

‖S̃ξψ̃Nξ ´ ŜNξ ‖L2pΩ
R0
0 qq

ď sup
1ďjďN

sup
ξPrξNj´1,ξ

N
j`1s

‖S̃ξψ̃ξNj ´ S̃ξNj ψ̃ξNj ‖L2pΩ
R0
0 qq

.

Consider ε1 :“ ε

4
?
c

˜

sup
ξPI

‖vξ‖
L2pΩ

R0
0 q

`1

¸ , using Lemma 5.1 we chose δ ą 0 for which

›

›

›
S̃ξψ̃ξNj ´ S̃ξNj ψ̃ξNj

›

›

›

L2pΩ
R0
0 q
ď
?
cε1‖S̃ξNj ψ̃ξNj ‖L2pΩ

R0
0 q
,

therefore

sup
1ďjďN

sup
ξPrξNj´1,ξ

N
j`1s

›

›

›
S̃ξψ̃

N
ξ ´ S̃ξNj ψξNj

›

›

›

L2
7
pΩ
R0
0 qq

ď
?
cε1

ˆ

sup
ξPI

‖vξ‖L2pΩ
R0
0 q
` 1

˙

“
ε

4
. (79)

On the other hand, using (77) we deduce that the second term in the right hand side of (78) verifies

‖ŜNξ ´ v̂Nξ ‖L2pΩ
R0
0 q
“

›

›

›

›

›

ÿ

1ďjďN

pS̃ξNj ψ̃ξNj ´ ṽξNj qχ
N
j pξq

›

›

›

›

›

L2pΩ
R0
0 q

ď
ε

4
. (80)

Moreover, since vξ P C0
7 pI, L

2
ξpDqq thenN could have been chosen from the beginning sufficiently

large so that
‖v̂Nξ ´ ṽξ‖L2pΩ

R0
0 q
ď
ε

2
. (81)

Finally, using (79), (80) and (81) we get

sup
ξPI

‖S̃ξψ̃Nξ ´ ṽξ‖L2pΩ
R0
0 q
“ sup

1ďjďN
sup

ξPrξNj´1,ξ
N
j`1s

‖S̃ξψ̃Nξ ´ ṽξ‖L2pΩ
R0
0 q
ď ε, (82)

for sufficiently large N . This proves the denseness of the range of the operator S.

For the analysis below we need to assume the well posedness of the following Interior
Transmission Problem.
pITP3q: Seek pu, vq P L̃2pDq ˆ L̃2pDq such that pu´ vq P H̃2pDq satisfying

$

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

%

∆u` k2nu “ 0 in D

∆v ` k2v “ 0 in D

u´ v “ ϕ on BD

Bpu´vq
Bν

“ ψ on BD

(83)
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for given pϕ, ψq P H̃3{2pBDq ˆ H̃1{2pBDq. This problem has been extensively studied in the
literature in the case of bounded domains D see for instance [5]. Indeed the results for bounded
domain D extend easily to the case where D is unbounded but is the (infinite) union of disjoint
bounded domains. This corresponds for instance to our case when Dp is the union of disjoint
bounded domains. Consider the following assumption

Assumption 3.2. Assume that k, np and n are such as pITP3q is well posed.

Lemma 3.3. Assume that Assumptions 1.1 and 3.2 hold. Then the operator G given by p67q is
injective with dense range. Moreover,

pz P Dq ðñ pΦp¨, zq P RangepGqq .

Proof. consider v P H incpDq such that Gpvq “ 0, i.e

w “ 0 on ΓR,

with w P H2
locpΩ

Rq being the solution of pPq. Therefore, w P H2
locpU

Rq and verifies
$

’

&

’

%

∆w ` k2w “ 0 in UR,

w “ 0 on ΓR,

and the upper going radiation condition (2) with ΓR replaced by ΓR
1 with R1 ą R. Then w “ 0 in

UR. Using the unique continuation principle we obtain that w “ 0 in ΩRzD. Setting u :“ w ` v

we observe that the couple pu, vq verifies pITP3q with zero data. Therefore we deduce that v “ 0

and then the injectivety of G.
Now we prove the denseness of the range of G. Let g P RpGq

K
, then

pGpvq, gqL2pDq “ 0 for all v P H inc
pDq.

Let f P L̃2pΓRq and consider v “ Sf . We then have

pGpSfq, gqL2pΓRq “ 0 for all f P L̃2
pΓRq.

On the other hand, consider wpfq and wpgq solution of pPq associated respectively to v “ Sf and
v “ Sg. Using similar arguments as in the proof of Lemma 2.5 one can prove that

ż

D

p1´ nqwpfqSgdy “

ż

D

p1´ nqwpgqSfdx. (84)

Therefore, from Theorem 1.4 and (84) we get

pGpSfq, gqL2pΓRq “

ż

D

k2
p1´ nqpwpfq ` SfqSgdy “

ż

D

k2
p1´ nqpwpgq ` SgqSfdy
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“ pGpSgq, fqL2pΓRq.

Consequently
pGpSgq, fqL2pΓRq “ 0 for all f P L̃2

pΓRq

which implies that GpSgq “ 0. The injectivety of G gives that Sg “ 0 and then g “ 0 by Lemma
3.1.
Consider z P D. We have that χΦp¨, zq P L̃2pDq, where χ is a regular cutoff function that vanishes
in a neighborhood of z. Since Φp¨, zq satisfies the Helmholtz equation outside z, elliptic regularity
results applied to each component of Dp separately implies that χΦ P H̃2pDq. Trace theorems
then imply pΦp¨, zq, BΦp¨,zq

Bν
q P H̃3{2pBDq ˆ H̃1{2pBDq. We then consider pu, vq P L̃2pDq ˆ L̃2pDq

to be the solution of (ITP3) with pϕ, ψq “ pΦp¨, zq, BΦp¨,zq
Bν

q. We set

w :“

$

’

&

’

%

u´ v in D

Φp¨, zq in ΩRzD.

We observe that w P H2
locpΩ

Rq and satisfies pPq. Hence Gpvq “ Φp¨, zq.
Consider now the case where z P ΩRzD. Assume that there exists v P H incpDq such that
Gpvq “ Φp¨, zq. By unique continuation principle we obtain that w “ Φp¨, zq in ΩRzD, which
is a contradiction since w P H2

locpΩ
RzDq while Φp¨, zq R H2

locpΩ
RzDq.

3.3. Application of the Generalized Linear Sampling Method (GLSM)

Let us consider the functional Jαpφ, ¨q : L̃2pΓRq ÝÑ R

Jαpφ; gq :“ αǏpgq ` ‖Ng ´ φ‖2, for all g P L̃2
pΓRq

where
Ǐpgq :“ sup

ξ0PI
Iξ0pJ gpξ0, ¨qq. (85)

We denote by jαpφq “ inf
gPL̃2pΓRq

Jαpφ; gq. Let cpαq ą 0 verifying cpαq
α
Ñ 0 as αÑ 0

Theorem 3.4. Assume that Assumptions 1.1 and 3.2 hold. Assume in addition that the hypothesis
of Lemma 2.8 holds. Consider z P ΩR, and let gα P L̃2pΓRq such that

JαpΦp¨, zq, g
α
pzqq ď jαpΦp¨, zqq ` cpαq,

then
z P D ðñ lim

αÑ0
Ǐpgαpzqq ă 8. (86)

Moreover, if z P D then Sg|D converges to some v in L2pDq where v is solution of (ITP3).
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Proof. The proof of this theorem is an application of the abstract framework of GLSM given by
Theorem 2.7 in [5] and Lemma 3.1, Lemma 3.3 and Lemma 2.8. Lemma 3.1 and Lemma 3.3 prove
that the operator

N “ GS,

has dense range. Moreover, we need to verify that the norm Ǐg is an equivalent norm to
sup
ξPI

‖SJ gpξ, ¨q‖L2pD0q for all g P L̃2pΓRq. Lemma 2.8 and Theorem 2.9 prove this norm

equivalence. The results of the theorem are then a straightforward application of Theorem 2.7
in [5] and Lemma 3.3.

4. Application to differential imaging

The theoretical developments of the previous sections allow us to provide a theoretical justification
of the algorithm proposed in [13] that provides an indicator function for the defect D̃ independently
from Dp. This justification does not assume D̃ is also periodic (with a larger periodicity) which
was the case in [13]. The principle idea behind this method is to consider the background as 2πM

periodic with M P N such that M ě 1 and combine the application of the previous framework to
different values of M . Indeed, the refractive index np is also 2πM -periodic with respect to the first
component x1. Then, we can follow the same approach adopted in Section 2 by taking

ΩR
0 “ ΩR,M

0 :“ r0, 2πM s ˆ r0, Rs and Dp
0 “ Dp,M

0 :“ ΩR,M
0 XDp,

in order to reconstruct D0 “ DM
0 :“ Dp,M

0 Y D̃ using the GLSM method.

In the following, for m ě 0, the spaces Hm
ξ,MpΩ

Rq, Hm
ξ,MpΩ

R,M
0 q and L2

ξ,MpDq has respectively
the same definition as Hm

ξ pΩ
Rq, Hm

ξ pΩ
R
0 q and L2

ξpDq with period 2π replaced by 2πM . Moreover,
we define for φ P C80 pU

0q the one dimensional Floquet-Bloch transform with period 2πM as

JMφpξ, x1, x2q “
ÿ

jPZ

φpx1 ` 2πMj, x2qe
´i2πMξ¨j, ξ P IM :“ r0,

1

M
s, px1, x2q P U

0.

Fix ξ P I and we denote by ξ0 :“ ξ
M
P IM . We consider Φξ0,Mpx, yq :“ pJMΦp¨, yqqpξ0, xq the

ξ0M -quasi-periodic Green function with period 2πM . Similarly to p22q, we define us,Mξ0 “ wξ0
decomposed as

us,Mξ0 p¨, yq “ us,pξ0 p¨, yq ` ũ
s
ξ0
p¨, yq,

where us,pξ0 p¨, yq P H
1
ξ0,M

pΩR,M
0 q solution of (23) with ΓR0 is replaced by ΓR,M0 :“ r0, 2πM s ˆ tRu

and ũsξ0p¨, yq P H̃
1pΩRq solution of (24). We introduce the ξ0M -quasi periodic near field operator

NM
ξ0

: L2
ξ0,M

pΓRq ÝÑ L2
ξ0,M

pΓRq given as

NM
ξ0
“ Np,M

ξ0
` Ñp,M

ξ0
,
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with Np,M
ξ0

: L2
ξ0,M

pΓRq ÝÑ L2
ξ0,M

pΓRq and Ñp,M
ξ0

: L2
ξ0,M

pΓRq ÝÑ L2
ξ0,M

pΓRq are given as (35)
with ΓR0 “ ΓR,M0 and J is replaced by JM . Define SMξ0 : L2

ξ0,M
pΓRq ÝÑ L2

ξ0,M
pDq the operator

given as (30) with ΓR0 “ ΓR,M0 and Φξ0py, xq “ Φξ0,Mpy, xq. Then, as in Section 2 the operator
NM
ξ0

is decomposed as
NM
ξ0
“ GM

ξ0
pSMξ0 q,

where GM
ξ0

: L2
ξ0,M

pDq ÝÑ L2
ξ0,M

pΓRq is the operator defined by

GM
ξ0
pvξ0q “ pw

p
ξ0
` w̃pξ0q|ΓR,M0

,

with wpξ0 P H
1
ξ0,M

pΩR,M
0 q being the solution of (23) and w̃pξ0 “ JMpw̃ξ0qpξ0, ¨q with w̃ξ0 P H̃

1pΩRq

is the solution of (24). Moreover, we denote by IMξ0 the norm given as (57) with Np
ξ0
“ Np,M

ξ0
,

Ñp
ξ0
“ Ñp,M

ξ0
and ΓR0 “ ΓR,M0 .

4.1. Application of the GLSM for the reconstruction of DM
0 .

Following the same steps as in Section 2 we can present the free noise version of the GLSM.
Introducing the functional Jα,Mξ0

: L2
ξ0,M

pΓRq ÝÑ R given as

Jα,Mξ0
pφ; gξ0q “ αIMξ0 pgξ0q ` ‖pNp,M

ξ0
` Ñp,M

ξ0
qgξ0 ´ φ‖2.

We denote by jα,Mξ0
pφq “ inf

gξ0PL
2
ξ0,M

pDq
Jα,Mξ0

pφ; gξ0q. Moreover, let cpαq ą 0 verifying cpαq
α
Ñ 0 as

αÑ 0.

Theorem 4.1. Assume that Assumptions 2.3 and 2.4 hold. Assume in addition that the hypothesis
of Theorem 1.5 and Lemma 2.8 hold. Consider z P ΩR, and let gαξ0 P L

2
ξ0,M

pΓRq such that

Jα,Mξ0
pΦξ0,Mp¨, zq, g

α
ξ0
pzqq ď jα,Mξ0

pΦξ0,Mp¨, zqq ` cpαq,

then
z P DM

0 ðñ lim
αÑ0

IMξ0 pg
α
ξ0
pzqq ă 8.

Proof. The prove is similar to the proof of Theorem 2.9.

4.2. Application of the GLSM for the reconstruction of Dp,M
0

In this section we consider M ě 2 and we explain how one can reconstruct only the domain Dp,M
0 .

Fix ξ P I and we denote by ξ0 :“ ξ
M
P IM . We observe that the Green function Φξ0p¨, zq is also

ξ0M -quasi periodic with period 2πM . Therefore, we can follow the same steps in the previous
section by replacing Φξ0,Mpx, yq by Φξ0px, yq and we use that Φξ0p¨, zq admits singular points in
ΩR,M

0 for z P D̃ to reconstruct only the periodic domain Dp,M
0 .
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Lemma 4.2. Assume that the assumptions of Theorem 1.5 hold and that Assumptions 2.3 holds.
Then we have that

pz P Dp,M
0 q ðñ

`

Φξ0p¨, zq P RangepG
M
ξ0
q
˘

.

Proof. Let z P Dp. We consider vξ0 P H
inc
ξ0
pDq such that vξ0 |D̃ “ ´Φξ0p¨, zq. Let puξ0 , vξ0q P

L2
ξ0
pDpq ˆ L2

ξ0
pDpq be the solution of (ITP1) with pϕ, ψq “

´

Φξ0p¨, zq,
BΦξ0 p¨,zq

Bν

¯

. We set

wpξ0 :“

$

’

&

’

%

uξ0 ´ vξ0 in Dp,

Φξ0p¨, zq in ΩRzDp.

We observe that vξ0 P H
inc
ξ0,M

pDq, where

H inc
ξ0,M

pDq :“ tv P L2
ξ0,M

pDq, ∆v ` k2v “ 0 in Du,

and wpξ0 P H2
ξ0,M

pΩRq satisfies (23). Moreover, let w̃ξ0 be the solution of (24). Since
pnp ´ nqpw

p
ξ0
` vξ0q “ 0, then w̃ξ0 “ 0 and consequently GM

ξ0
pvξ0q “ Φξ0p¨, zq.

Consider now the case where z :“ pz1, z2q R D
p. Assume that there exists vξ0 P H

inc
ξ0,M

pDq such
thatGM

ξ0
pvξ0q “ Φξ0p¨, zq. By the unique continuation principle we getwξ0 :“ wpξ0`w̃

p
ξ0
“ Φξ0p¨, zq

in U0zDM
0 . Since D̃ is not distributed periodically, then for z P D̃ there exists j P Z such that

zj :“ pz1 ` 2πj, z2q P ΩR,M
0 zDM

0 . Therefore, Φξ0p¨, zq R H
2
ξ0,M

pΩRzDM
0 q for all z P ΩRzDp,M

0

while wξ0 P H
2
ξ0,M

pΩRzDM
0 q, which is a contradiction.

Theorem 4.3. Assume that Assumptions 2.3 and 2.4 hold. Assume in addition that the hypothesis
of Theorem 1.5 and Lemma 2.8 hold. Consider z P ΩR, and let gαξ0 P L

2
ξ0,M

pΓRq such that

Jα,Mξ0
pΦξ0p¨, zq, g

α
ξ0
pzqq ď jα,Mξ0

pΦξ0p¨, zqq ` cpαq,

then
z P Dp,M

0 ðñ lim
αÑ0

IMξ0 pg
α
ξ0
pzqq ă 8.

Moreover, if z P Dp,M
0 then SMξ0 gξ0 |Dp,M0

converges to some vξ0 in L2pDp,M
0 q where vξ0 is solution

of (ITP1).

Proof. As in the proof of Theorem 2.9. By Lemma 2.1, Lemma 2.2 and Lemma 2.6 adopted to the
2πM periodic case we prove that the operator NM

ξ0
“ Np,M

ξ0
` Ñp,M

ξ0
can be factorized as

NM
ξ0
“ GM

ξ0
SMξ0 “ S˚,Mξ0 TMξ0 S

M
ξ0
, (87)

and has dense range, with S˚,Mξ0 : L2
ξ0,M

pDq ÝÑ L2
ξ0,M

pΓRq is the adjoint of the operator SMξ0
and TMξ0 is the operator defined as (39). Moreover, using Lemma 2.8 we prove that the norm
IMξ0 gξ0 is an equivalent norm to ‖SMξ0 gξ0‖L2pDM0 q

. Therefore, the results of the theorem are then a
straightforward application of Theorem 2.7 in [5] and Lemma 4.2.
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4.3. Application of the Differential Sampling Method for the reconstruction of D̃

As in [13], we explain in this section how one directly reconstruct D̃ using a differential indicator
function. Consider M ě 2, fix ξ P I . We denote by ξ0 :“ ξ

M
P IM . Consider gα P L̃2pΓRq,

gαξ0 P L
2
ξ0
pΓRq and gα,Mξ0 P L2

ξ0,M
pΓRq satisfying

JαpΦp¨, zq, g
α
pzqq ď jαpΦp¨, zqq ` cpαq,

Jαξ0pΦξ0p¨, zq, g
α
ξ0
pzqq ď jαξ0pΦξ0p¨, zqq ` cpαq,

Jα,Mξ0
pΦξ0p¨, zq, g

α,M
ξ0
pzqq ď jα,Mξ0

pΦξ0p¨, zqq ` cpαq,

for cpαq ą 0 verifying cpαq
α
Ñ 0 as αÑ 0. Let us define the indicator function to identify D̃ as

Iαpzq :“

«

Ǐpgαq

˜

1`
Ǐpgαq

IMξ0 pg
α,M
ξ0

´ 1
M
gαξ0q

¸ff´1

, (88)

with Ǐ is the norm defined by (85) and IMξ0 is the norm given as (57) withNp
ξ0
“ Np,M

ξ0
, Ñp

ξ0
“ Ñp,M

ξ0

and ΓR0 “ ΓR,M0 .

Theorem 4.4. Under the assumptions of Theorem 4.3 we have
´

z P D̃
¯

ðñ

´

lim
αÑ0

Iα ą 0
¯

.

Proof. Consider z P Dp. By Theorem 2.9 and Theorem 4.3 we have that Sξ0g
α
ξ0

and SMξ0 g
α,M
ξ0

converges respectively to vξ0 P H
inc
ξ0
pDq and vMξ0 P H

inc
ξ0,M

pDq verifying

Gξ0pvξ0q “ Φξ0p¨, zq and GM
ξ0
pvMξ0 q “ Φξ0p¨, zq. (89)

Moreover, from Lemma 2.7 and Lemma 4.2 we observe that vξ0 and vMξ0 are solutions of (ITP1)
with pϕ, ψq “

´

Φξ0p¨, zq,
BΦξ0 p¨,zq

Bν

¯

, then vξ0 coincides with vMξ0 . On the other hand, from (58),

Lemma 2.8 and Theorem 1.5 we have that IMξ0 gξ0 is equivalent (uniformly with respect to ξ0) to
‖SMξ0 gξ0‖

2
L2pDM0 q

. In particular, there exists of constant c1 ą 0 independent from ξ0 such that

IMξ0 pg
α,M
ξ0

´
1

M
gαξ0q ď c1

›

›

›

›

SMξ0 g
α,M
ξ0

´
1

M
SMξ0 g

α
ξ0

›

›

›

›

2

L2pDM0 q

. (90)

Moreover, we observe that SMξ0 g
α
ξ0
“MSξ0g

α
ξ0

. Therefore, the right hand side of (90) tends to zero
as αÑ 0. On the other hand, from Theorem 3.4 we have that Ǐpgαq ă 8 as αÑ 0. Hence

lim
αÑ0

Iαpzq “ 0 for z P Dp.
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Consider now the case where z P D̃. From Theorem 2.9 and Theorem 4.3 we have that
‖SMξ0 g

α,M
ξ0

‖L2pDM0 q
Ñ 8 and ‖Sξ0gξ0‖L2

ξ0
pD0q

is bounded as αÑ 0 . Moreover, we have that

IMξ0 pg
α,M
ξ0

´
1

M
gαξ0q ě c2‖SMξ0 g

α,M
ξ0

´ Sξ0g
α
ξ0
‖2
L2pDM0 q

ě c2‖SMξ0 g
α,M
ξ0

‖2
L2pDM0 q

´ c2‖Sξ0gαξ0‖
2
L2pD0q

,

with c2 ą 0 is a constant independent from ξ0. therefore

IMξ0 pg
α,M
ξ0

´
1

M
gαξ0q ÝÑ 8 as αÑ 0,

which implies that
0 ă lim

αÑ0
Iαpzq ă 8 for z P D̃,

This ends the proof.

Remark 4.5. Consider ĝα,Mξ0 pΓRq satisfying

Jα,Mξ0
pΦξ0,Mp¨, zq, ĝ

α,M
ξ0
pzqq ď jα,Mξ0

pΦξ0,Mp¨, zqq ` cpαq,

and define

IαMpzq :“

«

IMξ0 pĝ
α,M
ξ0
q

˜

1`
IMξ0 pĝ

α,Mq

IMξ0 pg
α,M
ξ0

´ 1
M
gαξ0q

¸ff´1

.

We observe that IαM can be considered also as an indicator function for the identification of D̃, i.e
Theorem 4.4 still holds if we change Iα by IαM and the proof follows the same arguments but with
applying Theorem 4.1 instead of Theorem 3.4.

5. Appendix

Lemma 5.1. For all ε ą 0, there exists δ ą 0 such that for |ξ1 ´ ξ| ă δ we have
›

›

›
S̃ξψ ´ S̃ξ1ψ

›

›

›

2

L2pΩ
R0
0 q
ď cε2

›

›

›
S̃ξψ

›

›

›

2

L2pΩ
R0
0 q

@ ψ P L2
7 pΓ

R
q, (91)

where c ą 0 is a constant independent of ξ and ξ1 P I .

Proof. Let ψ P L2
7 pΓ

Rq. From (74) we have

›

›

›
S̃ξψ

›

›

›

2

L2pΩ
R0
0 q
“
π

2

ÿ

jPZ

| pψj|
2

ż R0

0

|θξpj, R, x2q|
2dx2,

›

›

›
pS̃ξ ´ S̃ξ1qψ

›

›

›

2

L2pΩ
R0
0 q
“
π

2

ÿ

jPZ

| pψj|
2

ż R0

0

|θξpj, R, x2q ´ θξ1pj, R, x2q|
2dx2.
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Therefore, to prove (91) we prove for all ε ą 0 the existence of a constant c ą 0 independent from
ξ and ξ1 such that

ż R0

0

|θξpj, R, x2q ´ θξ1pj, R, x2q|
2dx2 ď cε2

ż R0

0

|θξpj, R, x2q|
2dx2.

Consider first j P Z such that k2 ě α2
ξpjq, i.e βξpjq “

a

k2 ´ |ξ ` j|2. There exists only a finite
number of j for which this holds. Then

|θξpj, R, x2q|
2
“
|eiβξpjqR|2

|βξpjq|2
|2 sinpβξpjqx2q|

2
“

2

|βξpjq|2
|1´ cosp2βξpjqx2q|.

For βξpjq “ 0, we have

lim
βξpjqÑ0

ż R0

0

|θξpj, R, x2q|
2dx2 “

4R3
0

3
“: c1, (92)

while if βξpjq ą 0, we have

ż R0

0

|θξpj, R, x2q|
2dx2 “ 8R3

0

„

y ´ sinpyq

y3



, (93)

with y “ 2R0|βξpjq|. Since y ÝÑ y´sinpyq
y3 ą 0 for y ě 0 and since βξpjq ą 0 is bounded for j P Z

such that k2 ě α2
ξpjq, then there exists a constant c11 ą 0 independent of ξ and j such that

ż R0

0

|θξpj, R, x2q|
2dx2 ě c11. (94)

Consider ε ą 0, since θξpj, R, x2q is continuous on the compact set Ī . Then there exists δ ą 0 such
that for |ξ1 ´ ξ| ă δ we have

|θξ1pj, R, x2q ´ θξpj, R, x2q| ď ε. (95)

Consequently, using (92)-(94) we get
ż R0

0

|θξ1pj, R, x2q ´ θξpj, R, x2q|
2dy2 ď c21R0ε

ż R0

0

|θξpj, R, x2q|
2dx2, (96)

with c21 :“ 1{minpc1, c
1
1q.

Consider the case where k2 ă α2
ξpjq for which βξpjq “ i

a

|ξ ` j|2 ´ k2. Assume in addition that
|βξpjq| ď 1. There exists only a finite number of j for which this holds. We have

|θξpj, R, x2q|
2
“
e´2|βξpjq|R

|βξpjq|2
sinhp|βξpjq|x2q

2.
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Therefore
ż R0

0

|θξpj, R, x2q|
2dx2 “

2R0e
´2|βξpjq|R

|βξpjq|2

„

sinhp2|βξpjq|R0q

2R0|βξpjq|
´ 1



ě
4R3

0

3
e´2|βξpjq|R, (97)

where we used the inequality sinhpxq
x

´ 1 ě x2

6
for x ě 0. Since |βξpjq| ď 1, then we get

ż R0

0

|θξpj, R, x2q|
2dx2 ě

4R3
0

3
e´2R

“: c12. (98)

Consider ε ą 0, since θξpj, R, x2q is continuous on the compact set Ī , then there exists δ ą 0 such
that for |ξ1 ´ ξ| ă δ we have

ż R0

0

|θξ1pj, R, x2q ´ θξpj, R, x2q|
2dy2 ď c12R0ε

ż R0

0

|θξpj, R, x2q|
2dx2. (99)

Consider now k2 ď α2
ξpjq such that |βξpjq| ą 1. Let δ ě 0, 0 ď δ0 ă δ such that ξ1 :“ ξ` δ0, then

we have

pθξ`δ0 ´ θξqpj, R, x2q “

ż ξ`δ0

ξ

Bθξ̃

Bξ̃
dξ̃. (100)

By the Cauchy-Schwartz inequality we get
ż R0

0

|θξpj, R, x2q ´ θξ`δ0pj, R, x2q|
2dx2 ď δ0

ż ξ`δ0

ξ

ˆ
ż R0

0

|
Bθξ̃

Bξ̃
pj, R, x2q|

2dx2

˙

dξ̃. (101)

On the other hand, let us denote by γ0 :“ 2ipξ ` jq e
´|βξpjq|R

|βξpjq|2
and γ1 :“ R ` 1

|βξpjq|
, we have that

Bθξ
Bξ
pj, R, x2q “ γ0 rγ1 sinhp|βξpjq|x2q ´ x2 coshp|βξpjq|x2qs (102)

Using that sinhp2yq “ 2 sinhpyq coshpyq, cosh2
pyq ´ sinh2

pyq “ 1 and 2 sinh2
pyq “ coshp2yq ´ 1

for all y P R, we get
ˇ

ˇ

ˇ

ˇ

Bθξ
Bξ
pj, R, x2q

ˇ

ˇ

ˇ

ˇ

2

“ |γ0|
2

„

p
γ2

1 ` x
2
2

2
q coshp2|βξpjq|x2q ´ γ1x2 sinhp2|βξpjq|x2q ´

γ2
1

2
`
x2

2

2



. (103)

Therefore
ż R0

0

ˇ

ˇ

ˇ

ˇ

Bθξ
Bξ
pj, R, x2q

ˇ

ˇ

ˇ

ˇ

2

dx2 “ |γ0|
2

„

R2
0

sinhp2|βξpjq|R0q

4|βξpjq|
´ pγ1 `

1

2|βξpjq|
q
R0 coshp2|βξpjq|R0q

2|βξpjq|

`
γ2

1 sinhp2|βξpjq|R0q

4|βξpjq|
´
γ2

1R0

2
`
R3

0

6
`

1

4|βξpjq|2
pγ1 `

1

2|βξpjq|
q sinhp2|βξpjq|R0q



.

36



In relation to (97) and the previous identity we consider the following functions defined for x P R
such that x ą 1 as

fpxq :“
2e´2xR

x2

„

sinhp2xR0q

2x
´R0



, (104)

gpxq :“ 4

ˇ

ˇ

ˇ

ˇ

?
x2 ` k2e´xR

x2

ˇ

ˇ

ˇ

ˇ

2 „
R2

0 sinhp2xR0q

4x
´ pR `

3

2x
q
R0 coshp2xR0q

2x
`
pR ` 1

x
q2 sinhp2xR0q

4x

´ pR `
1

x
q
2R0

2
`
R3

0

6
`

1

4x2
pR `

3

2x
q sinhp2xR0q



,

and we prove the existence of a constant α ą 0 such that gpxq ă αfpxq for all x ą 1. Let M P R
sufficiently large and consider first the case 1 ă x ď M . Since f and g are continuous functions
and fpxq ą 0, then we have

gpxq ă α1fpxq for 1 ă x ďM, (105)

with α1 :“
max

1ďxďM
gpxq

min
1ďxďM

fpxq
ą 0. For the case x ąM , we compare f and g at infinity. We have

gpxq “
px2 ` k2qe´2xR

2x4

ˆ

e2xR0

x

˙„

pR0´Rq
2
`O

ˆ

1

x

˙

,

fpxq “
e´2xR

2x2

ˆ

e2xR0

x

˙„

1`O

ˆ

1

x

˙

.

Therefore gpxq
fpxq

is equivalent to pR´R0q
2 at infinity. Using (105) we deduce the existence of a

constant α ą 0 such that
gpxq ď αfpxq, for all x ą 1,

which implies
gp|βξpjq|q ď αfp|βξpjq|q,

for all j P Z such that |βξpjq| ą 1. Then we deduce that
ż R0

0

|
Bθξ
Bξ
pj, R, x2q|

2dx2 ď α

ż R0

0

|θξpj, R, x2q|
2dx2. (106)

Therefore, using (101)-(106) we have
ż R0

0

|θξpj, R, x2q ´ θξ`δ0pj, R, x2q|
2dx2 ď δ0α

ż ξ`δ0

ξ

ˆ
ż R0

0

|θξ̃pj, R, x2q|
2dx2

˙

dξ̃. (107)

On the other hand, we show that x ÝÑ fpxq decreases in R`. Indeed , taking y “ 2xR0 and using

that sinhpyq “
8
ř

k“0

y2k`1

p2k`1q!
we get

f 1pyq “ R3
0e
´ R
R0
y
hpyq,
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with

hpyq :“
8
ÿ

k“0

y2k

p2k ` 3q!

ˆ

´R

R0

`
2k ` 1

p2k ` 4qp2k ` 5q
y

˙

.

Since coshpyq :“
8
ř

k“0

y2k

2k!
we observe that

y3hpyq ď ´
8
ÿ

k“0

y2k`3

p2k ` 3q!
`

8
ÿ

k“0

y2k`4

p2k ` 4q!
“ ´ sinhpyq ` y ` coshpyq ´ 1´

y2

2
ď 0

for y ě 0. Therefore f 1pyq ď 0 for all y ě 0. Since ξ ÝÑ |βξpjq| increases in Ī and x ÝÑ fpxq

decreases in R` we infer that ξ Ñ
şR0

0
|θξpj, R, x2q|dx2 decreases in Ī . Therefore, from (107) we

finally obtain that
ż R0

0

|θξpj, R, x2q ´ θξ`δ0pj, R, x2q|
2dx2 ď αδ2

0

ˆ
ż R0

0

|θξpj, R, x2q|
2dx2

˙

,

which ends the proof.
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