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A flexible foil undergoing pitching oscillations is studied experimentally in a wind tunnel with
different imposed free stream velocities. The chord-based Reynolds number is in the range 1600–
4000, such that the dynamics of the system is governed by inertial forces and the wake behind the foil
exhibits the reverse Bénard-von Kármán vortex street characteristic of flapping-based propulsion.
Particle Image Velocimetry (PIV) measurements are performed to examine the flow around the foil,
whilst the deformation of the foil is also tracked. The first natural frequency of vibration of the
foil is within the range of flapping frequencies explored, determining a strongly-coupled dynamics
between the elastic foil deformation and the vortex shedding. Cluster-based reduced order modelling
is applied on the PIV data in order to identify the coherent flow structures. Analysing the foil
kinematics and using a control-volume calculation of the average drag forces from the corresponding
velocity fields, we determine the optimal flapping configurations for thrust generation. We show
that propulsive force peaks occur at dimensionless frequencies shifted with respect to the elastic
resonances that are marked by maximum trailing edge oscillation amplitudes. The thrust peaks are
better explained by a wake resonance, which we examine using the tools of classic hydrodynamic
stability on the mean propulsive jet profiles.

I. INTRODUCTION

An oscillating elastic plate constitutes probably the simplest model of a bio-inspired propulsive mechanism: the
back and forth motion of a structure subject to deformation as it interacts with the surrounding fluid is the basic
fluid-dynamical problem behind animal swimming and flying [see e.g. 1, 2, and references therein], regardless of the
broad collection of different geometrical and material properties, as well as the specificities of different kinematics
with different degrees of complexity involved in insect [3, 4], bird [5, 6] and bat [7] wings [8], and fish fins and tails
[9, 10].

From an engineering perspective, flapping-based propulsion has come back to the center stage in the past two
decades especially with the development of micro-air-vehicles (MAVs)—fuelled by miniaturisation—see e.g. [11–13]
for a review. With respect to conventional aerodynamics, the main difference is rooted in the unsteady mechanisms
of force production by a flapping wing. Average thrust and lift are the outcome of the periodic flapping motion of a
structure that accelerates and decelerates, as opposed to the case of fixed-wing aircraft, where thrust is produced by a
jet engine or propeller and lift is the result of the flow around the static wing. Moreover, these unsteady mechanisms
are intimately linked to the problem of vortex shedding, especially the forced vortex shedding that occurs on the
time scale clocked by the flapping characteristic frequency. The distinctive feature of the wake of a flapping foil is a
sequence of counter-rotating vortices that bears resemblance to the vortex street behind a bluff body but where, in
the regimes of interest for propulsion, the sign of vorticity is inverted: the reverse Bénard-von Kármán (BvK) vortex
street [14–16]. The average flow field behind a flapping foil producing thrust is a jet flow. In the case of a body in
self-propulsion, as the body accelerates towards a cruising regime, the jet profile behind the flapping body tends to a
momentum-less wake profile (typically an inner jet surrounded by a drag wake) where the average thrust is balanced
by the global drag [17, 18]. In the case of flapping flight, the aerodynamic force produced by the flapping wings is
directed obliquely downwards, and it is partly used for thrust and partly as lift to counter the weight of the flyer, the
limit case being that of hovering, where all the thrust is directed downwards and there is no cruising speed.

In addition to the imposed flapping motion, the other main ingredient governing the dynamics of wings, fins and
bio-inspired appendages is their structural deformation response [see e.g. 19, 20]. The latter is determined by the
material and geometric properties of the body and it is the basic solid mechanics problem of forced vibrations. Without
the surrounding fluid, i.e. for a body flapping in vacuum, the whole problem is defined by the interplay between the
solid inertial forces that drive the deformation and the elastic restoring force. Adding the fluid to this forced vibration
problem means, from the point of view of the structure, new fluid forces (viscous and inertial). But from the point of
view of the fluid there is a whole new set of equations of motion to be considered, where the elastic solid determines
the boundary conditions. Physically, the flapping foil is thus a fluid-structure interaction problem governed by a few
dimensionless parameters that measure the respective importance of inertial, viscous and elastic forces in both the
solid and the fluid. We can be more specific considering a flat plate of chord length L, span H, mass per unit surface
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µ, bending stiffness B = EI as a model, immersed in a fluid of density ρ and kinematic viscosity ν, and actuated
in pitching oscillations of amplitude θR and frequency ff . The main dimensionless parameters are then: the mass
ratio M = ρ/ρs, which compares the density of the fluid to that of the solid; the Reynolds number Re = UL/ν,
which compares fluid inertial vs. viscous forces—where U is a characteristic velocity that can be the average flying
or swimming speed in a cruising regime, or the flapping characteristic velocity defined in terms of ff and θR); and
the dimensionless frequency f+ = ff /fn, that compares the forcing frequency ff to the natural frequency of the first
mode of vibration of the structure fn and thus contains the information about the bending stiffness.

The parameter space defined by M, Re and f+ encompasses a wide variety of problems, ranging from relatively
stiff flapping wings of some insects [21] to the very flexible parapodia of swimming snails [22]. In this paper we
focus on an aerodynamic problem with M ∼ 10−3 and Re ∼ 103, and we examine the case of a rectangular foil of
span-to-chord aspect ratio of ∼ 4.6 bending chord-wise mostly on its first mode of deformation as in [23, 24]. We
use two-dimensional (2D) Particle Image Velocimetry (PIV) on the symmetry plane at mid-span to examine the flow
in the wake and cluster-based reduced order modelling to identify the coherent flow structures. Simultaneously, the
elastic deformation of the foil is tracked. The first natural frequency of vibration of the foil is within the range of
frequencies of the forcing pitching oscillations, which determines a strong coupling between the structural dynamics
of the elastic foil and the vortex shedding in the wake. We use a control-volume calculation based on the PIV data in
order to compute the average drag force for each flapping configuration, which allows us to determine optimal points
in the parameter space in terms of thrust generation. We show that propulsive force peaks occur at dimensionless
frequencies shifted with respect to the elastic resonances, which are marked by maximum trailing edge oscillation
amplitudes. The thrust peaks are better explained by a wake resonance [25–27], which we examine using the tools of
classic hydrodynamic stability on the mean propulsive jet profiles [28].

II. CONFIGURATION AND EXPERIMENTAL SETUP

The flow configuration is described in Fig. 1a for a closed loop wind tunnel that has a test section of
dimensions Lx = Ly = Lz = 180 mm. A flexible foil of chord length L = 35 mm and span s = 160 mm undergoes
an oscillatory rotation, animated by a DC motor through a crank mechanism. The parameters of the
movement are a forcing angular frequency ωf = 2πff and a fixed angular amplitude θR = 10○. We choose an
aspect ratio s ∶ L ≃ 4.6 that favors 2D flow structures even though the wake is 3D. Concerning flow
blockage, for rigid motions, the frontal length of the foil Ly ∶ 2L sin(θ) ≃ 14.8 assures that the wind tunnel
walls should not affect the wake flow dynamics.

As described by Figure 1b, the total displacement of the foil w(x, t) can be written as the sum of a rigid
motion xθ and an elastic deformation w̃, i.e. w = w̃ + xθ, as illustrated on Fig.1b. Considering forced oscillations
included as θ = θ0 sin(ωf t), it is possible to characterize the dynamics using an Euler-Bernoulli beam framework
for the displacements w with times and spatial derivatives correspondingly ẇ, w′. We can write the
conservation of momentum for the elastic foil as:

µẅ +Bwiv +CDpL ∣ẇ +w′U ∣ (ẇ +w′U) = 0 (1)

where µ is the mass per unit length, B = EI is the flexural rigidity composed of the Young modulus E
and the moment of inertia I. CDp is the drag coefficient for the flow normal to a plate, a resistive contribution as
proposed by [29] and later revisited by [30–32]. In our case, we have contributions from the flapping motion
ẇ and from the projection of the free stream flow w′U on the same direction. Reynolds numbers based
on the chord length are in the range Re ∼ [1600,4000], corresponding to the working velocities of the wind tunnel
of U ∈ [0.7,1.8]m/s. Because viscous friction and added mass have small contributions, fluid forces on the foil are in
practice given by the last term of Eq. 1. The expression can be further simplified if we consider that the first mode
of elastic deformation is dominant. It is thus sufficient to study the projection of the trailing edge displacements
δ = w(L, t).

We have chosen the physical parameters of the foil and the kinematic parameter space in order to define a problem
with strong coupling between the fluid and solid elastic dynamics. On the one hand, considering a frontal area of
the flapping object given by a characteristic length ` times the span s, a vortex shedding frequency can be roughly
estimated using the Strouhal number

St = fvs`/U = fvs2δR/U (2)

and a reference value for bluff bodies St ≈ 0.2. For the range of wind tunnel speeds of the present experiment, the
vortex shedding frequencies—which are here driven by the frequency of the forcing pitching oscillation (i.e. fvs ≡ ff )
are thus in the range [10 . . .30]Hz. On the other hand, considering the foil as a cantilever beam, its elastic natural
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FIG. 1: (a) General view of the experimental setup of the pitching flapping foil in the wind tunnel. A laser sheet
defines the field of vision. (b) 2D view at midspan describing the flow configuration and geometrical description.

(c) PIV instantaneous vorticity field corresponding to UR = 0.29, f+ = 1.47. (d) Contours of the
time-averaged net velocity flow u(x) = ux −U showing a jet-like flow structure.

frequency is fn = k2
√
B/µ/2π, where the wavenumber k is such that kL = 1.875 for the first elastic bending mode.

For a 50µm polyethylene foil, the elastic natural frequency is fn ≃ 12.27 Hz. This value was confirmed experimentally
through image processing of free damped vibrations of the foil, which gave fn = 11.73 Hz.

For image acquisition, we used a monochromatic high-speed video camera (Weinberger SpeedCam in a mode of 400
frames/s with a spatial resolution of 512×512 pixels2). We also performed Particle Image Velocimetry measurements
using a LaVision system, composed of an ImagerPro 1600 × 1200 CCD camera with 14-bit dynamic range capable of
recording double-frame pairs of images at 14 Hz and a two-rod Nd-YAG (15mJ) pulsed laser. The field of view was
170mm×60mm (about 5L× 2L), with a spatial resolution of 0.8mm (0.023L) and the number of snapshots for each case
was 680, in order to assure statistical convergence. A typical instantaneous vorticity field ω(x, t) is presented in Fig.
1c, where its contour levels follow the foil deformation. Two rows of eddies exhibit the characteristic arrangement of
the reverse BvK vortex street, with positive (negative) eddies placed in regions where y > 0 (y < 0). This configuration
produces a net momentum injection in the wake, typical of propulsion produced by flapping motion, with a jet-like
structure noticeable by averaging in time the corresponding component of the velocity field, ux(x).

Assuming ergodicity, time-averaged velocity fields ⟨u(x)⟩ and fluctuations intensity of the j velocity component

⟨u′j
2
(x)⟩ were determined respectively as:

⟨u(x)⟩ =
1

N

N

∑
i=1

u(x, ti) ⟨u′j
2
(x)⟩ =

1

N
{
N

∑
i=1

(uj(x, ti) − ⟨uj⟩)
2
} (3)
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Then, with this definition, mean net momentum induced by flapping, u = ux −U is illustrated as contour levels on
Fig. 1d.

The PIV measurements in the present experiment are not time resolved, since the maximum sampling frequency
of the system fS ∼ fnat ∼ fvs. However, the flow temporal dynamics was accurately recovered using a clustering
method. The algorithm is based on the k-means algorithm (see Appendix A 2 for details) and was used to classify
the acquired PIV fields and obtain a number of different representative states. As clustering is similar to phase
averaging, the velocity and vorticity fields are more clear than direct snapshots, and the whole period of flapping can
be reconstructed.

III. RESULTS

A. Flexible foil dynamics

We proceed to characterize the response of the elastic foil by varying the forcing frequency ff or its non-
dimensionalized form f+ = ff /fn in a range f+ ∈ [0.5,1.8]. We define the reduced velocity UR = U/(2πfnL)
that expresses the coupling between the free flow U and the elastic foil dynamics.

The results are presented in Fig. 2a, where the non-dimensional displacements of the trailing edge of the
foil δ+ are obtained by comparing the total to the rigid displacements δ+ = δ/δR. Similar curves are obtained for
each reduced velocity UR, and the data points are fitted with a third order polynomial around the maximum of
displacement δ+max. The corresponding maxima (f+max, δ

+
max) are plotted on Fig. 2b their relationship, together with a

second-order polynomial fit. In the inset of the same Figure, a linear dependence between the reduced velocity UR and
the maximum of amplitude δ+max is displayed. It can be seen that the maximum deformation δ+max decreases and f+max

shifts with UR. Modeling the foil dynamics as a nonlinear oscillator with damping contributions from
ẇ and UR, it is reasonable to find such behavior. This could be done by reducing eq.(1) to a system
of equations regarding trailing edge dynamics. Through these results it is possible the approximation of
displacements for different flow conditions by interpolation, criterion supported by Fig. 2c, where a scaling can be
performed showing that the regime is similar for each reduced velocity,

Another way to scrutinize the kinematics is to compare the changes on the Strouhal number defined in eq.2 with
respect to a different Strouhal number defined using the elastic displacement 2δ, St∗ = 2δff /U . Fig. 2d shows a
family of similar curves for the different reduced velocities. More insight on the fluid–structure coupling can be gained
recalling the different terms in eq. (1) for the Euler–Bernoulli model of the elastic displacements of the foil. We define
a Cauchy number

C∗
Y = (ẇ +Uw′

)
2
/(ωnL)

2 (4)

that compares the kinetic energy of the fluid velocities (we can identify the flapping velocity ẇ that is responsible for
a major component of damping drag, and also the contribution from the free stream velocity coupled by the angle,
Uw′) to that of the solid elastic vibrations given by (ωnL)

2, for each reduced velocity UR. Both ẇ and w′ are
evaluated at the trailing edge of the foil, therefore, C∗

Y (U, ff ,w
′) is a function that changes for every

measured case. The inset of Fig. 2d shows that the Cauchy number C∗
Y provides a satisfactory scaling for the

Strouhal numbers relationship.

B. Flow field results

The flow dynamics in the wake of the foil was inspected for different parameters (f+, UR) through PIV measure-
ments. A representative state of the flow was already presented in Fig. 1c (c) for the case of UR = 0.29 and f+ = 1.47,
where the well-known reverse BvK vortex street regime is established. A first characterization of the induced velocity
field can be obtained by representing contour lines of the difference between time mean averaged and free flow as
shown in Fig. 1d. A jet-like flow structure is the result in each forced case, and we can compare them conveniently by
plotting a profile at y = 0 as displayed on Fig.3a. For UR = 0.29 an increment in the overall magnitude of the velocity
profiles is observed up to f+ = 1.47. This is expected as ωf = 2πffL gets higher, but effective flapping amplitudes
reduce for f+ > 1.3 recalling Fig. 2a. Maxima for the curves are summarized in Fig. 3b, where it is clear that
for increasing UR, induced motion diminishes monotonically. On the other hand, flapping also produces transversal

velocity fluctuations ⟨u′y
2
⟩1/2 which are displayed in Fig. 3c. These augment with f+ and attain a maximum for a

value in the range 1.30 < f+ < 1.63].
Furthermore, Fig. 3d outlines the evolution of transversal velocity fluctuations maxima for each forced case. We

shall analyze how these components constrain effective streamwise momentum production or, in a more general
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FIG. 2: a) Amplitude of non-dimensional displacements δ+ as a function of the non-dimensional forcing
frequency f+ under various reduced velocities UR. The maxima of (f+max, δ

+
max) are determined for each

curve and plotted on b), showing the amplitude attenuation and frequency shift. In the inset, a
quasi-linear dependence with respect to UR = U/(ωnL) is shown. c) Renormalized version of a) δ+/δ+max

vs. f+/f+max. d) Strouhal numbers defined from rigid and from total elastic displacements. The inset
shows a scaling through the Cauchy-like number C∗

Y .

context, how they are related to the determination of drag forces. We will also later discuss this aspect in terms of
the wake receptivity or its hydrodynamical stability properties.

C. Drag forces

Time-averaged aerodynamic forces, particularly drag/thrust in the streamwise direction can be estimated from PIV
2D-velocity field data. There are different approaches to achieve this goal in the literature (see for instance [33]). Here
we start by considering the general framework depicted in Fig., 4a that consists in integrating both the momentum
budget in a control volume V enclosing the flapping foil and the pressure forces on the corresponding boundary surface
S . The expression for the force reads:

F(t) = −
D

Dt
∫

V
ρudv + ∫

S
(−pI +T) ⋅ nds, (5)
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FIG. 3: Forced wake flow characteristics.

where p is the pressure field, I the unit tensor, T = µ(∇u+∇Tu) is the viscous stress tensor (with viscosity µ) and n
is a unit vector orthogonal to the boundary S .

Neglecting the effect of inhomogeneities in the flow along the spanwise direction, the projection of the time-averaged
Eq. (5) in the streamwise direction yields

FD = ∫

+∞

∞
ux(1 − ux)dy +

1

ρ
∫

+∞

∞
∆pdy − ∫

+∞

∞
⟨u′x

2
⟩dy (6)

where, for the sake of simpler notation FD ≡ ⟨FD⟩, ux ≡ ⟨ux⟩ and in the equation the integral is evaluated on a
fixed wake coordinate x = xwake. Viscous terms are therefore very small compared with convective and pressure
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FIG. 4: (a) Schematic representation of a control volume approach to determine forces from velocity fields. (b)
Momentum fluxes for drag estimation in equation (6) for UR = 0.29, f+ = 1.47 at xwake = 2.5L.

∆p = (p(xwake, y) − p∞) terms. The main difficulty of this expression is the estimation of the pressure field from
the 2D velocity field. This is achieved either by means of the Poisson equation (see e.g. [34]), or by integrating the
Navier-Stokes (NS) equation along the control surface [35]. The time-averaged pressure gradient on x = xwake is given
by:

1

ρ

∂⟨p⟩

∂y
= ⟨ux⟩

∂⟨uy⟩

∂x
+ ⟨uy⟩

∂⟨uy⟩

∂y
+
∂⟨u′xu

′
y⟩

∂x
+
∂⟨u′yu

′
y⟩

∂y
(7)

where, for wakes, the last term is much larger than the rest, so ∆p ≈ ρ⟨u′y
2
⟩ accounts for the change of pressure

in the wake due to transverse velocity fluctuations gradients. Figure 4b presents an example of how the terms in
Eq. (6) can be evaluated at a position xwake and integrated in order to obtain drag forces. It can be seen that the
transverse velocity fluctuations (orange circles) bring a contribution of the order of the momentum flux in
the stream direction (blue squares).

A possible approach to explicitly compute the force was proposed by [36] and later revisited by [37],
where pressure terms can be replaced by products of velocity and vorticity impulse contributions (for
a formulation in the case of a cylinder wake, see e.g. [38]).

However, in order to obtain accurate results, the evaluation of the flow field at a position xwake far
enough from the body is needed, which is out of reach of the PIV measurement window of the present
experiments.

To circumvent this problem, we used an alternative method following the study presented in [39] (see also [40]).
Through a control volume scheme, under the hypothesis of periodicity, for a wake flow expressed as u = U i + ∇φ =

(U + u)i + vj + wk, a superposition of a potential flow ∇φ and a far field velocity U , it is possible to estimate time-
averaged forces on a flapping body. We recall, that in the context of wake flows, the Reynolds numbers of
these experiments Re ∼ 103 allow us to consider that starting at the very near wake, inertia is dominant
with respect to viscous forces.

A light loading hypothesis applies when the unsteady wake and its associated potential are simply convected in the
x-direction with speed ∼ U , given that ∣∇φ∣ ≪ U . To leading order, the potential is φ = φ (x −Ut, y, z). Furthermore,
the unsteady flow is periodic in the x-direction so averaging over one temporal period is equivalent to averaging over
one spatial period. It results that the momentum balance reduces to:

F = −
1

T
∭

V
ρ (ui + vj +wk)dV (8)

where V is the Trefftz volume, which encloses an x−periodic control volume in the wake, characterised by a length
`Trefftz = UT = U/ff , as showed in Fig. 4a. In non-dimensional form,

˜̀
Trefftz = `Trefftz/L = UT /L = U/ffL .
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FIG. 5: a) Drag Coefficients as a function of the non-dimensional forcing frequency f+ for different values
of the reduced velocity UR. b) Corresponding Trefftz lengths. In cases marked by black circles,

UT > `PIV domain and the force computation with eq. (8) cannot be performed.

Recalling that St = ff2δR/U and δR = L sin(θR), it follows that

˜̀
Trefftz =

U

ffL

δR
δR

=
U

ffδR
sin(θR) =

2 sin(θR)

St
(9)

We can evaluate the integral in Eq. (8) on the volume defined by this length and divide by the period T or multiply
equivalently by ff or St in non-dimensional form. The result of this computation expressed as a drag coefficient
CD = 2Fx/(ρU

22δR), considering homogeneity in the spanwise direction, is shown in Fig. 5. The computed forces are
plotted as a function of the forcing frequency for all the different values of the reduced velocity UR on Fig. 5a. It is
evident that as UR increases, the momentum produced from flapping is smaller compared to the incoming flow, so in
UR = 0.29 we appreciate the highest thrust (or the minimum drag). Among these values, a minimum is attained at a
forcing frequency around f+ = 1.47. We note that this vaue does not match to the solid elastic resonance f+ = 1 nor
to the maximum elastic displacement observed in Fig. 2a at f+ = 1.30.

Trefftz volumes, defined by the associated lengths `Trefftz are determined from the experimental parameters and
plotted on Fig. 5b. For some cases, UT becomes higher than the PIV domain behind the foil, so we cannot use this
scheme. Nonetheless, the relationship between drag and forcing frequency presents strong changes for low relative
velocity values, UR = [0.29; 0.37], where Trefftz volumes are well defined. For the other cases, the induced momentum,
as already depicted in Fig. 3b, is just high enough to compensate the losses in the wake due to transversal fluctuations.

In this context, previous works have hypothesized on the causes of an optimal propulsion. Triantafyllou et al.
[25, 41], for the case of wake dynamics of a pitching rigid foil postulated that the frequency of maximum spatial
amplification in the wake provides optimal thrust production per input power. In the same sense, later, Moored et al.
[26, 27] experimentally showed that resonant peaks in thrust occurred for discrete values of the effective flexibility, a
non-dimensional parameter measuring the ratio of added mass forces to internal bending forces. In their study, not
only friction but added-mass contributions play a role on more complex dynamics. Their linear stability analysis used
the Orr-Sommerfeld equation as viscous terms cannot be neglected and the flow finds more combinations of resonant
frequencies for the wakes. They found on the one hand that for flexible propulsors each peak in efficiency occurs
when the driving frequency of motion is tuned to a wake resonant frequency, not a structural resonant frequency. On
the other hand, panel flexibilities that attain global optimally efficient locomotion are those for which structural and
wake resonant frequencies are tuned.

Although, the analysis is focused on a self-propelled condition, we found that some of these concepts can be applied
to our present results, as we discuss in what follows.
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FIG. 6: a) Non-dimensional circulation as a function of forcing frequency. Filled symbols come from
PIV measurements and non-filled symbols from the kinematic model represented schematically in b).
The model predicts circulation from the parameters of the foil kinematics and the free flow (see text).

D. Drag forces and Circulation

Considering a potential flow theoretical framework, the forces induced on the body are proportional to each element
of the vortex street circulation Γi and to their distance yi respect the symmetry axis y = 0, as described by the impulse
equation :

F =
d

dt
∑Γiyi (10)

The circulation Γi = ∫s ωds can be determined for each case as we have clear quantitative results of vorticity and
vortex definition from the PIV cluster analysis. The results are displayed on Fig 6a. An alternative estimate for the
circulation can be obtained using the foil kinematics. Since there is a competition between vorticity production from
the free flow and from flapping, as depicted by Fig. 6b, Γi = ∫s ūd̄l, we express:

Γi = Γuθ − ΓU = ωfLδ −U cos(θ)δ (11)

The values computed from this kinematic approximation are also presented in Fig. 6a and a reasonable agreement
with the calculation from the PIV fields is found for most cases. Also, the kinematic computation brings an estimate of
the circulation where no PIV data is available, thereby extending the range of frequencies explored. For Ur = 0.29 the
circulation prediction from the kinematic model exceeds the calculation from the PIV measurements for frequencies
over the maximum, f+ > 1.30. Maxima are delayed for increasing UR so differences in other cases are not so clearly
displayed. We hypothesize that the wake is less sensitive to higher frequencies so forcing at f+ > f+max ceases to create
effective vorticity.

Examining UR = 0.29, for f+ = 1.14 and f+ = 1.47 we observe that while the value of vortex circulation from PIV
measurements does not change significantly, the drag coefficient on Fig.5a is about the double. Recalling Eq. (10),
this fact confirms that the change in the resulting force must be due to a modification in vortex arrangements.

The spatial development of the vorticity field is depicted in Fig. 7, for a similar forcing phase period under three
different forcing frequencies. We observe that the intensity and position of vortices in the near wake does no differ
from one case to the other but for larger distances (x/L > 2.5) f+ = 1.47 shows a more ordered structure. Traces for
every phase of the period are also plotted for both cases, describing crossing (f+ = 1.14; 1.30) and parallel (f+ = 1.47)
vortex streets. In an air flow, for Re ∼ 2000, where we can neglect friction and added mass contributions on the
wake dynamics, instability of these trajectories can be attributed to an inviscid mechanism. We study this particular
aspect of forced wakes by means of a hydrodynamical stability analysis based on previous approaches [28, 42] and
hypotheses [26, 27].
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(a) f+ = 1.14 (b) f+ = 1.30

(c) f+ = 1.47

FIG. 7: Contours of vorticity for a given phase of the flapping period at UR = 0.29 at three different forcing
frequencies. White contours shows the path of vortices during the whole period of oscillation. Full animated

trajectories are available in Supplementary Material.

E. Hydrodynamical stability

In order to analyze the stability properties of the wake, we explore its receptivity to disturbances in the region
x/L > 1. Neglecting viscosity effects, time mean average velocity profiles ux(y) are analyzed with the inviscid Rayleigh
equation. Global frequencies for the wake are obtained for two forcing cases UR = 0.29 and 0.37 where clear propulsive
force peaks were observed. Details on the method and implementation are included in Appendix A 1.

Figure 8 summarizes the results of the analysis. Both panels in the figure share the same abscissa f+. The top plot
reproduces the drag coefficient curves from Fig. 5a whilst the bottom panel presents the non-dimensional frequencies
selected by the wake (written as Strouhal numbers), as obtained by the stability analysis. The horizontal bars represent
Strouhal numbers calculated as fn2δR/U while vertical bars mark values of drag minima for each reduced velocity.
These lines coincide in the vicinity of non-dimensional frequencies issued from linear stability analysis.

It is thus resonance (e.g. UR = 0.29, f+ = 1.47) between the stability properties from the wake and the elastic
vibrations from the foil the criteria that leads to maximum propulsion (or drag minima). Such condition is in
agreement with parallel trajectories of vortices as already depicted on Fig. 7c. Again, yi in eq. (10 remains constant
and assures the maximum impulse. On the contrary, when foil elastic and wake frequencies are not synchronized (i.e.
(UR = 0.29, f+ = 1.14)), even for similar values of circulation produced in the near wake as measured and predicted on
Fig. 6a, vortex paths result unstable producing higher transversal fluctuations and less added net momentum. From
these facts, we found that the interaction between the foil induced motion and the free flow (through
UR) is not only in terms of non-linear damping but also in setting the wake stability conditions.
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FIG. 8: The bottom plot presents Strouhal numbers (St) calculated in the wakes through linear stability as a
function of f+ for UR=0.29; 0.37. The shaded horizontal lines correspond to the elastic non-dimensional

frequencies of the foil for each case. Resonance between the wake and the elastic foil occurs when they
intersect the Strouhal curves. The top plot reproduces the CD curves of Fig. 5a for the same reduced

velocities. Shaded vertical lines mark the frequencies for the drag minima to highlight that these
coincide with the aforementioned wake-foil resonance.

IV. CONCLUSIONS

We characterized the dynamics of a flexible foil performing pitch oscillations immerse in an uniform airflow. For
small to moderate elastic deformations, scale laws can describe the relationship between the maximum of amplitude,
and the corresponding forcing frequency of the foil and the reduced velocity. In the same sense, inertial drag resistive
contribution importance is depicted through a Cauchy number.

Study of the flow main structures was performed through PIV measurements and applying clustering methods.
Propulsion forces were determined from velocities by means of an integral momentum scheme. Maximum propulsion
was not obtained for the forcing and elastic resonance condition f+ = 1 but rather when the wake resonant frequency
is tuned with the foil dynamics. A convective instability associated with a jet-like structure that develops in the wake
was studied by hydrodynamic linear stability analysis. Reduced velocity, forcing oscillations and the corresponding
elastic deformations condition the shape of such jet velocity profiles, defining the resulting wake global resonant
frequency. In agreement with these findings, we observe that vortex trajectories corresponding to propulsion maxima
are more stable and remain parallel in the reverse Bénard-von Kármán configuration.

Appendix A: Appendix

1. Hydrodynamical stability

Wake flow stability properties are surveyed through a linear inviscid 1D approach, using the Rayleigh equation:

(kUy − ω)(
d2ψ

dy2
− k2ψ) − k

d2Uy

dy2
ψ = 0 (A1)

being Uy a time-averaged velocity profile at a fixed x−coordinate, k the wavenumber, ω the frequency and ψ the
stream function.

An analytical fit for Uy to avoid numerical noise is used, as in the study by [28] for cylinder wakes:

Uy = 1 −A +A tanh [a (y2
− b)] (A2)

The boundary conditions are on the one hand, symmetry about y = 0, corresponding to BvK vortex streets. This
also is the case of reverse BvK, which applies directly to our measurements. On the other hand, for y ≫ 1, Uy ≃ U
the free flow velocity, then ψ Ð→ 0.
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FIG. 9: Schematic representation of the necessary steps involved in the linear stability analysis: (a) Time-averaged
net mean velocity flow contours for ux with three profiles (circle symbols) fitted by eq. (A2) . (b) A mean

velocity profile at ⟨Uy(y, x = xc)⟩, for a fixed x−coordinate xc. Solving the Rayleigh equation for this profile,
for a range of wavenumbers k = kr + iki produces (d) a map for ki = constant in the ω-plane. At a critical point, a
cusp on the curve, the point (ω0r, ω0i) is determined for xc. In (c) the results for each x−position (symbols) are

plotted in a ω−plane. Criteria for the prediction of a global frequency in a spatially developing flow is given by the
condition ∂ω/∂x∣x=xs

= 0 [43]. The saddle point ωs = ω(x = xs) (big black circle) is obtained through an analytic
continuation of the complex function ω0(x) considering x = xr + ixi (lines). ωs corresponds to the

appearance of a cusp point. (dashed curve) [44]. Considering all the cases, the points ωs = (ω,σ) provide the
data for Fig.8

A generalized eigenvalue problem solves (A1)

ωB(k)ψ = A(k)ψ

We use NumPy linear algebra libraries in order to calculatie the pseudoinverse of B, for a k = kr + iki and then
computing the most unstables eigenvalues ω0 = ω0r + iω0i.

The global frequency for the spatially developing flow is determined using the criterion proposed by [43] which
consists in finding a saddle point, ∂ω0/∂x∥x=xs = 0 of the complex function ω0(x) through use of the Cauchy–Riemann
equations and analytic continuation to complex values of x = xr + ixi. Figure 9 summarizes the procedure, Hence, we
could select the onset frequency f = ω0(xs)/2π for this spatially developing flow to characterize the wake resonance.
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i .
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the barycenter as bk = ∑i ωi/Ns, i ∈ W .

(4) Centroids are displaced to new

barycenters c
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k = bk.
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otherwise it is iterated from (1).

FIG. 10: Left: Steps for the construction of Clusters. Right: application example from our PIC data. Three diferent
snapshots of voricity fields corresponding to the same cluster contributes to its determination through ensamble

average.

2. Clustering

A clustering technique, named k-means algorithm [45, 46], was applied in order to obtain clear and representative
states of the flow. Burkardt et al. [47] used the method for the first time in a fluid mechanics context. Later, Kaiser
et al. [48] developed Cluster-based Reduced Order Modeling (CROM) which constitutes and alternative to classical
POD-Galerkin reduced model schemes.

Strictly, k-means is a classification algorithm which minimizes the average distance between a specified number Nc
of points (called centroids) and the data in a phase space. For example, a point ωi in the phase space representing
one PIV snapshot can be defined by its vorticity values in the spatial domain of interest, in our case, x ∈ [1 3.5],
y ∈ [−1 1D]. Other components of the flow field may be chosen or even projections on some suitable base functions.
Taking into considerations our PIV measurements, given their spatial resolution, ωi corresponds to 10836 values. We

can use i.e. the euclidean norm d(ωi, ωj) =
√

∑
10836
s=1 (ωi(s) − ωj(s))2 as a proper distance between two points of the

phase space.
The Nc centroids ck, k ∈ [1,Nc] can be initialized by picking Nc random PIV fields. Figure 10 presents the algorithm

calculations and illustrate how coherent structures are clearer and more identifiable.
When the method is stopped, Nc centroids are obtained, each one of them representing average states issued from

the data and as separated as possible one from the other. A representation of a characteristic state of the flow can
then be obtained by averaging all snapshots belonging to the same cluster. This method can be considered as a
generalized phase averaging technique without the necessity of a strict periodicity of the phenomenon. An object
oriented, open source k-mean algorithm is available in the Scikit-Learn [49] Python library .
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