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Abstract

The dislocation properties of UO2, the main nuclear fuel material, are im-
portant ingredients to model the mechanical properties and predict nominal
and accidental operations of nuclear plant reactors. However, the plastic be-
haviour of UO2 is complex with little known about dislocations and other ex-
tended defects. In this study, we use a combination of interatomic potential-
based atomistic simulations and ab initio calculations to investigate the core
structure and mobility of the 1

2h110i{001} edge dislocation, which controls
the plasticity of UO2 single crystals. Various dislocation cores are obtained
and compared, including the classical asymmetric Ashbee core and a so-far
unreported core made of an alternation of both variants of the Ashbee core
along the dislocation line. This new core, called here zigzag, is ubiquitous
in molecular dynamics simulations at high temperature in the nominal-to-
accidental transient regime (1600 to 2200 K). Molecular dynamics is also used
to determine the velocity of the edge dislocation as a function of temperature
and stress. A dislocation mobility law is adjusted from the simulations and
provides an up-scaling ingredient central to the multi-scale modeling of UO2

nuclear fuel mechanical properties.
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dynamics, DFT

1. Introduction

Uranium dioxide (UO2, fluorite structure, a0=5.47Å) is the most impor-
tant fuel material used in pressurised water reactors. During nominal or
accidental operations, the temperature in the fuel pellets varies significantly,
in a range between 1200 and 2700 K. The induced thermal gradients can gen-
erate significant thermomechanical stresses responsible for the deformation
and fracture of the pellets [1, 2]. As a consequence, a better understanding
of the material viscoplastic behaviour is crucial to provide a solid foundation
for predictive multi-scale models of nuclear fuel under irradiation.

The primary slip system of UO2 single crystals is 1
2h110i{001} for which

deformation microstructures are typical of materials with a high-lattice fric-
tion i.e., they are composed of dislocations with an anisotropic shape made of
extended edge segments as well as zigzag portions [3, 4, 5]. As a consequence,
the glide of the 1

2h110i{001} edge dislocation is known as the rate-limiting
process for the deformation of UO2 single crystals.

Several studies focused on measuring the Critical Resolved Shear Stress
(CRSS) of UO2 single crystals as a function of temperature [6, 7, 8, 9]. Lefeb-
vre and Byron described a typical thermally-activated non-linear decrease of
the CRSS in the 1

2h110i{001} system down to an athermal stress plateau
of about 20 MPa for temperatures above Ta=1750 K. Plastic slip in the
1
2h110i{110} system was also identified but at larger stresses than for pri-
mary slip systems [7, 8]. Finally, a few evidence of 1

2h110i{111} dislocations
were also reported [8, 10] but no CRSS are available as {111} slip is always
activated together with {001} and/or {110} in UO2.

To complement experimental investigations, atomistic simulations using
semi-empirical potentials were performed. Up to now, they were used to
characterize the lattice friction and Peierls barriers, the 0 K Peierls stress as
well as to compute CRSS vs. temperature profiles [11, 12, 13, 14]. Concern-
ing the various slip systems, CRSS computations at high strain-rate (⇠108
s�1) using Molecular Dynamics (MD) qualitatively confirmed the experimen-
tal evidence about slip systems i.e., the 1

2h110i{001} slip is easier than in
both other systems. Recently, Soulié et al. confirmed using a variable-charge
SMTB-Q potential that the edge dislocation requires a larger stress than the
screw component to glide in {001} [14]. Also, Lunev et al. [15] investigated
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the mobility of the 1
2h110i{001} edge dislocation using several rigid-ion pair

potentials including the Yakub [16], Morelon [17] and Potashnikov parameter-
izations [18] as well as the Cooper, Rushton and Grimes (CRG) many-body
potential [19]. While pair potentials are known to describe elastic constants
in oxides with limited accuracy (Cauchy rule violation), the Potashnikov po-
tential reproduces best the ionicity parameter Q = 1� exp(��x

2
/4) where

�x is the electronegativity variation between U and O atoms [20]. Q is be-
lieved to be a critical factor influencing the dislocation mobility in UO2 [15].
Indeed, Lunev and collaborators have shown that the Yakub and CRG poten-
tials, which both have Q ⇠0.55, predict similar dislocation velocities at 2000
K, while larger velocities (up to a factor 3) are obtained with the Morelon and
Potashnikov potentials that have a larger Q=0.689, closer to the theoretical
value (Qth=0.654). However, the authors did not provide detailed infor-
mation on the core configuration they modeled while the 1

2h110i{001} edge
dislocation can potentially adopt different cores, either neutral or charged
[21, 22, 23, 24]. Thus, while the Potashnikov potential appears as a good
alternative to more expensive variable-charge potentials, the question of the
influence of the core configuration on the mobility of the 1

2h110i{001} edge
dislocation is still to be clarified.

In the present work, we investigate the core structure and mobility of the
1
2h110i{001} edge dislocation in UO2 using first-principles calculations and
classical interatomic potential-based simulations. Various core structures are
obtained including neutral and charged configurations. Special attention is
paid to the influence of temperature on the fine structure of the dislocation
core. The dislocation mobility is computed in the 1600 to 2200 K temperature
range characteristic of a nominal-to-accidental transient regime. Simulation
results are discussed in light of recent investigations performed on UO2 dis-
location core and mobility.

2. Simulation methods

Atomistic simulations in UO2 are performed using the Large-scale Atomic/Molecular
Massively Parallel Simulator (LAMMPS) package [25]. Interactions between
atoms are modeled using the rigid-ion potential adjusted by Potashnikov et

al. [18] and the SMTB-Q potential [26, 27]. Both were recently used to
model dislocations in UO2 [15, 28, 14]. To handle Coulombic interactions,
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Ewald summation [29] and Wolf truncation [30] methods were tested with the
Potashnikov potential, leading to quantitatively similar results but a higher
computational efficiency with Wolf truncation (see supplementary materials).
Also, the SMTB-Q potential is compatible with only this method [26]. We
thus used Wolf’s truncation for all molecular simulations presented in the
following. The Wolf radius and damping coefficient are set respectively to 11
Å and 0.3 Å�1 for both Potashnikov and SMTB-Q potentials. Short-range
interactions with the rigid-ion potential were also cut-off at 11 Å.

First principles density-functional theory (DFT) calculations are per-
formed using the Projector Augmented Wave (PAW) formalism as imple-
mented in the Vienna Ab initio Simulation Package (VASP) [31, 32] using the
Perdew–Burke–Ernzerhof (PBE) exchange-correlation functional [33]. An
additional on-site Coulombic repulsion is added by including a Hubbard-like
term in the Hamiltonian in the rotationally-invariant form proposed by Licht-
enstein in order to account for the strong 5f electron correlations [34]. The
on-site U and J parameters are set to U = 4.50 eV and J = 0.54 eV, consis-
tent with the values used in previous works [35, 36, 37, 38]. We also use the
Occupation Matrix Control (OMC) scheme to avoid convergence of the self-
consistent calculations to metastable states [39]. Calculations are performed
at the � point with a 500 eV cut-off energy. Spin-polarization is taken into
account in a 1

�!
k collinear antiferromagnetic order as an approximation of

the 3
�!
k non-collinear antiferromagnetic order of UO2 below TN=31 K [40],

which is not computationally tractable for large supercells.
Atomic configurations are characterized using Ovito [41] and the Poly-

hedral Template Matching (PTM) crystallographic algorithm [42] applied to
the uranium Face-Centered Cubic (FCC) sublattice.

2.1. Dislocation dipole configuration

The 1
2h110i{001} edge dislocation core structure is investigated using the

dislocation dipole method [43, 44]. First, perfect fluorite crystals of size (Lx,
Ly, Lz) and oriented along x = [110], y = [1̄10], z = [001] are built using
ATOMSK [45]. As illustrated in Figure 1, two edge dislocations with oppo-
site Burgers vectors (~b along x = [110], dislocation line ~l along y = [1̄10])
are then introduced respectively at (Lx/4+ �x, Lz/4+ �z) and (3Lx/4+ �x,
3Lz/4+�z) using the isotropic elastic theory [46]. Dimensions up to Lx=244.3
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Å, Ly=92.3 Å (24b), Lz=239.4 Å (402 336 atoms) and Lx=21.2, Ly=7.7 Å
(2b), Lz=27.2 Å (330 atoms) are used respectively for classic and DFT sim-
ulations. The excess slice of atoms generated by the introduction of the
dislocation dipole is removed in the x = Lx region before the box is adapted
accordingly. �x=�z=0.25 Å keeps the neutrality of the excess slice of atoms
and avoids the appearance of spurious defects during the introduction of the
dislocation dipole. Thus, the charge neutrality of the whole simulation cell
is maintained after excess atoms are removed and periodic boundary con-
ditions (PBCs) are applied in the glide direction. In both classic and DFT
simulations, the simulation cell is extended of b/2 along the x direction and
tilted by -b/2 (xz orientation) to accommodate the plastic shear introduced
by the edge dislocation dipole [47]. At this stage, the resulting configuration
is made of two edge dislocations with charged cores, one positive and the
other negative. To obtain neutral cores, an extra column of oxygen atoms
in the negatively-charged core is moved to the positively-charged one. Un-
relaxed configurations are shown in the supplementary materials. In both
cases, the simulation cells are neutral and PBCs are used along the three
directions of space.

Figure 1: Dislocation dipole simulation cell and crystallographic orientations. The edge
dislocation dipole is aligned with the y=[1̄10] direction, the Burgers vectors are along
x=[110] and the glide plane has z=[001] normal. 3D periodic boundary conditions are
applied. For velocity simulations, a shear stress ⌧xz is applied to the simulation cell using
the Nosé-Hoover barostat.
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2.2. Dislocation core relaxation and equilibration

After fabrication of the simulation cell, the internal energy is minimized
using the conjugate gradient and FIRE [48] algorithms (the latter being used
in molecular statics simulations only). Simulation convergence is obtained
using a criterion on the total resulting net force on the system of fn =10�10,
10�6 and 10�2 eV/Å respectively for the Potashnikov potential, the SMTB-Q
potential and DFT simulations. After energy minimization, the dislocation
energy E

X
dislo is computed using:

E
X
dislo =

E
X �N.Ecoh

2l
, (1)

where E
X is the energy of the cell containing a dislocation dipole after en-

ergy minimization, X will be used to denote the type of dislocation core (e.g.,
Ashbee, Amelincks, ..., see below), N is the number of UO2 molecules and
Ecoh the cohesive energy. Since in the following, we will only discuss relative
dislocation energies between dislocation cores, no elastic correction related
to the interactions between the dislocations of the dipole and between these
dislocations and their periodic images is needed [49, 44].

To study the thermal stability of the dislocation cores, the relaxed simu-
lation cells are heated up to 2000 K using MD. To that effect, atom velocities
are initially randomly set using a gaussian distribution at a temperature of
5 K. After 10 ps equilibration in the NVE ensemble, the system is progres-
sively heated up (Ṫ = 50 K/ps) in the NPT ensemble using the Nosé-Hoover
formalism [50] before running an additional 10 ps equilibration at constant
T . In this study, simulation timesteps of 1 and 0.2 fs are used respectively
for the Potashnikov and SMTB-Q potentials. The simulation cells are finally
quenched again to investigate the dislocation core structures after returning
at 0 K.

2.3. Dislocation velocity

To compute the dislocation velocity under constant stress and tempera-
ture, v(⌧, T ), the relaxed configuration of the neutral dipole with a dislocation
line length of 24b is first heated up to temperatures between 1600 to 2200 K
using the NPT ensemble at a heating rate of 50 K/ps. For each temperature,
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a constant shear stress ⌧=⌧xz is applied using the Nosé-Hoover barostat after
a short equilibration time of 10 ps while the other components of the stress
tensor are maintained at zero. The dislocation velocity is derived from the
Orowan’s equation �̇=⇢mbv(⌧, T ) where �̇ is the plastic shear rate here in-
ferred from the simulation cell shape evolution and ⇢m=2/(lxlz) is the mobile
dislocation density.

3. Results

3.1.
1
2h110i{001} edge dislocation core: neutral vs. charged configurations

Figure 2: Relaxed configurations of 1
2 h110i{001} charged dislocation edge cores computed

at 0 K using the Potashnikov interatomic potential, (a) positively-charged dislocation
core and (b) negatively-charged dislocation core. Atoms colored in red and blue refer
respectively to oxygen and uranium.

Figure 2 shows the relaxed configurations of the charged (positive and
negative) edge dislocation cores obtained with the Potashnikov potential.
The positively charged core presented in Figure 2a is characterized by two
columns of UO1.5 molecules i.e. two UO columns of atoms that encompass
an axis-aligned O column in the centre of the dislocation core region. For
the negatively-charged core (Figure 2b), the additional charges force the re-
orientation of neighboring UO2 molecules repelling oxygen atoms. Also, the
symmetry of parts of the O columns breaks during energy minimization lead-
ing to alternate positions of the O atoms along the dislocation line that better
accommodate local charge variations.
The neutral relaxed configuration computed using the Potashnikov potential
is shown in Figure 3a. It is characterized by a central UO2 motif asymmetri-
cally tilted out from the [001] direction towards either the [110] or the [1̄1̄0]
direction. There are thus two equivalent variants (left and right) for this core
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Figure 3: Relaxed configuration of the 1
2 h110i{001} neutral dislocation edge core computed

at 0 K: the Ashbee core, (a) Perspective view along the dislocation line, (b) Potashnikov
fixed-charge potential, (c) SMTB-Q variable-charge potential, (d) DFT.

configuration, which corresponds to the asymmetrical Ashbee core detailed
in [23]. Relaxed configuration obtained using the SMTB-Q potential and
DFT are shown for comparison in Figures 3c and d, respectively. The con-
figuration obtained with DFT is close to that obtained with the Potashnikov
potential and differs only by larger rotations of the UO2 molecules away from
the [001] direction. By way of contrast, the SMTB-Q potential still predicts
an asymmetrical core but characterized by an alternation of the O atoms
along the dislocation line. The Potashnikov potential thus predicts fairly
well the Ashbee dislocation core compared to DFT calculations.

The energy difference between E
Ashbee
dislo and E

charged
dislo (average over the

two charged cores) computed using the Potashnikov potential is �E =
E

Ashbee
dislo �E

charged
dislo =-1.66 eV/b. This confirms the higher stability of the neu-

tral Ashbee core when compared to the charged cores.
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3.2. High-temperature
1
2h110i{001} edge dislocation: the zigzag core

To investigate the 1
2h110i{001} edge dislocation core structure in con-

ditions relevant for power transient or accidental conditions, the simulation
cell is then heated up using Potashnikov potential. Simulation results show a
reconstruction of the dislocation core for T>450 K and maintained at higher
temperatures. As illustrated in Figure 4, the new dislocation core configura-
tion breaks the translational symmetry of the Ashbee core. It is formed by
an alternation of both left and right variants of the Ashbee core along the dis-
location line, thus on average, restoring a symmetrical core. This new zigzag

dislocation core structure remains stable after an energy minimization from
T= 500 K i.e., the core does not revert back to the asymmetrical Ashbee
configuration. Note that this structure obtained after energy minimization
from a high-temperature configuration may contain defects in the periodic
succession of both variants along the dislocation line (pseudo-period of 2b).

Figure 4: Temperature-induced transformation of the 1
2 h110i{001} edge dislocation core

in UO2 modeled using Potashnikov potential. The low-temperature Ashbee configuration
transformed into a high-temperature zigzag configuration for T>450 K.

To further confirm the relevance of the zigzag core, the new configuration
is further investigated using both potentials and DFT calculations. As an
input, we use a handmade zigzag core configuration built from the Ashbee
core in which O atoms are forced to alternate with a strict period of 2b along
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the dislocation line. Relaxed zigzag core configurations are shown in Figure 5.

Results obtained with the Potashnikov potential confirm the stability
of the zigzag core here described by the strict alternation of both Ashbee
variants with a period of 2b (without defects of alternation). While the
SMTB-Q zigzag core is quantitatively comparable to the one computed with
Potashnikov potential, DFT calculations find an even-less symmetrical core
where not only the O but also the U atoms in the center of the dislocation
core alternate in the ±[110] directions as seen in Figure 5d.

The zigzag core is stable or metastable as no reverse transformation back
to the Ashbee core was observed with all three interaction models. One rea-
son for the stability of this core is that it increases the distance between the
O atoms in the dislocation core and thus minimizes their Coulombic interac-
tion. Using the Ashbee core energy as a reference, we find �E=-0.05 eV/b
using Potashnikov potential, i.e. with this energy model, the zigzag core is
the most stable configuration. With SMTB-Q and DFT calculations, the en-
ergy difference is positive, �E=+0.10 eV/b with the former and �E=+0.25
eV/b with the latter, and the zigzag core is only metastable. The energy of
the zigzag core with strict 2b period decreases by about 52.5 meV/b when
compared to the configuration obtained from high-temperature quenching
(pseudo-period of 2b).

3.3.
1
2h110i{001} edge dislocation mobility

The mobility of the neutral 1
2h110i{001} edge dislocation core is investi-

gated using the Potashnikov potential at temperatures ranging from 1600 to
2200 K. In this temperature range, the neutral dislocation core adopts the
zigzag configuration previously discussed. Constant-temperature MD sim-
ulations are performed in the NPT ensemble under shear stresses ranging
from 150 to 900 MPa imposed using the Nosé-Hoover barostat. Dislocation
velocity results are presented in Figure 6. Two mobility regimes are identi-
fied: a non-linear behaviour is observed for low temperatures and stresses,
in the blue area highlighted in the figure, while a linear regime is observed
at higher stresses and temperatures. Illustrations of typical dislocation glide
processes observed in both regimes at 1600 and 2000 K are shown in Figure
7. Kink pairs are clearly visible at low temperature and stress, which is con-
sistent with a Peierls regime of deformation typical of materials with a high
lattice friction. By way of contrast, the high stress and temperature regime
is characterized by a viscous process without clear evidence of kink-pairs. A
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Figure 5: The zigzag 1
2 h110i{001} edge dislocation core in UO2 computed at 0 K. (a)

Illustration of the O atom alternation along the dislocation line, (b) Potashnikov fixed-
charge potential, (c) SMTB-Q variable-charge potential, (d) DFT.

transition towards a fully viscous regime is noticed from T of about 2200 K.
These velocity curves are discussed below.

4. Discussion

4.1. Dislocation cores

Several 1
2h110i{001} edge dislocation core structures are discussed in the

literature for UO2 and other fluorite crystals. First proposed are the theo-
retical charged cores of Amelinck et al. [22] and Evans et al. [21] that are
sketched in Figure 8a and b. The Amelinckx core is positively charged due
to an extra column of O vacancies. It is similar to the core obtained with the
Potashnikov potential shown in Figure 2a. Inversely, the Evans core shown
in Figure 8b is negatively charged and is significantly different from the one
obtained in Figure 2b. Brantley and Bauer [24] have shown that idealized
non-stoichiometric edge dislocation cores in UO2 generate considerable elec-
trostatic fields, which make them more energetic but possibly more mobile
when compared to neutral cores. Also, two neutral configurations for the
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Figure 6: Velocity of the edge 1
2 h110i{001} edge dislocation in UO2 as function of an

applied shear stress (⌧xz) and temperature. Symbols refer to MD data while theoretical
adjustments are represented using solid curves. Blue and red solid curves refer to fit
processes using the thermally-activated mobility law of Po et al. [51] and an athermal
viscous mobility law, respectively (Equation 2 and 5). Light-blue domain and dashed
curves emphasize the thermally-activated regime and temperature-dependent adjustment
extrapolations, respectively.

{001} edge dislocation respectively are reported in the literature [23, 24].
As illustrated in Figure 8c and d, the Ashbee and Brantley configurations
slightly differ due to the shift of an O column that breaks the symmetry of the
Brantley core and results in the asymmetrical Ashbee (left- or right-variant,
both being equivalent by symmetry). Here we confirm that the neutral Ash-
bee core is more stable than charged configurations using the Potashnikov
potential.

But our study also shows that the zigzag core is a potential candidate for
the 1

2h110i{001} edge dislocation in UO2. When heating using the Potash-
nikov potential, the Ashbee core transforms into a zigzag configuration where
parts of the O atoms along the dislocation line alternate positions with a
pseudo-period of 2b. While DFT and SMTB-Q show comparable energy
between the Ashbee and zigzag cores, both are more prone to stabilize the
Ashbee core at 0 K. Nevertheless, additional simulations using the SMTB-Q
variable charged potential show that the Ashbee core also evolves into the
similar zigzag configuration with a pseudo-period of 2b when heating in the
same temperature range, confirming the reliability of the zigzag core at high
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Figure 7: Dislocation glide mechanisms for the 1
2 h110i{001} edge dislocation (l = 24b)

computed using the Potashnikov interatomic potential. (a-d) Nucleation and propagation
of a kink-pair (T = 1600 K, � = 600 MPa) typical of the thermally-activated regime, (e-h)
Viscous vibrating string behaviour (T = 2000 K, � = 600 MPa). Only the U sublattice is
shown for the sake of clarity. Perfect crystal and dislocation atoms are colored in light- and
dark-blue, respectively. Red curves are guides for the eyes that emphasize the dislocation
shape.

temperature.

It may be generally expected that a defected zigzag core is the stable core
at any finite temperature with any energetic model. Indeed, the dislocation
core can be viewed as a one-dimensional (1D) system made of UO2 molecules
having two possible tilt directions towards ±[110]. If the interactions between
UO2 molecules are short-ranged (which is expected since the molecules are
neutral), the dislocation core is analogous to a 1D Ising model, which is
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Figure 8: Artworks of the various configurations of the 1
2 h110i{001} edge dislocation

core in UO2 including the a) Amelincks (positive charge), b) Evans (negative charge), c)
asymetric Ashbee (neutral), d) symmetric Brantley (neutral) and c) the zigzag (neutral)
core configurations.
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Figure 9: Nudged Elastic Band calculation (Potashnikov potential) of the energy pathway
between both variants of the Ashbee core. Inset show the atomic configurations of both
dipole dislocations along the path.
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known to be disordered at any temperatures [52], i.e. it contains a disordered
alternation of ±1 spins, which correspond to the configurations seen here in
the MD simulations with a disordered alternation of both Ashbee variants.
A disordered state is in fact expected for any 1D system with short-ranged
interactions [53]. To check this analogy, we verified that the Ashbee to zigzag

core transition temperature depends on the heating rate: it decreases from
450 K to 80 K when Ṫ is decreased from 50 to 10 K/ps.

An additional proof of the zigzag core reliability was obtained using the
Nudged Elastic Band (NEB) method [54, 55]. Using the left- and right-
variants of the Ashbee core as initial and final configurations, we performed
a NEB calculation in a dipole cell with a dislocation length of 4b to investigate
the possible existence of additional configurations with the Potashnikov po-
tential. The calculation is built using 96 replicas of the dislocation dipole with
initial and final configurations made of relaxed asymmetric Ashbee cores. A
spring constant of 1 eV/Å�1 was used with a force tolerance for convergence
of 0.01 eV/Å. Figure 9 shows the relaxed transition path as well as selected
atomic configurations in the insets. For each inset, two dislocation cores cor-
responding to both dislocation cores of the dislocation dipole are illustrated.
As presumed, the final configuration shows the exact same energy as the ini-
tial configuration, which confirms that right- and left-side Ashbee cores are
strictly identical. Along the NEB path, both dipole cores do not transition
simultaneously. One core transits between images 0 to 48 and the other core,
between images 48 and 96. During both transitions, the transforming core
passes through a zigzag core as illustrated by both atomic configuration at
the bottom of Figure 9. This results in two local energy minima at images 24
and 72. The energy of -0.15 eV is slightly larger than the -0.20 eV (for a 4b
length) expected from the energy difference between Ashbee and the zigzag

cores found in Section 3.2. This is due to the NEB constraint which does
not allow the image to fully reach the energy minimum. Interestingly, the
initial energy path was obtained from a linear interpolation between the ini-
tial and final configurations and thus contained a saddle configuration close
to a symmetrical Brantley core. But this core spontaneously transforms into
a zigzag core during the energy minimization, which confirms the instability
of the Brantley core and the stability of the zigzag core, at least with the
Potashnikov potential.
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4.2. Dislocation mobility

The mobility of the zigzag core is investigated using the Potashnikov po-
tential in Figure 6. The velocities computed here are about 25 to 50% slower
than those reported by Lunev et al. with the same potential, slip system
and dislocation character [15]. We attribute this difference to the disloca-
tion core that is probably charged in Lunev’s study since the authors used
a simulation cell containing a single dislocation. If true, this might confirm
Brantley’s hypothesis about primary dislocations in UO2: charged disloca-
tions are energetically less favorable but glide more easily. Nevertheless, no
experimental data are currently available to conclude on the dislocation core
stoichiometry in UO2.
Soulié et al. have shown that the kink-pair migration energy is particu-
larly significant for the 1

2h110i{001} edge dislocation in UO2. In this context
and without explicit data for kink-pair nucleation/migration energies, we ad-
justed our MD data using a two-steps process. First, we use the mobility
law of Po et al. [51] derived from the kink model of Hirth and Lothe [46] to
account for both kink-pair nucleation and propagation energies to model the
thermally-activated mobility of the dislocation vkp(⌧, T ):

vkp(⌧, T ) =
⌧b

B(⌧, T )
exp

✓
��Gkp(⌧, T )

2kBT

◆
, (2)

with kBT is the Boltzmann factor, �Gkp(⌧, T ) the free energy of kink-pair
nucleation and migration expressed using the Kocks formalism [56] and a
linear entropy approximation:

�Gkp(⌧, T ) = �H0((1� (
⌧

⌧P
)p)q � T/T0), (3)

where �H0 is the kink-pair enthalpy at zero stress, p and q are Kocks pa-
rameters and T0 is a transition temperature that scales with the melting
temperature Tm. B(⌧, T ) is a drag coefficient that depends on stress and
temperature,

B(⌧, T ) =
a

⇣
2a exp

⇣
��Gkp(⌧,T )

2kBT

⌘
+ l

⌘

2hL
Bk, (4)

where a is the periodicity of the secondary Peierls barrier, l=24b is the dis-
location length, h the kink-pair height and Bk a drag constant.
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We used a least-square method to adjust a set of parameters including
�H0, ⌧P , Bk, p and q for three of the temperature data-sets. MD data
selected for the fit and model predictions are shown in blue in Figure 6.

Secondly, the overdamped regime (Figure 6, red curves) at high temper-
ature and stress is adjusted using a viscous law and a damping coefficient B
independent of the temperature,

v(⌧) = v0 +
⌧b

B
. (5)

Here, the viscous law (Equation 5) is characterized by a constant term
v0 to adjust the zero stress limit. Note that this term has only a fitting
purpose as the thermally-activated mobility of the dislocation is described in
the low-stress regime by Equation 2.
Dislocation velocities computed here in the classical MD range of strain-
rates ("̇ ⇠108-109 /s) show a transition from the thermally-activated regime
towards the fully overdamped regime for Ta about 2200 K. As discussed e.g.,

in Ref. [57], Ta can decrease of several hundred Kelvin when reducing the
strain rate by several orders of magnitude i.e., here down to the experimen-
tal strain-rate. Thus, we can assume that Ta is here in qualitative good
agreement with experimental T exp

a ⇠1750 K in the 1
2h110i{001} slip systems

[6, 9, 58]. For T < Ta, the transition is still observable but only for stresses
larger than a critical stress ⌧v, which decreases when increasing the temper-
ature (down to ⌧v=0 for T � Ta).

Fitting parameters for both mobility laws are provided in Table 1. The
adjusted Peierls stress ⌧P=4.4 GPa is in good agreement with the results of
Soulié et al. (⌧P=3.9 GPa) obtained using the SMTB-Q potential. On the
other hand, the kink-pair energy (�H0=3.67 eV) is also comparable to Soulié
et al. results who obtained up to 2.93 eV for non-stoichiometric kinks using
the NEB method.
In the literature, the viscous drag coefficient is generally assumed to be con-
trolled by a temperature-dependent phonon drag process leading to B(T )=

P
n BnT

n

[59, 60]. Here, B does not depend on the temperature and we calculate
B=B0=2.2 10�3 Pa.s when averaging on the four temperature data-sets.
This result contradicts classical observations made for FCC [61, 62] (or BCC
edge dislocations [63, 51]) where B is in the ⇠10�5 Pa.s range but varies
with temperature in agreement with the phonon scattering theory. However,
temperature-independent B was reported for screw dislocations in BCC met-
als [64, 51] and alkali-halides [65, 66] in the same ⇠10�3 Pa.s range, these sys-
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Parameters
a0 (Å) 5.47
b (Å) a0/

p
2

L (Å) 24b
h (Å) b

a (Å) b

Tm (K) 3300
T0 (K) 2640 (0.8⇥Tm)

Data
⌧P (GPa) 4.42
�H0 (eV) 3.67

p 0.71
q 1.0

Bk (⇥10�3 Pa.s) 3.03
B0 (⇥10�3 Pa.s) 2.22

Table 1: Dislocation mobility parameters for the neutral 1
2 h110i{001} edge dislocation in

UO2. Data are adjusted on MD data computed on the 1600 to 2200 K temperature range.

tems being characterized by a high-lattice friction as UO2. Arguments about
the velocity weakening due to near transonic dislocation velocity regime exist
in FCC metals and alkali-halides [65, 62], but this does not fit our results
since the present velocities are well below the longitudinal sound velocity of
UO2 (⇠5165 m/s [67]). Only few information can be found about a pos-
sible transition from a thermally-activated, BCC-like, regime to a dynamic,
FCC-like, regime in lattice-friction materials. Al’shitz suggests that when the
kinetic energy of the dislocation overshoots the Peierls energy, the dominant
dislocation dissipation process relies on the transfer of the dislocation energy
into lattice vibrations (phonons), especially at high-temperature [68, 69, 63].
Several phonon mechanisms can be involved but only phonon radiation (due
to the Peierls relief) or slow phonons can generate a temperature-independent
drag coefficient in contrast with the classical phonon scattering. Swinburne
and collaborators explain that the temperature-independent drag term arises
because the vibrations orthogonal to the defect motion direction are differ-
ent than perfect crystal eigenmodes, an assumption not included in phonon
scattering theoretical approaches that justify B variations with temperature
[70, 51]. While the authors confirm that the temperature-independent term
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might dominate for nanoscale defects in BCC metals (as lattice friction tends
to diminish the temperature dependence of B) no strict application nor model
applied to dislocations can be found in the current literature. This finding
reopens the debate on the athermal mobility of dislocations in high lattice-
friction materials.

5. Conclusion

In this work, we investigated both the static and dynamical properties of
the 1

2h110i{001} edge dislocation, which plays a significant role in the plastic
behavior of UO2 ceramics. In contrast with many materials where edge dislo-
cations have a simpler core structure and dynamics than screw dislocations,
the edge dislocation in UO2 can adopt many different core structures, charged
or neutral. We have confirmed that charged cores have a much higher energy
than neutral cores, and are thus less expected to play a role in UO2 plasticity.
Among the neutral cores, the asymmetrical Ashbee core is expected to have
the lowest energy. However, we found that a so-far unreported zigzag core has
an energy comparable, if not lower, than the Ashbee core. Moreover, while
previous studies focused on 0 K calculations, we have shown that a defected
zigzag core, made of a disordered succession of both variants of the Ashbee
core, is stabilized at all finite temperatures due to entropy effect. While
the 0 K stability of the dislocation cores strongly depends on the energetic
model, the finite-temperature stabilization results from a general argument
applied to one-dimensional systems. We thus expect that a defected zigzag
core should prevail in experimental UO2 ceramics.

We also studied the mobility of the defected zigzag core. Its velocity can
be accurately represented by a mobility law based on a thermally-activated
kink-pair mechanism at low temperature and stress and a linear regime at
high temperature or stress. Interestingly, we found that the drag coefficient
in the linear regime does not depend on the temperature, as observed in
other high-Peierls materials, but in contrast with FCC metals. The mobility
law determined here can be used in higher-scale models and in particular in
dislocation dynamics simulations to study plasticity at the micron-scale in
UO2. This work is currently underway.
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