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#### Abstract

Surprisingly, general estimators for nonlinear continuous time models based on stochastic differential equations are yet lacking. Most applications still use the Euler-Maruyama discretization, despite many proofs of its bias. More sophisticated methods, such as the Kessler, the Ozaki, or MCMC methods, lack a straightforward implementation and can be numerically unstable. We propose two efficient and easy-to-implement likelihood-based estimators based on the Lie-Trotter (LT) and the Strang (S) splitting schemes. We prove that S also has an $L^{p}$ convergence rate of order 1, which was already known for LT. We prove under the less restrictive one-sided Lipschitz assumption that the estimators are consistent and asymptotically normal. A numerical study on the 3-dimensional stochastic Lorenz chaotic system complements our theoretical findings. The simulation shows that the S estimator performs the best when measured on both precision and computational speed compared to the state-of-the-art.


Keywords Asymptotic normality • Consistency $\cdot$ Lp convergence $\cdot$ Splitting schemes $\cdot$ Stochastic differential equations $\cdot$ Stochastic Lorenz system

## 1 Introduction

Stochastic differential equations (SDEs) are popular models for physical, biological, and socio-economic processes. Some recent applications include tipping points in the climate (Ditlevsen and Ditlevsen, 2022), the spread of COVID-19 (Arnst et al., 2022, Kareem and Al-Azzawi, 2021), animal movements (Michelot et al. |2019, 2021) and cryptocurrency rates (Dipple et al., 2020). The advantage of SDEs is their ability to capture and quantify the randomness of the underlying dynamics. This is particularly useful when the dynamics are not completely understood, and the unknown parts are described as random.
The following parametric form is often assumed for an SDE model with additive noise,

$$
\begin{equation*}
\mathrm{d} \mathbf{X}_{t}=\mathbf{F}\left(\mathbf{X}_{t} ; \boldsymbol{\beta}\right) \mathrm{d} t+\boldsymbol{\Sigma} \mathrm{d} \mathbf{W}_{t}, \quad \mathbf{X}_{0}=\mathbf{x}_{0} . \tag{1}
\end{equation*}
$$

Our goal is to estimate the underlying drift parameter $\boldsymbol{\beta}$ and diffusion parameter $\boldsymbol{\Sigma}$ based on discrete observations of $\mathbf{X}_{t}$. The transition density is needed for likelihood-based estimators, and thus a closed-form solution to (1). However, the transition density is only available for a few SDEs including the Ornstein-Uhlenbeck (OU) process, which has a
linear drift function F. Extensive literature exists on MCMC methods for the nonlinear case (Fuchs, 2013, Chopin and Papaspiliopoulos 2020, however, these are often computationally intensive and do not always converge to the correct values for complex models. Thus, we need a valid approximation of the transition density to perform likelihood-based statistical inference.

The simplest discretization scheme is the Euler-Maruyama (EM) (Kloeden and Platen, 1992). Its main advantage is the easy-to-implement and intuitive Gaussian transition density. It is widely used in both frequentist and Bayesian approaches, across theoretical and applied studies. However, it has many disadvantages. First, the EM-based estimator suffers from a large bias when the discretization step is large (see Florens-Zmirou (1989) for a theoretical study, or Gloaguen et al. (2018), Gu et al. (2020) for applied studies). Second, Hutzenthaler et al. (2011) showed that it is not mean-square convergent when the drift function $\mathbf{F}$ of (1) grows super-linearly. Consequently, we should avoid EM for models with polynomial drifts. Third, it often fails to preserve important structural properties, such as hypoellipticity, geometric ergodicity, and amplitudes, frequencies, and phases of oscillatory processes (Buckwar et al. 2022).
Some pioneering papers on likelihood-based SDE estimators are Dacunha-Castelle and Florens-Zmirou (1986); Dohnal (1987); Florens-Zmirou (1989); Genon-Catalot and Jacob (1993); Kessler (1997). The first two only estimate the diffusion parameter. Florens-Zmirou (1989) used EM to estimate both drift and diffusion parameters and derived asymptotic properties. Genon-Catalot and Jacob (1993) generalized to higher dimensions, non-equidistant discretization step, and a generic form of the objective function, however, only estimating the diffusion parameter. Kessler (1997) proposed an estimator ( K ) approximating the unknown transition density with a Gaussian density using the true conditional mean and covariance, or approximations thereof using the infinitesimal generator. He proved consistency and asymptotic normality under the commonly used, but too restrictive, global Lipschitz assumption on the drift function F.

Specific setups have been studied, e.g., Sørensen and Uchida (2003) investigated a small-diffusion estimator, Ditlevsen and Sørensen (2004); Gloter (2006) worked with integrated diffusion, and Uchida and Yoshida (2012) used adaptive maximum likelihood estimation. Martingales estimating functions are explored in Bibby and Sørensen (1995); Forman and Sørensen (2008) for one-dimensional diffusions, however, these are difficult to extend to multidimensional SDEs. More recently, Ditlevsen and Samson (2019) used the 1.5 scheme to solve the problem of hypoellipticity when the diffusion matrix is not of full rank. However, it is complex to implement, especially for high-dimensional models.
A competitive likelihood-based method is based on local linearization (LL), first proposed by Ozaki (1985) and generalized by Shoji and Ozaki|(1998). The drift between two consecutive observations is approximated by a linear function, which for additive noise corresponds to an OU process with known Gaussian transition density. Thus, the likelihood approximation is a product of Gaussian densities. Shoji (1998) proved that LL discretization is one-step consistent and $L^{p}$ convergent with order 1.5. Simulation studies show the superiority of the LL estimator compared to others (Shoji and Ozaki, 1998; Gloaguen et al., 2018; Gu et al., 2020). Until recently, the implementation of the LL estimator was numerically ill-conditioned due to possible singularity of the Jacobian matrix of the drift function $\mathbf{F}$. Gu et al. (2020) proposed an efficient implementation that overcomes this. However, the main disadvantage of the LL method is its slow computational speed.

We propose to use the Lie-Trotter (LT) or the Strang (S) splitting schemes for statistical inference. These numerical approximations were first suggested for ordinary differential equations (ODEs) (Blanes et al., 2009, McLachlan and Quispel, 2002), but are straightforwardly extended to SDEs (Buckwar et al. 2022). Although splitting schemes are frequently used for ODEs, they were only recently introduced for SDEs. A few studies have investigated numerical properties (Alamo and Sanz-Serna, 2016; Ableidinger et al., 2017; Ableidinger and Buckwar, 2016; Buckwar et al. 2022), however, the statistical part is missing. To the best of our knowledge, only Buckwar et al. (2020) are using splitting schemes for statistical inference in combination with approximate Bayesian computation.

This paper contains five main contributions. First, we propose new, efficient, easy-to-implement, and computationally fast estimators for multidimensional nonlinear SDEs. Second, we prove convergence of the S-splitting scheme. Third, we prove consistency and asymptotic normality for the new estimators under the less restrictive assumption of one-sided Lipschitz. This requires original ideas for the proofs. Fourth, we show that the estimators work for a stochastic version of the chaotic Lorenz system. Only estimators for the deterministic system have previously been proposed. Fifth, we compare the new estimators to four likelihood-based estimators from literature in a simulation study, comparing accuracy, precision, and computational speed.
In Section 2 we introduce the SDE model and define the splitting schemes and the estimators. In Section 3, we show that the S -splitting has better one-step predictions than the LT, and we prove that the S -splitting is $L^{p}$ consistent with order 1.5 and $L^{p}$ convergent with order 1 . To the best of our knowledge, this is a new result. In Sections 4 and 5 , we prove the estimator asymptotics under the less restrictive one-sided global Lipschitz assumption. In Section 6 , we illustrate the theoretical results in a simulation study on a model that is not globally Lipschitz, the 3-dimensional
stochastic Lorenz systems. Since the objective functions based on pseudo-likelihoods are multivariate in both data and parameters, we use automatic differentiation to get faster and more reliable estimators. We compare the precision and speed of the EM, K, LL, LT, and S estimators. We show that the EM and LT estimators become biased before the others with the increase of discretization step $h$, and that the LL and $S$ perform the best. However, S is much faster than LL, since the running time of LL increases with the sample size $N$.
Notation. We use capital bold letters for random vectors, vector-valued functions, and matrices. The $L^{2}$ norm is denoted $\|\cdot\|$. Superscript $(i)$ on a vector denotes the $i$-th component, while on a matrix it denotes the $i$-th row. Double subscript $i j$ on a matrix denotes the component in the $i$-th row and $j$-th column. If a matrix is a product of more matrices, square brackets with subscripts denote a component inside the matrix. The transpose is denoted by $\top$, operator $\operatorname{Tr}(\cdot)$ returns the trace of a matrix and $\operatorname{det}(\cdot)$ the determinant. Sometimes, we denote by $\left[a_{i}\right]_{i=1}^{d}$ a vector with coordinates $a_{i}$, and by $\left[b_{i j}\right]_{i, j=1}^{d}$ a matrix with coordinates $b_{i j}$, for $i, j=1, \ldots, d$. We denote with $\partial_{i} g(\mathbf{x})$ the partial derivative of a generic function $g: \mathbb{R}^{d} \rightarrow \mathbb{R}$ with respect to $x^{(i)}$ and $\partial_{i j}^{2} g(\mathbf{x})$ the second partial derivative. The nabla operator $\nabla$ denotes the gradient vector of a function $g, \nabla g(\mathbf{x})=\left[\partial_{i} g(\mathbf{x})\right]_{i=1}^{d}$. The differential operator $D$ denotes the Jacobian matrix $D \mathbf{F}(\mathbf{x})=\left[\partial_{i} F^{(j)}(\mathbf{x})\right]_{i, j=1}^{d}$, for a vector-valued function $\mathbf{F}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d} . \mathbf{H}$ denotes the Hessian matrix of a real-valued function $g, \mathbf{H}_{g}(\mathbf{x})=\left[\partial_{i j} g(\mathbf{x})\right]_{i, j=1}^{d}$. We abuse the notation $\mathcal{O}(\cdot)$ and write $\mathcal{O}\left(h^{p}\right)$ in short for $\mathcal{O}\left(h^{p}(1+\|\mathbf{x}\|)^{C}\right)$, where $C$ is a positive constant and $\mathbf{x}$ is clear from the context. For a random vector $\mathbf{X}$ and positive constant $C$, we write $\mathcal{O}_{\mathbb{P}}\left(h^{p}\right)=\mathcal{O}_{\mathbb{P}}\left(h^{p}(1+\|\mathbf{X}\|)^{C}\right)$. The Kronecker delta function is denoted by $\delta_{i}^{j}$. For an open set $A$, the bar $\bar{A}$ indicates closure. We use $\stackrel{\theta}{=}$ to indicate equality up to an additive constant that does not depend on $\boldsymbol{\theta}$. We write $\xrightarrow{\mathbb{P}}, \xrightarrow{d}$ and $\xrightarrow{\mathbb{P}-a . s .}$ for convergence in probability, distribution, and almost surely, respectively. $\mathbf{I}_{d}$ stands for $d$-dimensional identity matrix, while $\mathbf{0}_{d \times d}$ is a $d$-dimensional zero square matrix.

## 2 Problem setup

Let $\mathbf{X}_{t}$ be a $d$-dimensional stochastic process indexed by time $t$, defined as the solution to (1) on the time interval $[0, T]$. We rewrite the drift function $\mathbf{F}$ of (1) as follows

$$
\begin{equation*}
\mathrm{d} \mathbf{X}_{t}=\mathbf{A}(\boldsymbol{\beta}) \mathbf{X}_{t} \mathrm{~d} t+\mathbf{N}\left(\mathbf{X}_{t} ; \boldsymbol{\beta}\right) \mathrm{d} t+\boldsymbol{\Sigma} \mathrm{d} \mathbf{W}_{t} . \tag{2}
\end{equation*}
$$

Let $\boldsymbol{\theta}=(\boldsymbol{\beta}, \boldsymbol{\Sigma}) \in \bar{\Theta}_{\beta} \times \bar{\Theta}_{\Sigma}=\bar{\Theta}$ be an unknown parameter with $\Theta_{\beta}$ and $\Theta_{\Sigma}$ being two open convex bounded subsets of $\mathbb{R}^{r}$ and $\mathbb{R}^{d \times d}$, respectively. The process $\mathbf{W}$ is a $d$-dimensional Wiener process; $\mathbf{F}, \mathbf{N}: \mathbb{R}^{d} \times \bar{\Theta}_{\beta} \rightarrow \mathbb{R}^{d}$; function $\mathbf{A}$ is defined on $\bar{\Theta}_{\beta}$ and takes values in $\mathbb{R}^{d \times d}$; and parameter matrix $\boldsymbol{\Sigma}$ takes values in $\mathbb{R}^{d \times d}$. The matrix $\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}$ is assumed to be positive definite and determines the variance of the process. Since any square root of $\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}$ induces the same distribution, $\boldsymbol{\Sigma}$ is only identifiable up to equivalence classes. Thus, when we write estimation of parameter $\boldsymbol{\Sigma}$, we mean estimation of $\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}$. The drift function $\mathbf{F}$ in (1) is split up into a linear part given by matrix $\mathbf{A}$ and a nonlinear part given by $\mathbf{N}$. This decomposition will be essential for the definition of the splitting schemes and the pseudo-likelihood that we later use for the estimation of $\boldsymbol{\theta}$.

We denote the true parameter value by $\boldsymbol{\theta}_{0}=\left(\boldsymbol{\beta}_{0}, \boldsymbol{\Sigma}_{0}\right)$ and assume that $\boldsymbol{\theta}_{0} \in \Theta$. Sometimes, we write $\mathbf{A}_{0}, \mathbf{N}_{0}(\mathbf{x})$ and $\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}$ instead of $\mathbf{A}\left(\boldsymbol{\beta}_{0}\right), \mathbf{N}\left(\mathbf{x} ; \boldsymbol{\beta}_{0}\right)$ and $\boldsymbol{\Sigma}_{0} \boldsymbol{\Sigma}_{0}^{\top}$, when referring to the true parameters. We write $\mathbf{A}, \mathbf{N}(\mathbf{x})$ and $\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}$ for any parameter $\boldsymbol{\theta}$.

We assume additive noise, i.e. the diffusion matrix does not depend on the current state. This can be relaxed if the model is reducible, where we can apply the Lamperti transformation (see Aït-Sahalia (2008)).

### 2.1 Assumptions

The main assumption is that (2) has a unique strong solution $\mathbf{X}$ on some probability space $\left(\Omega, \mathcal{F}, \mathbb{P}_{\theta_{0}}\right)$, which follows from the following first two assumptions (Buckwar et al., 2022). We need the last three assumptions for proving properties of the estimators.
(A1) Function $\mathbf{N}$ is twice continuously differentiable with respect to both $\mathbf{x}$ and $\boldsymbol{\theta}$, i.e. $\mathbf{N} \in C^{2}$. Additionally, it is one-sided globally Lipschitz continuous with respect to $\mathbf{x}$ on $\mathbb{R}^{d} \times \bar{\Theta}_{\beta}$, i.e., there exists a constant $C>0$ such that

$$
(\mathbf{x}-\mathbf{y})^{\top}(\mathbf{N}(\mathbf{x} ; \boldsymbol{\beta})-\mathbf{N}(\mathbf{y} ; \boldsymbol{\beta})) \leq C\|\mathbf{x}-\mathbf{y}\|^{2}, \quad \forall \mathbf{x}, \mathbf{y} \in \mathbb{R}^{d}
$$

(A2) Function $\mathbf{N}$ grows at most polynomially in $\mathbf{x}$, uniformly in $\boldsymbol{\theta}$, i.e., there exist constants $C>0$ and $\chi \geq 1$ such that

$$
\|\mathbf{N}(\mathbf{x} ; \boldsymbol{\beta})-\mathbf{N}(\mathbf{y} ; \boldsymbol{\beta})\|^{2} \leq C\left(1+\|\mathbf{x}\|^{2 \chi-2}+\|\mathbf{y}\|^{2 \chi-2}\right)\|\mathbf{x}-\mathbf{y}\|^{2}, \quad \forall \mathbf{x}, \mathbf{y} \in \mathbb{R}^{d}
$$

Additionally, its derivatives are of polynomial growth in $\mathbf{x}$, uniformly in $\boldsymbol{\theta}$.
(A3) The solution $\mathbf{X}$ of SDE (1) has invariant probability $\nu_{0}(\mathrm{~d} \mathbf{x})$.
(A4) $\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}$ is invertible on $\bar{\Theta}_{\Sigma}$.
(A5) Function $\mathbf{F}$ is identifiable in $\boldsymbol{\beta}$, i.e., if $\mathbf{F}\left(\mathbf{x}, \boldsymbol{\beta}_{1}\right)=\mathbf{F}\left(\mathbf{x}, \boldsymbol{\beta}_{2}\right)$ for all $\mathbf{x} \in \mathbb{R}^{d}$, then $\boldsymbol{\beta}_{1}=\boldsymbol{\beta}_{2}$.
Assumption(A3) is required for the ergodic theorem to ensure convergence in distribution. Assumption (A4) implies that model (1) is elliptic. This is not needed for the $S$ estimator, in contrast to the EM estimator, which breaks down in hypoelliptic models. We will treat the hypoelliptic case in another paper where the proofs are more involved. Assumption (A5) ensures identifiability of the parameter.
Assume a sample $\left(\mathbf{X}_{t_{k}}\right)_{k=0}^{N} \equiv \mathbf{X}_{0: t_{N}}$ from (2) at time steps $0=t_{0}<t_{1}<\cdots<t_{N}=T$, which we, for notational simplicity, assume equidistant with step size $h=t_{k}-t_{k-1}$. We denote $\mathcal{F}_{t_{k}}:=\sigma\left(\mathbf{W}_{s} ; s \leq t_{k}\right)$ the natural filtration of the paths.

### 2.2 Moments

Assumption(A1) ensures finiteness of the moments of the solution $\mathbf{X}$ (Buckwar et al. 2022), i.e.

$$
\begin{equation*}
\mathbb{E}\left[\sup _{t \in[0, T]}\left\|\mathbf{X}_{t}\right\|^{p}\right]<C\left(1+\left\|\mathbf{x}_{0}\right\|^{p}\right), \quad \forall p>0 \tag{3}
\end{equation*}
$$

Furthermore, we need the infinitesimal generator $L$ of (1) defined on sufficiently smooth functions $g: \mathbb{R}^{d} \times \Theta \rightarrow \mathbb{R}$ given by

$$
\begin{equation*}
L_{\theta_{0}} g(\mathbf{x} ; \boldsymbol{\theta})=\mathbf{F}\left(\mathbf{x} ; \boldsymbol{\beta}_{0}\right)^{\top} \nabla g(\mathbf{x} ; \boldsymbol{\theta})+\frac{1}{2} \operatorname{Tr}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top} \mathbf{H}_{g}(\mathbf{x} ; \boldsymbol{\theta})\right) . \tag{4}
\end{equation*}
$$

The moments of SDE (1) are expanded using the following lemma (Lemma 1.10 in (Kessler et al., 2012)).
Lemma 2.1 Let Assumptions (A1) (A2) hold. Let $\mathbf{X}$ be a solution of (1). Let $g \in C^{(2 l+2)}$ be of polynomial growth. Then

$$
\mathbb{E}_{\theta_{0}}\left[g\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\theta}\right) \mid \mathcal{F}_{t_{k-1}}\right]=\sum_{j=0}^{l} \frac{h^{l}}{j!} L_{\theta_{0}}^{j} g\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\theta}\right)+\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(h^{l+1}\right)
$$

In the rest of this section, we suppress the parameter from the notation. We need terms up to order $\mathcal{O}\left(h^{3}\right)$. For $g(\mathbf{x})=x^{(i)}$

$$
\begin{equation*}
\mathbb{E}\left[X_{t_{k}}^{(i)} \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right]=x^{(i)}+h F^{(i)}(\mathbf{x})+\frac{h^{2}}{2}\left(\mathbf{F}(\mathbf{x})^{\top} \nabla F^{(i)}(\mathbf{x})+\frac{1}{2} \operatorname{Tr}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top} \mathbf{H}_{F^{(i)}}(\mathbf{x})\right)\right)+\mathcal{O}\left(h^{3}\right) \tag{5}
\end{equation*}
$$

### 2.3 Splitting Schemes

Consider the following splitting of (2)

$$
\begin{array}{ll}
\mathrm{d} \mathbf{X}_{t}^{[1]}=\mathbf{A} \mathbf{X}_{t}^{[1]} \mathrm{d} t+\boldsymbol{\Sigma} \mathrm{d} \mathbf{W}_{t}, & \mathbf{X}_{0}^{[1]}=\mathbf{x}_{0} \\
\mathrm{~d} \mathbf{X}_{t}^{[2]}=\mathbf{N}\left(\mathbf{X}_{t}^{[2]}\right) \mathrm{d} t, & \mathbf{X}_{0}^{[2]}=\mathbf{x}_{0} \tag{7}
\end{array}
$$

Equation (6) is an OU process with explicit solution given by the following $h$-flow

$$
\begin{equation*}
\mathbf{X}_{t_{k}}^{[1]}=\Phi_{h}^{[1]}\left(\mathbf{X}_{t_{k-1}}^{[1]}\right)=e^{\mathbf{A} h} \mathbf{X}_{t_{k-1}}^{[1]}+\boldsymbol{\xi}_{h, k} \tag{8}
\end{equation*}
$$

where $\boldsymbol{\xi}_{h, k} \stackrel{i . i . d}{\sim} \mathcal{N}_{d}\left(\mathbf{0}, \boldsymbol{\Omega}_{h}\right)$ for $k=1, \ldots, N$. Covariance matrix $\boldsymbol{\Omega}_{h}$ is given by (Vatiwutipong and Phewchean, 2019)

$$
\begin{equation*}
\boldsymbol{\Omega}_{h}=\int_{0}^{h} e^{\mathbf{A}(h-u)} \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top} e^{\mathbf{A}^{\top}(h-u)} \mathrm{d} u=h \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}+\frac{h^{2}}{2}\left(\mathbf{A} \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}+\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top} \mathbf{A}^{\top}\right)+\mathcal{O}\left(h^{3}\right) \tag{9}
\end{equation*}
$$

Assumptions (A1), (A2) ensure the existence and uniqueness of the solution of (7) (Thm 1.2.17 in Humphries and Stuart (2002). Thus, there exists a unique function $\boldsymbol{f}_{h}: \mathbb{R}^{d} \times \Theta_{\beta} \rightarrow \mathbb{R}^{d}$, for $h \geq 0$, such that

$$
\begin{equation*}
\mathbf{X}_{t_{k}}^{[2]}=\Phi_{h}^{[2]}\left(\mathbf{X}_{t_{k-1}}^{[2]}\right)=\boldsymbol{f}_{h}\left(\mathbf{X}_{t_{k-1}}^{[2]} ; \boldsymbol{\beta}\right) \tag{10}
\end{equation*}
$$

For all $\boldsymbol{\beta} \in \Theta_{\beta}$, the time flow $\boldsymbol{f}_{h}$ fulfills the following semi-group properties

$$
\begin{equation*}
\boldsymbol{f}_{0}(\mathbf{x} ; \boldsymbol{\beta})=\mathbf{x}, \quad \boldsymbol{f}_{t+s}(\mathbf{x} ; \boldsymbol{\beta})=\boldsymbol{f}_{t}\left(\boldsymbol{f}_{s}(\mathbf{x} ; \boldsymbol{\beta}) ; \boldsymbol{\beta}\right), t, s \geq 0 \tag{11}
\end{equation*}
$$

Remark Since only one-sided Lipschitz continuity is assumed, the solution to (7) might not exist for all $h<0$ and all $\mathbf{x}_{0} \in \mathbb{R}^{d}$, implying that the inverse $f_{h}^{-1}$ might not exist. If it exists, then $f_{h}^{-1}=f_{-h}$. For the $S$ estimator, we need a well-defined inverse. If needed, it can be approximated by a well-defined backward flow. In the globally Lipschitz case, this is not an issue.

We, therefore, introduce the following and last assumption.
(A6) Function $\boldsymbol{f}_{h}^{-1}(\mathbf{x} ; \boldsymbol{\beta})$ is defined asymptotically for all $\mathbf{x} \in \mathbb{R}^{d}$ and all $\boldsymbol{\beta} \in \Theta_{\beta}$, when $h \rightarrow 0$.
We state a useful proposition for the nonlinear solution $\boldsymbol{f}_{h}$ (Section 1.8 in (Hairer et al. 1993)).
Proposition 2.2 Let Assumptions (A1) (A2) hold. When $h \rightarrow 0$, the $h$-flow of (7) is

$$
\begin{equation*}
\boldsymbol{f}_{h}(\mathbf{x})=\mathbf{x}+h \mathbf{N}(\mathbf{x})+\frac{h^{2}}{2}(D \mathbf{N}(\mathbf{x})) \mathbf{N}(\mathbf{x})+\mathcal{O}\left(h^{3}\right) \tag{12}
\end{equation*}
$$

The two most common splitting approximations of the solution $\mathbf{X}$ are defined as follows.
Definition 2.3 Let Assumptions (A1)(A2) hold. The LT and S approximations of the solution of (2) are given by

$$
\begin{align*}
\mathbf{X}_{t_{k}}^{[\mathrm{LT}]} & :=\Phi_{h}^{[\mathrm{LT}]}\left(\mathbf{X}_{t_{k-1}}^{[\mathrm{LT}]}\right)=\left(\Phi_{h}^{[1]} \circ \Phi_{h}^{[2]}\right)\left(\mathbf{X}_{t_{k-1}}^{[\mathrm{LT}]}\right)=e^{\mathbf{A} h} \boldsymbol{f}_{h}\left(\mathbf{X}_{t_{k-1}}^{[\mathrm{LT}]}\right)+\boldsymbol{\xi}_{h, k},  \tag{13}\\
\mathbf{X}_{t_{k}}^{[\mathrm{S}]} & :=\Phi_{h}^{[\mathrm{S}]}\left(\mathbf{X}_{t_{k-1}}^{[\mathrm{S}]}\right)=\left(\Phi_{h / 2}^{[2]} \circ \Phi_{h}^{[1]} \circ \Phi_{h / 2}^{[2]}\right)\left(\mathbf{X}_{t_{k-1}}^{[\mathrm{S}]}\right)=\boldsymbol{f}_{h / 2}\left(e^{\mathbf{A} h} \boldsymbol{f}_{h / 2}\left(\mathbf{X}_{t_{k-1}}^{[\mathrm{S}]}\right)+\boldsymbol{\xi}_{h, k}\right) . \tag{14}
\end{align*}
$$

Remark The order of composition in the splitting schemes is not unique. Changing the order in the $S$-splitting leads to a sum of 2 independent random variables, one Gaussian and one non-Gaussian, whose likelihood is not trivial. Thus, we only use the splitting (14). The opposite order in the LT-splitting can be treated in the same way as the S-splitting.

Remark Overall trajectories of the S and LT-splittings coincide up to the first $h / 2$ and the last $h / 2$ move of the flow $\Phi_{h / 2}^{[2]}$. Indeed, when applied $k$ times, S -splitting can be written as

$$
\left(\Phi_{h}^{[\mathrm{S}]}\right)^{k}\left(\mathbf{x}_{0}\right)=\left(\Phi_{h / 2}^{[2]} \circ\left(\Phi_{h}^{[\mathrm{LT}]}\right)^{k} \circ \Phi_{-h / 2}^{[2]}\right)\left(\mathbf{x}_{0}\right)
$$

Thus, it makes sense for LT and S to have the same order of $L^{p}$ convergence. We prove this in Section 3 .

### 2.4 Estimators

First, we introduce the two new estimators LT and $S$ based on a sample $\mathbf{X}_{0: t_{N}}$. Then, we briefly recall the EM, K, and LL estimators that are compared in the simulation study.

### 2.4.1 Splitting estimators

The LT scheme (13) follows a Gaussian distribution. A pseudo negative log-likelihood of (2) is given as

$$
\begin{equation*}
\mathcal{L}^{[\mathrm{LT}]}\left(\mathbf{X}_{0: t_{N}} ; \boldsymbol{\theta}\right) \stackrel{\theta}{=} \frac{N}{2} \log \left(\operatorname{det} \boldsymbol{\Omega}_{h}(\boldsymbol{\theta})\right)+\frac{1}{2} \sum_{k=1}^{N}\left(\mathbf{X}_{t_{k}}-e^{\mathbf{A}(\boldsymbol{\beta}) h} \boldsymbol{f}_{h}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}\right)\right)^{\top} \boldsymbol{\Omega}_{h}(\boldsymbol{\theta})^{-1}\left(\mathbf{X}_{t_{k}}-e^{\mathbf{A}(\boldsymbol{\beta}) h} \boldsymbol{f}_{h}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}\right)\right) \tag{15}
\end{equation*}
$$

The S-splitting (14) follows a nonlinear transformation of a Gaussian random variable $e^{\mathbf{A}(\boldsymbol{\beta}) h} \boldsymbol{f}_{h / 2}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}\right)+\boldsymbol{\xi}_{h, k}$. We define

$$
\begin{equation*}
\mathbf{Z}_{t_{k}}(\boldsymbol{\beta}):=\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right)-\boldsymbol{\mu}_{h}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}\right), \quad \boldsymbol{\mu}_{h}(\mathbf{x} ; \boldsymbol{\beta}):=e^{\mathbf{A}(\boldsymbol{\beta}) h} \boldsymbol{f}_{h / 2}(\mathbf{x} ; \boldsymbol{\beta}) \tag{16}
\end{equation*}
$$

and apply change of variables to obtain the pseudo-likelihood

$$
\begin{equation*}
\mathcal{L}^{[\mathrm{S}]}\left(\mathbf{X}_{0: t_{N}} ; \boldsymbol{\theta}\right) \stackrel{\theta}{=} \frac{N}{2} \log \left(\operatorname{det} \boldsymbol{\Omega}_{h}(\boldsymbol{\theta})\right)+\frac{1}{2} \sum_{k=1}^{N} \mathbf{Z}_{t_{k}}(\boldsymbol{\beta})^{\top} \boldsymbol{\Omega}_{h}(\boldsymbol{\theta})^{-1} \mathbf{Z}_{t_{k}}(\boldsymbol{\beta})-\sum_{k=1}^{N} \log \left|\operatorname{det} D \boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right)\right| \tag{17}
\end{equation*}
$$

The last term is due to the nonlinear transformation and is an extra term that does not appear in commonly used pseudo-likelihoods.

The inverse function $f_{h}^{-1}$ may not exist for all parameters in the search domain of the optimization algorithm. However, it can often be solved numerically. When $\boldsymbol{f}_{h}^{-1}$ is well defined, we use the identity $-\log \left|\operatorname{det} D \boldsymbol{f}_{h}^{-1}(\mathbf{x} ; \boldsymbol{\beta})\right|=$ $\log \left|\operatorname{det} D \boldsymbol{f}_{h}(\mathbf{x} ; \boldsymbol{\beta})\right|$ in (17) to increase the speed and numerical stability.
Finally, we define the estimators as

$$
\begin{equation*}
\widehat{\boldsymbol{\theta}}_{N}^{[k]}:=\underset{\boldsymbol{\theta}}{\arg \min } \mathcal{L}^{[k]}\left(\mathbf{X}_{0: t_{N}} ; \boldsymbol{\theta}\right), \quad k \in\{\mathrm{LT}, \mathrm{~S}\} . \tag{18}
\end{equation*}
$$

### 2.4.2 Euler-Maruyama

The EM method uses first-order Taylor expansion of (1),

$$
\begin{equation*}
\mathbf{X}_{t_{k}}^{[\mathrm{EM}]}:=\mathbf{X}_{t_{k-1}}^{[\mathrm{EM}]}+h \mathbf{F}\left(\mathbf{X}_{t_{k-1}}^{[\mathrm{EM}]} ; \boldsymbol{\beta}\right)+\boldsymbol{\xi}_{h, k}^{[\mathrm{EM}]} \tag{19}
\end{equation*}
$$

where $\boldsymbol{\xi}_{h, k}^{[\mathrm{EM}]} \stackrel{\text { i.i.d. }}{\sim} \mathcal{N}_{d}\left(\mathbf{0}, h \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)$ for $k=1, \ldots, N$ (Kloeden and Platen, 1992). The transition density $p^{[\mathrm{EM}]}\left(\mathbf{X}_{t_{k}}\right.$ $\left.\mathbf{X}_{t_{k-1}} ; \boldsymbol{\theta}\right)$ is Gaussian and the pseudo-likelihood follows trivially.

### 2.4.3 Kessler

The K estimator uses Gaussian transition densities $p^{[K]}\left(\mathbf{X}_{t_{k}} \mid \mathbf{X}_{t_{k-1}} ; \boldsymbol{\theta}\right)$ with the true mean and covariance of the solution $\mathbf{X}$ (Kessler, 1997). When the moments are not known, they are approximated using the infinitesimal generator (Lemma 2.1). We implement the estimator based on the 2nd order approximation (K2). It is given as follows

$$
\begin{align*}
\mathbf{X}_{t_{k}}^{[\mathrm{K} 2]}:=\mathbf{X}_{t_{k-1}}^{[\mathrm{K} 2]} & +h \mathbf{F}\left(\mathbf{X}_{t_{k-1}}^{[\mathrm{K} 2]} ; \boldsymbol{\beta}\right) \\
& +\frac{h^{2}}{2}\left(D \mathbf{F}\left(\mathbf{X}_{t_{k-1}}^{[\mathrm{K} 2]} ; \boldsymbol{\beta}\right) \mathbf{F}\left(\mathbf{X}_{t_{k-1}}^{[\mathrm{K} 2]} ; \boldsymbol{\beta}\right)+\frac{1}{2}\left[\operatorname{Tr}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top} \mathbf{H}_{F^{(i)}}\left(\mathbf{X}_{t_{k-1}}^{[\mathrm{K} 2]} ; \boldsymbol{\beta}\right)\right)\right]_{i=1}^{d}\right)+\boldsymbol{\xi}_{h, k}^{[\mathrm{K} 2]}\left(\mathbf{X}_{t_{k-1}}^{[\mathrm{K} 2]}\right), \tag{20}
\end{align*}
$$

where $\boldsymbol{\xi}_{h, k}^{[\mathrm{K} 2]}\left(\mathbf{X}_{t_{k-1}}^{[\mathrm{K} 2]}\right) \sim \mathcal{N}_{d}\left(\mathbf{0}, \boldsymbol{\Omega}_{h, k}^{[\mathrm{K} 2]}(\boldsymbol{\theta})\right)$, and $\boldsymbol{\Omega}_{h, k}^{[\mathrm{K} 2]}(\boldsymbol{\theta})=h \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}+\frac{h^{2}}{2}\left(D \mathbf{F}\left(\mathbf{X}_{t_{k-1}}^{[\mathrm{K} 2]} ; \boldsymbol{\beta}\right) \boldsymbol{\Sigma}^{\top}+\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top} D^{\top} \mathbf{F}\left(\mathbf{X}_{t_{k-1}}^{[\mathrm{K} 2]} ; \boldsymbol{\beta}\right)\right)$. The covariance matrix is not constant which makes the algorithm slower with larger sample size.

### 2.4.4 Ozaki's local linearization

Ozaki's LL method approximates the drift of (1) between every two observations by a linear function (Jimenez et al. 1999). The LL method consists of the following steps:
(1) Perform LL of the drift $\mathbf{F}$ in each time interval $[t, t+h)$ by the Itô-Taylor series;
(2) Compute the analytic solution of the resulting linear SDE.

The approximation becomes

$$
\begin{equation*}
\mathbf{X}_{t_{k}}^{[\mathrm{LL}]}:=\mathbf{X}_{t_{k-1}}^{[\mathrm{LL}]}+\Phi_{h}^{[\mathrm{LL}]}\left(\mathbf{X}_{t_{k-1}}^{[\mathrm{LL}]} ; \boldsymbol{\theta}\right)+\boldsymbol{\xi}_{h, k}^{[\mathrm{LL}]}\left(\mathbf{X}_{t_{k-1}}^{[\mathrm{LL}]}\right) \tag{21}
\end{equation*}
$$

where $\boldsymbol{\xi}_{h, k}^{[\mathrm{LL}]}\left(\mathbf{X}_{t_{k-1}}^{[\mathrm{LLL}]}\right) \sim \mathcal{N}_{d}\left(\mathbf{0}, \boldsymbol{\Omega}_{h, k}^{[\mathrm{LL}]}(\boldsymbol{\theta})\right)$ and $\boldsymbol{\Omega}_{h, k}^{[\mathrm{LL}]}(\boldsymbol{\theta})=\int_{0}^{h} e^{D \mathbf{F}\left(\mathbf{X}_{t_{k-1}}^{[\mathrm{LL}]} ; \boldsymbol{\beta}\right)(h-u)} \boldsymbol{\Sigma}^{\boldsymbol{\Sigma}} \boldsymbol{\Sigma}^{D} e^{D \mathbf{F}\left(\mathbf{X}_{t_{k-1}}^{[\mathrm{LL}]} ; \boldsymbol{\beta}\right)^{\top}(h-u)}$ d $u$. Moreover,

$$
\begin{aligned}
& \Phi_{h}^{[L L]}(\mathbf{x} ; \boldsymbol{\theta})=\mathbf{R}_{h, 0}(D \mathbf{F}(\mathbf{x} ; \boldsymbol{\beta}))+\left(h \mathbf{R}_{h, 0}(D \mathbf{F}(\mathbf{x} ; \boldsymbol{\beta}))-\mathbf{R}_{h, 1}(D \mathbf{F}(\mathbf{x} ; \boldsymbol{\beta}))\right) \mathbf{M}(\mathbf{x} ; \boldsymbol{\theta}), \\
& \mathbf{R}_{h, i}(D \mathbf{F}(\mathbf{x} ; \boldsymbol{\beta}))=\int_{0}^{h} \exp (D \mathbf{F}(\mathbf{x} ; \boldsymbol{\beta}) u) u^{i} d u, \quad i=0,1, \\
& \mathbf{M}(\mathbf{x} ; \boldsymbol{\theta})=\frac{1}{2}\left(\operatorname{Tr} \mathbf{H}_{1}(\mathbf{x} ; \boldsymbol{\theta}), \operatorname{Tr} \mathbf{H}_{2}(\mathbf{x} ; \boldsymbol{\theta}), \ldots, \operatorname{Tr} \mathbf{H}_{d}(\mathbf{x} ; \boldsymbol{\theta})\right)^{\top}, \quad \mathbf{H}_{k}(\mathbf{x} ; \boldsymbol{\theta})=\left[\left[\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right]_{i j} \frac{\partial^{2} F^{(k)}}{\partial x^{(i)} \partial x^{(j)}}(\mathbf{x})\right]_{i, j=1}^{d} .
\end{aligned}
$$

Following Gu et al. (2020), a fast and efficient way to compute $\mathbf{R}_{h, i}$ and $\boldsymbol{\Omega}_{h, k}^{[L L]}(\boldsymbol{\theta})$ is as follows. First, define three block matrices

$$
\mathbf{P}_{1}(\mathbf{x})=\left[\begin{array}{cc}
\mathbf{0}_{d \times d} & \mathbf{I}_{d}  \tag{22}\\
\mathbf{0}_{d \times d} & D \mathbf{F}(\mathbf{x} ; \boldsymbol{\beta})
\end{array}\right], \mathbf{P}_{2}(\mathbf{x})=\left[\begin{array}{ccc}
-D \mathbf{F}(\mathbf{x} ; \boldsymbol{\beta}) & \mathbf{I}_{d} & \mathbf{0}_{d \times d} \\
\mathbf{0}_{d \times d} & \mathbf{0}_{d \times d} & \mathbf{I}_{d} \\
\mathbf{0}_{d \times d} & \mathbf{0}_{d \times d} & \mathbf{0}_{d \times d}
\end{array}\right], \mathbf{P}_{3}(\mathbf{x})=\left[\begin{array}{cc}
D \mathbf{F}(\mathbf{x} ; \boldsymbol{\beta}) & \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top} \\
\mathbf{0}_{d \times d} & -D \mathbf{F}(\mathbf{x} ; \boldsymbol{\beta})^{\top}
\end{array}\right]
$$

Then, compute the matrix exponential of matrices $h \mathbf{P}_{1}(\mathbf{x})$ and $h \mathbf{P}_{2}(\mathbf{x})$

$$
\exp \left(h \mathbf{P}_{1}(\mathbf{x})\right)=\left[\begin{array}{cc}
\star & \mathbf{R}_{h, 0}(D \mathbf{F}(\mathbf{x} ; \boldsymbol{\beta})) \\
\mathbf{0}_{d \times d} & \star
\end{array}\right], \quad \exp \left(h \mathbf{P}_{2}(\mathbf{x})\right)=\left[\begin{array}{ccc}
\star & \star & \mathbf{B}_{\mathbf{R}_{h, 1}}(D \mathbf{F}(\mathbf{x} ; \boldsymbol{\beta})) \\
\mathbf{0}_{d \times d} & \star & \star \\
\mathbf{0}_{d \times d} & \mathbf{0}_{d \times d} & \star
\end{array}\right]
$$

From the first matrix, we obtain $\mathbf{R}_{h, 0}(D \mathbf{F}(\mathbf{x} ; \boldsymbol{\beta}))$. Then, we compute $\mathbf{R}_{h, 1}(D \mathbf{F}(\mathbf{x} ; \boldsymbol{\beta}))$ from the formula $\mathbf{R}_{h, 1}(D \mathbf{F}(\mathbf{x} ; \boldsymbol{\beta}))=\exp (h D \mathbf{F}(\mathbf{x} ; \boldsymbol{\beta})) \mathbf{B}_{\mathbf{R}_{h, 1}}(D \mathbf{F}(\mathbf{x} ; \boldsymbol{\beta}))$. The terms at the $\star$ symbols are of no importance. Finally, $\boldsymbol{\Omega}_{h, k}^{[\mathrm{LL}]}(\boldsymbol{\theta})$ is obtained from the matrix exponential,

$$
\begin{aligned}
\exp \left(h \mathbf{P}_{3}(\mathbf{x})\right) & =\left[\begin{array}{cc}
\mathbf{B}_{\boldsymbol{\Omega}_{h, k}}(D \mathbf{F}(\mathbf{x} ; \boldsymbol{\beta}) ; \boldsymbol{\theta}) & \mathbf{C}_{\boldsymbol{\Omega}_{h, k}}(D \mathbf{F}(\mathbf{x} ; \boldsymbol{\beta}) ; \boldsymbol{\theta}) \\
\mathbf{0}_{d \times d} & \star
\end{array}\right] \\
\boldsymbol{\Omega}_{h, k}^{[\mathrm{LL}]}(\boldsymbol{\theta}) & =\mathbf{C}_{\boldsymbol{\Omega}_{h, k}}(D \mathbf{F}(\mathbf{x} ; \boldsymbol{\beta}) ; \boldsymbol{\theta}) \mathbf{B}_{\boldsymbol{\Omega}_{h, k}}(D \mathbf{F}(\mathbf{x} ; \boldsymbol{\beta}) ; \boldsymbol{\theta})^{\top}
\end{aligned}
$$

This provides a Gaussian density $p^{[L L]}\left(\mathbf{X}_{t_{k}} \mid \mathbf{X}_{t_{k-1}} ; \boldsymbol{\theta}\right)$ and standard likelihood inference. Like in K2, the covariance matrix $\boldsymbol{\Omega}_{h, k}^{[\mathrm{LL}]}(\boldsymbol{\theta})$ depends on the previous state of the process $\mathbf{X}_{t_{k-1}}^{[\mathrm{LL}]}$, which is a major downside since it is harder to implement and slower to run due to the computation of $N-1$ covariance matrices. Unlike K2, LL does not use Taylor expansion of the approximated drift and covariance matrix, so the influence of sample size $N$ is much stronger. For details on derivations of previous formulas, see Gu et al. (2020).

### 2.5 An Example: Stochastic Lorenz system

The Lorenz system is a 3D chaotic system introduced by Lorenz (1963) to model atmospheric convection. The model is originally deterministic exhibiting deterministic chaos. It means that tiny differences in initial conditions lead to unpredictable and widely diverging trajectories. The Lorenz system still exhibits some structure around two strange attractors, i.e., the trajectories remain within some bounded region, however, two nearby points at one time will be arbitrarily far apart at later times (Hilborn and Hilborn 2000). To include unmodelled forces and randomness in the Lorenz system, we add noise. The stochastic Lorenz system is given by the equations

$$
\begin{align*}
\mathrm{d} X_{t} & =p\left(Y_{t}-X_{t}\right) \mathrm{d} t+\sigma_{1} \mathrm{~d} W_{t}^{(1)} \\
\mathrm{d} Y_{t} & =\left(r X_{t}-Y_{t}-X_{t} Z_{t}\right) \mathrm{d} t+\sigma_{2} \mathrm{~d} W_{t}^{(2)}  \tag{23}\\
\mathrm{d} Z_{t} & =\left(X_{t} Y_{t}-c Z_{t}\right) \mathrm{d} t+\sigma_{3} \mathrm{~d} W_{t}^{(3)}
\end{align*}
$$

Variables $X_{t}, Y_{t}$, and $Z_{t}$ denote variables proportional to convective intensity, horizontal and vertical temperature differences, respectively. Parameters $p, r$, and $c$ denote the Prandtl number, Rayleigh number, and a geometric factor, respectively (Tabor, 1989). Lorenz (1963) used parameters $p=10, r=28$ and $c=8 / 3$, for system 23) to show chaotic behaviors.

The system does not fulfill the global Lipschitz condition because it is a second-order polynomial, nor does it fulfill the one-sided Lipschitz condition (Humphries and Stuart, 1994). However, it has a unique global solution and an invariant probability (Keller, 1996). Assumptions(A2) is fulfilled due to the polynomial structure. Thus, all assumptions (A2) (A5), except (A1) hold. Even so, the solution exists and we show in Section6that our estimators still work.
Different approaches for estimating parameters in the Lorenz system have been proposed, mostly in the deterministic case. Zhuang et al. (2020) and Lazzús et al. (2016) use sophisticated optimization algorithms to achieve better precision. Dubois et al. (2020) and Ann et al. (2022) use deep neural networks in combination with other machine learning algorithms. Ozaki et al. (2000) use Kalman filtering based on LL on the stochastic Lorenz system.

In Figure 1 an example trajectory of the stochastic Lorenz system is illustrated. The trajectory was generated by subsampling from an EM simulation such that $N=5000$ and $h=0.01$, with parameter values $p=10, r=28$, $c=8 / 3, \sigma_{1}^{2}=1, \sigma_{2}^{2}=2$ and $\sigma_{3}^{2}=1.5$. Even if the trajectory had not been stochastic, the unpredictable jumps in the first row of Figure 1 would still have been there due to chaotic properties.

In Section 5 we prove that the asymptotic properties do not depend on the splitting choice of the matrix $\mathbf{A}$ (and thus the function $\mathbf{N}$ ). However, before the asymptotics is reached the performance is influenced by the choice of splitting. Nonetheless, the choice of the optimal splitting strategy is beyond the scope of this paper and will be treated in a separate paper.

Based on preliminary simulations (results not shown), we choose the following splitting strategy

$$
\mathbf{A}=\left[\begin{array}{ccc}
-p / 2 & p & 0  \tag{24}\\
0 & -1 & 0 \\
0 & 0 & -c
\end{array}\right], \quad \mathbf{N}(x, y, z)=\left[\begin{array}{c}
-p x / 2 \\
x(r-z) \\
x y
\end{array}\right]
$$



Figure 1: An example trajectory of the stochastic Lorenz system (23). The first row shows the evolution for the individual components $X_{t}, Y_{t}$, and $Z_{t}$. The second row shows the evolution of component pairs: $\left(X_{t}, Y_{t}\right),\left(X_{t}, Z_{t}\right)$ and $\left(Y_{t}, Z_{t}\right)$. Parameters are $p=10, r=28, c=8 / 3, \sigma_{1}^{2}=1, \sigma_{2}^{2}=2$ and $\sigma_{3}^{2}=1.5$.

The corresponding nonlinear solution is

$$
\boldsymbol{f}_{h}(x, y, z)=\left[\begin{array}{c}
\exp (-p h / 2) x  \tag{25}\\
y \cos (2 x(1-\exp (-p h / 2)) / p)-(z-r) \sin (2 x(1-\exp (-p h / 2)) / p) \\
y \sin (2 x(1-\exp (-p h / 2)) / p)+(z-r) \cos (2 x(1-\exp (-p h / 2)) / p)+r
\end{array}\right]
$$

The solution $\boldsymbol{f}_{h}$ is a composition of a 3D rotation and translation of $(y, z)$ around the scaled $x$-axis. The inverse always exists. Thus, Assumption (A6) holds. Moreover, $\operatorname{det} D \boldsymbol{f}_{h}^{-1}(x, y, z)=\exp (p h / 2)$.

## 3 Order of one-step predictions and $L^{p}$ convergence

In this Section, we investigate $L^{p}$ convergence of the splitting schemes, as well as the order of the one-step predictions. First, we define $L^{p}$ consistency of a one-step approximation (Definition 1 in Buckwar et al. (2022)).

Definition 3.1 ( $L^{p}$ consistency of a numerical scheme) The one-step approximation $\widetilde{\Phi}_{h}$ of the solution $\mathbf{X}$ is $L^{p}$ consistent with order $q_{2}-1 / 2$ if for $k=1, \ldots, N$, and some $q_{1} \geq q_{2}+1 / 2$

$$
\begin{aligned}
\left\|\mathbb{E}\left[\mathbf{X}_{t_{k}}-\widetilde{\Phi}_{h}\left(\mathbf{X}_{t_{k-1}}\right) \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right]\right\| & =\mathcal{O}\left(h^{q_{1}}\right) \\
\left(\mathbb{E}\left[\left\|\mathbf{X}_{t_{k}}-\widetilde{\Phi}_{h}\left(\mathbf{X}_{t_{k-1}}\right)\right\|^{p} \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right]\right)^{\frac{1}{p}} & =\mathcal{O}\left(h^{q_{2}}\right)
\end{aligned}
$$

Furthermore, we need the following definition (Definition 2 in Buckwar et al. (2022)).
Definition 3.2 (Bounded moments of a numerical scheme) A numerical approximation $\widetilde{\mathbf{X}}$ of the solution $\mathbf{X}$ has bounded moments, iffor all $p \geq 1$ there exists constant $C>0$, such that, for $k=1, \ldots, N$

$$
\mathbb{E}\left[\left\|\widetilde{\mathbf{X}}_{t_{k}}\right\|^{p}\right] \leq C\left(1+\left\|\mathbf{x}_{0}\right\|^{p}\right)
$$

The following theorem (Theorem 1 in Buckwar et al. (2022)) gives sufficient conditions for the $L^{p}$ convergence of a numerical scheme in a one-sided Lipschitz framework. Since we work with the local Lipschitz case, we need to check that the moments of the numerical schemes are bounded.

Theorem 3.3 ( $L^{p}$ convergence of a numerical scheme) Let Assumptions (A1) and (A2) hold, and let $\widetilde{\mathbf{X}}_{t_{k}}$ be a numerical approximation of the solution $\mathbf{X}_{t_{k}}$ of (1) at time $t_{k}$. If
(1) The one-step approximation $\widetilde{\mathbf{X}}_{t_{k}}=\widetilde{\Phi}_{h}\left(\widetilde{\mathbf{X}}_{t_{k-1}}\right)$ is $L^{p}$ consistent of order $q_{2}-1 / 2$; and
(2) $\widetilde{\mathbf{X}}$ has bounded moments,
then the numerical method $\widetilde{\mathbf{X}}$ is $L^{p}$ convergent of order $q_{2}-1 / 2$, i.e., for $k=1, \ldots, N$ it holds

$$
\left(\mathbb{E}\left[\left\|\mathbf{X}_{t_{k}}-\widetilde{\mathbf{X}}_{t_{k}}\right\|^{p}\right]\right)^{\frac{1}{p}}=\mathcal{O}\left(h^{q_{2}-1 / 2}\right)
$$

### 3.1 Lie-Trotter splitting

We first show that the one-step LT approximation is of order $\mathcal{O}\left(h^{2}\right)$ in mean. The following proposition is proved in Supplementary Material for scheme (13) as well as for the reversed order of composition.

Proposition 3.4 (One step prediction of LT-splitting) Let Assumptions (A1) and (A2) hold, let $\mathbf{X}$ be the solution to SDE (1) and let $\Phi_{h}^{[\mathrm{LT}]}$ be the LT approximation (13). Then, for $k=1, \ldots, N$

$$
\left\|\mathbb{E}\left[\mathbf{X}_{t_{k}}-\Phi_{h}^{[\mathrm{LT}]}\left(\mathbf{X}_{\mathbf{t}_{\mathbf{k}-\mathbf{1}}}\right) \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right]\right\|=\mathcal{O}\left(h^{2}\right)
$$

In fact, it can be shown that the convergence can not be improved upon, unless the drift $\mathbf{F}$ is linear. The $L^{p}$ convergence of the LT-splitting scheme is provided in Theorem 2 in Buckwar et al. (2022), which we repeat here for convenience.

Theorem 3.5 ( $L^{p}$ convergence of the LT-splitting) Let Assumptions (A1) and (A2) hold, let $\mathbf{X}^{[L T]}$ be the LT approximation defined in (13), and let $\mathbf{X}$ be the solution of (1). Then, for all $C \geq 1$ and $k=1, \ldots, N$, it holds

$$
\begin{equation*}
\left(\mathbb{E}\left[\left\|\mathbf{X}_{t_{k}}-\mathbf{X}_{t_{k}}^{[\mathrm{LT}]}\right\|^{p}\right]\right)^{\frac{1}{p}}=\mathcal{O}\left(h\left(1+\left\|\mathbf{x}_{0}\right\|\right)^{C}\right) \tag{26}
\end{equation*}
$$

Now, we investigate the same properties for the $S$-splitting.

### 3.2 Strang splitting

The following proposition states that the $S$-splitting (14) has higher order one-step predictions than the LT-splitting (13). The proof can be found in Supplementary Material.

Proposition 3.6 Let Assumptions (A1) and (A2) hold, let $\mathbf{X}$ be the solution to (1), and let $\Phi_{h}^{[\mathrm{S}]}$ be the $S$-splitting approximation (14). Then, for $k=1, \ldots, N$

$$
\begin{equation*}
\left\|\mathbb{E}\left[\mathbf{X}_{t_{k}}-\Phi_{h}^{[\mathrm{S}]}\left(\mathbf{X}_{\mathbf{t}_{\mathbf{k}-1}}\right) \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right]\right\|=\mathcal{O}\left(h^{3}\right) . \tag{27}
\end{equation*}
$$

Remark Even though LT and S have the same order of $L^{p}$ convergence, the crucial difference is in the one-step prediction. The approximated transition density between two consecutive data points depends on the one-step approximation, and the pseudo-likelihood from the S-splitting is therefore more precise than the one from the LT.

To prove $L^{p}$ convergence of the S -splitting scheme for (1) with one-sided Lipschitz drift we follow the same procedure as in Buckwar et al. (2022). The proof of the following theorem is given in Section 7.1

Theorem 3.7 ( $L^{p}$ convergence of S-splitting) Let Assumptions (A1) (A2) and (A6) hold, let $\mathbf{X}^{[\mathrm{S}]}$ be the S-splitting approximation defined in (14), and let $\mathbf{X}$ be the solution of (1). Then, for all $C \geq 1$, and $i=1, \ldots, N$, it holds

$$
\begin{equation*}
\left(\mathbb{E}\left[\left\|\mathbf{X}_{t_{k}}-\mathbf{X}_{t_{k}}^{[\mathrm{S}]}\right\|^{p}\right]\right)^{\frac{1}{p}}=\mathcal{O}\left(h\left(1+\left\|\mathbf{x}_{0}\right\|\right)^{C}\right) \tag{28}
\end{equation*}
$$

Before we move to parameter estimation, we prove a useful corollary.
Corollary 3.8 Let all assumptions from Theorem 3.7hold. Then, it holds that $\mathbf{Z}_{t_{k}}=\boldsymbol{\xi}_{h, k}+\mathcal{O}_{\mathbb{P}}(h)$.
Proof From the definition of $\mathbf{Z}_{t_{k}}$ in (16), it is enough to prove that

$$
\left(\mathbb{E}\left[\left\|\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}}\right)-e^{\mathbf{A} h} \boldsymbol{f}_{h / 2}\left(\mathbf{X}_{t_{k-1}}\right)-\boldsymbol{\xi}_{h, k}\right\|^{p}\right]\right)^{1 / p}=\mathcal{O}(h)
$$

From (14) we have that $\boldsymbol{\xi}_{h, k}=\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}}^{[\mathrm{S}]}\right)-e^{\mathbf{A} h} \boldsymbol{f}_{h / 2}\left(\mathbf{X}_{t_{k-1}}^{[\mathrm{S}]}\right)$. Then

$$
\begin{aligned}
&\left\|\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}}\right)-e^{\mathbf{A} h} \boldsymbol{f}_{h / 2}\left(\mathbf{X}_{t_{k-1}}\right)-\boldsymbol{\xi}_{h, k}\right\| \\
& \leq\left\|\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}}\right)-\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}}^{[\mathrm{S}]}\right)\right\|+\left\|e^{\mathbf{A} h}\right\|\left\|\boldsymbol{f}_{h / 2}\left(\mathbf{X}_{t_{k-1}}\right)-\boldsymbol{f}_{h / 2}\left(\mathbf{X}_{t_{k-1}}^{[\mathrm{S}]}\right)\right\| \\
& \leq C\left(\left\|\mathbf{X}_{t_{k}}-\mathbf{X}_{t_{k}}^{[\mathrm{S}]}\right\|+\left\|\mathbf{X}_{t_{k-1}}-\mathbf{X}_{t_{k-1}}^{[\mathrm{S}]}\right\|\right)+\mathcal{O}_{\mathbb{P}}(h) .
\end{aligned}
$$

We used that $\mathbf{X}$ and $\mathbf{X}^{[S]}$ have finite moments and $\boldsymbol{f}_{h / 2}$ and $\boldsymbol{f}_{h / 2}^{-1}$ grow polynomially. The result follows from the $L^{p}$ convergence of the S-splitting scheme, Theorem 3.7

## 4 Auxiliary properties

This paper is centered on proving properties of the $S$ estimator. There are two reasons for this. First, in the literature, most numerical properties are proved only for LT-splitting because $S$-splitting is considered more complex. Here, we prove the numerical properties of the $S$-splitting, as well as the properties of the estimator. Second, the S-splitting introduces a new pseudo-likelihood that differs from the standard Gaussian pseudo-likelihoods. Thus, standard tools, such as those from Kessler (1997) cannot be directly applied.

The asymptotic properties of the LT estimator are the same as for the $S$ estimator. However, the following auxiliary properties will be stated and proved only for the S-based estimator. The same reasoning can be used for the LT estimator.

Properties of the $S$ estimator are proved based on the ergodicity of the solution of (1) as in $\operatorname{Kessler}$ (1997). However, without global Lipschitz drift, Lemma 6 in Kessler (1997) cannot be applied, since it uses the Lipschitz assumption together with the Grönwall's inequality. Instead, we use a generalization of Grönwall's inequality (Lemma 2.3 in Tian and Fan (2020)) stated in Supplementary Material. In Section 7.2, we prove the following extension of Lemma 6 in Kessler (1997).

Lemma 4.1 Let Assumptions (A1) and (A2) hold. Let $\mathbf{X}$ be the solution of (1). For $t_{k} \geq t \geq t_{k-1}$, where $h=$ $t_{k}-t_{k-1}<1$, the following two statements hold.
(1) For $p \geq 1$, there exists $C_{p}>0$ that depends on $p$ such that

$$
\begin{equation*}
\mathbb{E}_{\theta_{0}}\left[\left\|\mathbf{X}_{t}-\mathbf{X}_{t_{k-1}}\right\|^{p} \mid \mathcal{F}_{t_{k-1}}\right] \leq C_{p}\left(t-t_{k-1}\right)^{p / 2}\left(1+\left\|\mathbf{X}_{t_{k-1}}\right\|\right)^{C_{p}} \tag{29}
\end{equation*}
$$

(2) If $g: \mathbb{R}^{d} \times \Theta \rightarrow \mathbb{R}$ is of polynomial growth in $\mathbf{x}$ uniformly in $\boldsymbol{\theta}$, then there exist constants $C$ and $C_{t-t_{k-1}}$ that depends on $t-t_{t_{k-1}}$, such that

$$
\begin{equation*}
\mathbb{E}_{\theta_{0}}\left[\left|g\left(\mathbf{X}_{t} ; \boldsymbol{\theta}\right)\right| \mid \mathcal{F}_{t_{k-1}}\right] \leq C_{t-t_{k-1}}\left(1+\left\|\mathbf{X}_{t_{k-1}}\right\|\right)^{C} \tag{30}
\end{equation*}
$$

Finally, we state a central ergodic property needed for the asymptotic behavior of the estimator. It is equivalent to Lemma 8 in Kessler (1997) or Lemma 2 in Sørensen and Uchida (2003). The proof for one-sided Lipschitz is the same as in Kessler (1997) when combined with the previous Lemma.
Lemma 4.2 Let Assumptions (A1) (A2) and (A3) hold, and let $\mathbf{X}$ be the solution to (1). Let $g: \mathbb{R}^{d} \times \Theta \rightarrow \mathbb{R}$ be a differentiable function with respect to $\mathbf{x}$ and $\boldsymbol{\theta}$ with derivative of polynomial growth in $\mathbf{x}$, uniformly in $\boldsymbol{\theta}$. If $h \rightarrow 0$ and $N h \rightarrow \infty$, then,

$$
\begin{equation*}
\frac{1}{N} \sum_{k=1}^{N} g\left(\mathbf{X}_{t_{k}}, \boldsymbol{\theta}\right) \xrightarrow[\substack{N h \rightarrow \infty \\ h \rightarrow 0}]{\mathbb{P}_{\theta_{0}}} \int g(\mathbf{x}, \boldsymbol{\theta}) \mathrm{d} \nu_{0}(\mathbf{x}) \tag{31}
\end{equation*}
$$

uniformly in $\boldsymbol{\theta}$.
Lastly, we state moment bounds needed for the estimator asymptotics, the proof is in Supplementary Material.
Proposition 4.3 (Moment Bounds) Let Assumptions (A1) (A2) and (A6) hold. Let $\mathbf{X}$ be the solution of (1), and $\boldsymbol{f}_{h}$, $\boldsymbol{\mu}_{h}$ and $\mathbf{Z}_{t_{k}}$ as defined in (10) and (16). Let $\mathbf{g}$ be a generic function with derivatives of polynomial growth and $\boldsymbol{\beta} \in \Theta_{\beta}$. Then, for $k=1, \ldots, N$ we have the following moment bounds:
(1) $\mathbb{E}_{\theta_{0}}\left[\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right) \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right]=\mathcal{O}\left(h^{3}\right)$;
(2) $\mathbb{E}_{\theta_{0}}\left[\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right) \mathbf{g}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right)^{\top} \mid \mathbf{X}_{t_{k}}=\mathbf{x}\right]=\frac{h}{2}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top} D^{\top} \mathbf{g}(\mathbf{x} ; \boldsymbol{\beta})+D \mathbf{g}(\mathbf{x} ; \boldsymbol{\beta}) \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)+\mathcal{O}\left(h^{2}\right)$;
(3) $\mathbb{E}_{\theta_{0}}\left[\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right) \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top} \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right]=h \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}+\mathcal{O}\left(h^{2}\right)$.

## 5 Asymptotics

The estimators $\hat{\boldsymbol{\theta}}_{N}$ are defined in (18). However, for the proofs, we do not need full pseudo-likelihoods. It is enough to approximate the covariance matrix $\boldsymbol{\Omega}_{h}$ by $h \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}$. Indeed, after applying Taylor series on the inverse of $\boldsymbol{\Omega}_{h} 9$, we get $\left(h \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}+\mathcal{O}(1)$. Then, rewriting likelihoods (17) and (15) yields expressions (32) and (33) plus a term of order $\mathcal{O}_{\mathbb{P}_{0}}(h)$. Thus, we find estimators of $\boldsymbol{\theta}$ as the minimum of the following objective functions (this is only for the proofs)

$$
\begin{align*}
& \mathcal{L}_{N}^{[\mathrm{LTT}]}(\boldsymbol{\theta}) \stackrel{\theta}{=} N \log \operatorname{det}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)+\frac{1}{h} \sum_{k=1}^{N}\left(\mathbf{X}_{t_{k}}-e^{\mathbf{A}(\boldsymbol{\beta}) h} \boldsymbol{f}_{h}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}\right)\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\left(\mathbf{X}_{t_{k}}-e^{\mathbf{A}(\boldsymbol{\beta}) h} \boldsymbol{f}_{h}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}\right)\right)  \tag{32}\\
& \mathcal{L}_{N}^{[\mathrm{S}]}(\boldsymbol{\theta}) \stackrel{\theta}{=} N \log \operatorname{det}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)+\frac{1}{h} \sum_{k=1}^{N} \mathbf{Z}_{t_{k}}(\boldsymbol{\beta})^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{Z}_{t_{k}}(\boldsymbol{\beta})-2 \sum_{k=1}^{N} \log \left|\operatorname{det} D \boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right)\right| \tag{33}
\end{align*}
$$

### 5.1 Consistency

Now, we state the consistency of $\hat{\boldsymbol{\beta}}_{N}$ and $\widehat{\boldsymbol{\Sigma \Sigma}}_{N}^{\top}$. The proof of the following theorem is in Section 7.3
Theorem 5.1 Let Assumptions (A1) (A6) hold, let $\mathbf{X}$ be the solution of (1), let $\widehat{\boldsymbol{\theta}}_{N}=\left(\widehat{\boldsymbol{\beta}}_{N}, \widehat{\boldsymbol{\Sigma} \boldsymbol{\Sigma}}_{N}^{\top}\right)$ be the estimator that minimizes one of objective functions (32) or (33). If $h \rightarrow 0$ and $N h \rightarrow \infty$, then

$$
\begin{equation*}
\hat{\boldsymbol{\beta}}_{N} \xrightarrow{\mathbb{P}_{\theta_{0}}} \boldsymbol{\beta}_{0}, \quad \widehat{\boldsymbol{\Sigma} \boldsymbol{\Sigma}}_{N}^{\top} \xrightarrow{\mathbb{P}_{\theta_{0}}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top} \tag{34}
\end{equation*}
$$

### 5.2 Asymptotic normality

In this section, we state the asymptotic normality of the estimator. First, we need some preliminaries. Let $\rho>0$ and $\mathcal{B}_{\rho}\left(\boldsymbol{\theta}_{0}\right)=\left\{\boldsymbol{\theta} \in \Theta \mid\left\|\boldsymbol{\theta}-\boldsymbol{\theta}_{0}\right\| \leq \rho\right\}$ be a ball around $\boldsymbol{\theta}_{0}$. Let $\mathcal{L}_{N}$ be one of the two pseudo negative log-likelihoods (32) or 33). For $\hat{\boldsymbol{\theta}}_{N} \in \mathcal{B}_{\rho}\left(\boldsymbol{\theta}_{0}\right)$, the mean value theorem yields

$$
\begin{equation*}
\left(\int_{0}^{1} \mathbf{H}_{\mathcal{L}_{N}}\left(\boldsymbol{\theta}_{0}+t\left(\hat{\boldsymbol{\theta}}_{N}-\boldsymbol{\theta}_{0}\right)\right) \mathrm{d} t\right)\left(\hat{\boldsymbol{\theta}}_{N}-\boldsymbol{\theta}_{0}\right)=-\nabla \mathcal{L}_{N}\left(\boldsymbol{\theta}_{0}\right) \tag{35}
\end{equation*}
$$

We half-vectorize $\boldsymbol{\Sigma}$ as $\boldsymbol{\varsigma}:=\operatorname{vech}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)=\left(\left[\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right]_{11},\left[\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right]_{12},\left[\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right]_{22}, \ldots,\left[\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right]_{1 d}, \ldots,\left[\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right]_{d d}\right)$ to avoid working with tensors when computing derivatives with respect to $\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}$. Since $\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}$ is a symmetric $d \times d$ matrix, $\varsigma$ is of dimension $s=d(d+1) / 2$. In case of a diagonal matrix, instead of a half-vectorization, we use $\varsigma:=\operatorname{diag}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)$. Define

$$
\mathbf{C}_{N}(\boldsymbol{\theta}):=\left[\begin{array}{cc}
\frac{1}{N h} \partial_{\boldsymbol{\beta} \boldsymbol{\beta}} \mathcal{L}_{N}(\boldsymbol{\theta}) & \frac{1}{\sqrt{N h}} \partial_{\boldsymbol{\beta} \boldsymbol{\varsigma}} \mathcal{L}_{N}(\boldsymbol{\theta}) \\
\frac{1}{\sqrt{N h}} \partial_{\boldsymbol{\beta} \boldsymbol{\varsigma}} \mathcal{L}_{N}(\boldsymbol{\theta}) & \frac{1}{N} \partial_{\varsigma \boldsymbol{\varsigma}} \mathcal{L}_{N}(\boldsymbol{\theta})
\end{array}\right], \quad \mathbf{s}_{N}:=\left[\begin{array}{c}
\sqrt{N h}\left(\hat{\boldsymbol{\beta}}_{N}-\boldsymbol{\beta}_{0}\right) \\
\sqrt{N}\left(\hat{\boldsymbol{\varsigma}}_{N}-\boldsymbol{\varsigma}_{0}\right)
\end{array}\right], \quad \mathbf{L}_{N}:=\left[\begin{array}{c}
-\frac{1}{\sqrt{N h}} \partial_{\boldsymbol{\beta}} \mathcal{L}_{N}\left(\boldsymbol{\theta}_{0}\right) \\
-\frac{1}{\sqrt{N}} \partial_{\boldsymbol{\varsigma}} \mathcal{L}_{N}\left(\boldsymbol{\theta}_{0}\right)
\end{array}\right]
$$

and $\mathbf{D}_{N}:=\int_{0}^{1} \mathbf{C}_{N}\left(\boldsymbol{\theta}_{0}+t\left(\hat{\boldsymbol{\theta}}_{N}-\boldsymbol{\theta}_{0}\right)\right) \mathrm{d} t$. Then, (35) is equivalent to $\mathbf{D}_{N} \mathbf{s}_{N}=\mathbf{L}_{N}$. Let

$$
\begin{align*}
& \mathbf{C}\left(\boldsymbol{\theta}_{0}\right):=\left[\begin{array}{cc}
\mathbf{C}_{\beta}\left(\boldsymbol{\theta}_{0}\right) & \mathbf{0}_{r \times s} \\
\mathbf{0}_{s \times r} & \mathbf{C}_{\varsigma}\left(\boldsymbol{\theta}_{0}\right)
\end{array}\right]  \tag{36}\\
& {\left[\mathbf{C}_{\beta}\left(\boldsymbol{\theta}_{0}\right)\right]_{i_{1}, i_{2}}:=\int\left(\partial_{\beta_{i_{1}}} \mathbf{F}\left(\mathbf{x} ; \boldsymbol{\beta}_{0}\right)\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1}\left(\partial_{\beta_{i_{2}}} \mathbf{F}\left(\mathbf{x} ; \boldsymbol{\beta}_{0}\right)\right) \mathrm{d} \nu_{0}(\mathbf{x}), 1 \leq i_{1}, i_{2} \leq r}  \tag{37}\\
& {\left[\mathbf{C}_{\varsigma}\left(\boldsymbol{\theta}_{0}\right)\right]_{j_{1}, j_{2}}:=\frac{1}{2} \operatorname{Tr}\left(\left(\partial \varsigma_{\varsigma_{1}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1}\left(\partial \varsigma_{\varsigma_{2}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1}\right), 1 \leq j_{1}, j_{2} \leq s .} \tag{38}
\end{align*}
$$

Now, we are ready state the theorem for asymptotic normality, whose proof is in Section 7.4
Theorem 5.2 Let Assumptions (A1) (A6) hold, let $\mathbf{X}$ be the solution of (1), and let $\widehat{\boldsymbol{\theta}}_{N}=\left(\widehat{\boldsymbol{\beta}}_{N}, \widehat{\boldsymbol{\varsigma}}_{N}\right)$ be the estimator that minimizes one of objective functions (32) or 33). If $\boldsymbol{\theta}_{0} \in \Theta, \mathbf{C}\left(\boldsymbol{\theta}_{0}\right)$ is positive definite, $h \rightarrow 0, N h \rightarrow \infty$, and $N h^{2} \rightarrow 0$, then

$$
\left[\begin{array}{c}
\sqrt{N h}\left(\hat{\boldsymbol{\beta}}_{N}-\boldsymbol{\beta}_{0}\right)  \tag{39}\\
\sqrt{N}\left(\hat{\boldsymbol{\varsigma}}_{N}-\boldsymbol{\varsigma}_{0}\right)
\end{array}\right] \xrightarrow{d} \mathcal{N}\left(\mathbf{0}, \mathbf{C}^{-1}\left(\boldsymbol{\theta}_{0}\right)\right)
$$

under $\mathbb{P}_{\theta_{0}}$.
The estimator of the diffusion parameter converges faster than the estimator of the drift parameter. Gobet (2002) showed that for a discretely sampled SDE model, the optimal convergence rates for the drift and diffusion parameters are $1 / \sqrt{N h}$ and $1 / \sqrt{N}$, respectively. Thus, our estimators reach optimal rates. Moreover, the estimators are asymptotically efficient, since $\mathbf{C}$ is the Fisher information matrix for the corresponding continuous-time diffusion (see Kessler (1997), Gobet (2002). Finally, since the asymptotic correlation between the efficient estimators for the drift and the diffusion parameters is zero, the estimators are asymptotically independent.

## 6 Simulation study

This section presents the simulation study of the Lorenz system illustrating the theory and comparing the proposed estimators with other likelihood-based estimators from the literature. We briefly recall the estimators, describe the simulation process and the optimization in programming language $R$ ( R Core Team, 2022), and present and analyse the results.

### 6.1 Estimators used in the study

The EM transition distribution (19) for the Lorenz system (23) is

$$
\left[\begin{array}{c}
X_{t_{k}} \\
Y_{t_{k}} \\
Z_{t_{k}}
\end{array}\right] \left\lvert\,\left[\begin{array}{c}
X_{t_{k-1}} \\
Y_{t_{k-1}} \\
Z_{t_{k-1}}
\end{array}\right]=\left[\begin{array}{c}
x \\
y \\
z
\end{array}\right] \sim \mathcal{N}\left(\left[\begin{array}{c}
x+h p(y-x) \\
y+h(r x-y-x z) \\
z+h(x y-c z)
\end{array}\right],\left[\begin{array}{ccc}
h \sigma_{1}^{2} & 0 & 0 \\
0 & h \sigma_{2}^{2} & 0 \\
0 & 0 & h \sigma_{3}^{2}
\end{array}\right]\right) .\right.
$$

We do not write the closed-form distributions for the K2 and LL 21 estimators, but we use the corresponding formulas to implement the likelihoods.

The LT-splitting induces a Gaussian transition density with mean vector $\boldsymbol{\mu}^{[\mathrm{LT]}}(\mathbf{x})=e^{\mathbf{A} h} \boldsymbol{f}_{h}(\mathbf{x})$. The $\mathbf{S}$-splitting has density a nonlinear transformation of a Gaussian, where $\boldsymbol{\mu}^{[S]}(\mathbf{x})=e^{\mathbf{A} h} \boldsymbol{f}_{h / 2}(\mathbf{x})$ enters. Both splitting schemes utilise $\boldsymbol{\Omega}_{h}$ from (9). This is the covariance matrix of the LT likelihood (15), and is used as an intermediate step of the $S$ likelihood (17). More importantly, $\boldsymbol{\Omega}_{h}$ needs to be computed only once, unlike $\boldsymbol{\Omega}_{h}^{[\mathrm{LL}]}$ and $\boldsymbol{\Omega}_{h}^{[\mathrm{K} 2]}$. To further speed up computation time, we use the trick suggested by Gu et al. (2020). For the splitting schemes, we adapt $\mathbf{P}_{3}$ from (22) accordingly

$$
\mathbf{P}_{3}=\left[\begin{array}{cc}
\mathbf{A} & \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top} \\
\mathbf{0}_{d \times d} & -\mathbf{A}^{\top}
\end{array}\right] .
$$

### 6.2 Trajectory simulation

To simulate sample paths, we use the EM discretization with a step size of $h^{\text {sim }}=0.0001$, which is small enough for the EM discretization to perform well. Then, we sub-sample the trajectory to get a larger time step $h$ and decrease discretization errors. We perform $M=1000$ Monte Carlo repetitions.

### 6.3 Optimization in $R$

To optimize the likelihoods we use R package torch (Falbel and Luraschi, 2022), which uses automatic differentiation (AD) instead of the traditional finite differentiation used in optim. The two main advantages of AD are precision and speed. Finite differentiation is subject to floating point precision errors and is slow in high dimensions (Baydin et al. 2017), whereas AD is exact and fast and can be used in numerous applications, such as MLE or training neural networks.

We tried all optimizers available in the torch package and decided to use the resilient backpropagation algorithm optim_rprop based on Riedmiller and Braun (1992). It performed faster than the rest and was more precise in finding the global minimum. We used the default hyperparameters and set the optimization iterations to 200 . We chose the precision of $10^{-5}$ between the updated and old parameters as the stopping criteria. For starting values, we used a vector of the same value of 0.1 . Additionally, we added a nnf_softplus function to the optimizer to ensure that all estimated parameters are positive. All estimators converged after approximately 80 iterations.

### 6.4 Comparing criteria

We compare five estimators based on their precision and speed. For the precision, we compute the absolute relative error (ARE) for each component $\hat{\theta}_{N}^{(i)}$ of the estimator $\hat{\boldsymbol{\theta}}_{N}$ for each estimator separately,

$$
\operatorname{ARE}\left(\hat{\theta}_{N}^{(i)}\right)=\frac{1}{M} \sum_{r=1}^{M} \frac{\left|\hat{\theta}_{N, r}^{(i)}-\theta_{0, r}^{(i)}\right|}{\theta_{0, r}^{(i)}}
$$

For $S$ and LL we compare the distributions of $\hat{\boldsymbol{\theta}}_{N}-\boldsymbol{\theta}_{0}$ to investigate the precision more closely.
The running times from the beginning of the optimization step until the estimator is obtained are calculated with the tictoc package in R. To avoid the influence of outliers, we compute the median of running times over $M$ repetitions.

### 6.5 Results

In Figure 2, AREs are shown as a function of the discretization step $h$. For clearer comparison, we use log-scale on the $y$ axis. While most estimators work well for a step size no greater than 0.01 , only LL and S perform well for $h=0.05$. The LT estimator is not competitive even for $h=0.005$ and is not the best choice for this model. The bias of EM starts to show for $h=0.01$ with escalation for $h=0.05$. The largest bias appears in the diffusion parameters, which is due to poor approximation of $\Omega_{h}^{\mathrm{EM}}$. K2 is less biased than EM for the diffusion parameters, but performs worse than EM for the drift parameters. Note how some parameters are better determined for larger $h$, when $N$ is fixed. This is due to a longer observation interval $T=N h$.

Comparing ARE for the Lorenz system estimators for $\mathrm{N}=5000$


Figure 2: Comparing the ARE as a function of increasing $h$ for 5 different estimators in the stochastic Lorenz system. The estimators are obtained for sample sizes of $N=5000$. Each column represents one parameter. The $y$ axis is on log-scale

Since $S$ and LL perform the best with large time steps, we zoom in on their distributions in Figure 3. To make the figure clearer, we removed 76 outliers for $\sigma_{2}^{2}$ in the first two rows. This did not change the shape of the distributions, it only truncated the tails. The two estimators perform similarly, especially for small $h$. For $h=0.05$, both estimators are a little biased. S is better for parameters $c, \sigma_{2}^{2}$ and $\sigma_{3}^{2}$, whereas LL is better for $p, r$ and $\sigma_{1}^{2}$.
While LL and S perform similarly in terms of precision, Figure 4 shows the superiority of the $S$ estimator over LL. While the speed of all estimators look linear in $N$, the slopes differ. Namely, the running time of the LL estimator increases approximately with the function $f(N)=N / 250$. The second slowest estimator is K2, followed by the splitting schemes. EM speed is almost constant and does not depend on the sample size. While this is not a general rule but specific to the Lorenz system, it comes from the fact the LL estimator uses $N$ covariance matrices. Additionally, running time does not depend on $h$. Thus, we recommend using the S estimator, especially for large $N$.

Figures 5 and 6 show that the theoretical results hold for the S and LT estimators. We compare how the distributions of $\hat{\boldsymbol{\theta}}_{N}-\boldsymbol{\theta}_{0}$ change with sample size $N$ and $h$. With increasing $N$ the variance decreases, whereas the mean does

Comparing S and LL estimators for the Lorenz system for $\mathrm{N}=10000$


Figure 3: Comparison of the distributions of $\hat{\boldsymbol{\theta}}_{N}-\boldsymbol{\theta}_{0}$ in the Lorenz system for the S and LL estimators for $N=10000$. Each column represents one parameter and each row represents one value of the discretization step $h$. A black dot with a vertical bar in each violin plot represents the mean and the standard deviation.

## Comparing running times for the Lorenz system estimators



Figure 4: Running times as a function of $N$ for different estimators of the Lorenz system. Each column shows one value of $h$. On the $x$-axis is the sample size $N$ and on the $y$-axis is the running time in seconds.
not change. For that, we need to decrease $h$, as well. To obtain asymptotic results for LT we need small $h=0.001$. However, S is unbiased up to $h=0.01$. This shows that LT is not a good choice in practice, while S is.
The solid black lines in Figures 6 and 5 represent the theoretical asymptotic distributions for each parameter computed from (39). For the Lorenz system (23), the precision matrix (36) is given by

$$
\mathbf{C}\left(\boldsymbol{\theta}_{0}\right)=\operatorname{diag}\left(\frac{1}{\sigma_{1,0}^{2}} \int(y-x)^{2} \mathrm{~d} \nu_{0}(\mathbf{x}), \frac{1}{\sigma_{2,0}^{2}} \int x^{2} \mathrm{~d} \nu_{0}(\mathbf{x}), \frac{1}{\sigma_{3,0}^{2}} \int z^{2} \mathrm{~d} \nu_{0}(\mathbf{x}), \frac{1}{2 \sigma_{1,0}^{4}}, \frac{1}{2 \sigma_{2,0}^{4}}, \frac{1}{2 \sigma_{3,0}^{4}}\right)
$$

The integrals are approximated by taking the mean over all data points and all Monte Carlo repetitions.


Figure 5: Comparing distributions of $\hat{\boldsymbol{\theta}}_{N}-\boldsymbol{\theta}_{0}$ from the S estimator with theoretical asymptotic distributions (39) for each parameter (columns), for $h=0.01$ and $N \in\{1000,5000,10000\}$ (colors). The black lines correspond to the theoretical asymptotic distributions computed from data and true parameters for $N=10000$ and $h=0.01$.


Figure 6: Comparing distributions of $\hat{\boldsymbol{\theta}}_{N}-\boldsymbol{\theta}_{0}$ from the LT estimator with theoretical asymptotic distributions (39] for each parameter (columns), for $h \in\{0.001,0.005,0.01\}$ (rows) and $N \in\{10000,15000,20000\}$ (colors). The black lines correspond to the theoretical asymptotic distributions computed from data and true parameters for $N=20000$ and corresponding $h$.

Some outliers of $\hat{\sigma}_{2}^{2}$ are removed from Figures 5 and 6 truncating the tails.

## 7 Proofs

### 7.1 Proof of Lp convergence

Proof of Theorem 3.7 We use Theorem 3.3. To prove condition (1) we use 27) and need to prove the following

$$
\left(\mathbb{E}\left[\left\|\mathbf{X}_{t_{k}}-\Phi_{h}^{[\mathrm{S}]}\left(\mathbf{X}_{t_{k-1}}\right)\right\|^{p} \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right]\right)^{\frac{1}{p}}=\mathcal{O}\left(h^{q_{2}}\right)
$$

where $q_{2}=3 / 2$. We start with $\left\|\mathbf{X}_{t_{k}}-\Phi_{h}^{[\mathrm{S}]}\left(\mathbf{X}_{t_{k-1}}\right)\right\|^{p}=\left\|\mathbf{X}_{t_{k}}-\mathbf{X}_{t_{k-1}}-h \mathbf{F}\left(\mathbf{X}_{t_{k-1}}\right)-\boldsymbol{\xi}_{h, k}+\mathcal{O}\left(h^{3 / 2}\right)\right\|^{p}$. For more details on the expansion of $\Phi_{h}^{[\mathrm{S}]}$, see Supplementary Material. Approximate $\boldsymbol{\xi}_{h, k}=e^{\mathbf{A} h} \int_{t_{k-1}}^{t_{k}} e^{-\mathbf{A} s} \boldsymbol{\Sigma} \mathrm{~d} \mathbf{W}_{s}$ by

$$
\boldsymbol{\xi}_{h, k}=(\mathbf{I}+h \mathbf{A}) \int_{t_{k-1}}^{t_{k}}(\mathbf{I}+s \mathbf{A}) \boldsymbol{\Sigma} \mathrm{d} \mathbf{W}_{s}+\mathcal{O}_{\mathbb{P}}\left(h^{2}\right)=\boldsymbol{\Sigma}\left(\mathbf{W}_{t_{k}}-\mathbf{W}_{t_{k-1}}\right)+\mathbf{A} \boldsymbol{\Sigma} \int_{t_{k-1}}^{t_{k}} \mathbf{W}_{s} \mathrm{~d} s+\mathcal{O}_{\mathbb{P}}\left(h^{2}\right)
$$

We have that $\int_{t_{k-1}}^{t_{k}} \mathbf{W}_{s} \mathrm{~d} s \sim \mathcal{N}\left(\mathbf{0}, \frac{h^{3}}{3} \mathbf{I}\right)$, thus $\boldsymbol{\xi}_{h, k}=\boldsymbol{\Sigma}\left(\mathbf{W}_{t_{k}}-\mathbf{W}_{t_{k-1}}\right)+\mathcal{O}_{\mathbb{P}}\left(h^{3 / 2}\right)$. The Hölder inequality then yields

$$
\left\|\mathbf{X}_{t_{k}}-\mathbf{X}_{t_{k-1}}-h \mathbf{F}\left(\mathbf{X}_{t_{k-1}}\right)-\boldsymbol{\xi}_{h, k}+\mathcal{O}\left(h^{3 / 2}\right)\right\|^{p} \leq h^{p-1} \int_{t_{k-1}}^{t_{k}}\left\|\left(\mathbf{F}\left(\mathbf{X}_{s}\right)-\mathbf{F}\left(\mathbf{X}_{t_{k-1}}\right)\right)\right\|^{p} \mathrm{~d} s
$$

Use Assumption(A2) together with some standard inequalities and the mean value theorem to get

$$
\begin{aligned}
& \left(\mathbb{E}\left[\left\|\mathbf{X}_{t_{k}}-\Phi_{h}^{[\mathrm{S}]}\left(\mathbf{X}_{t_{k-1}}\right)\right\|^{p} \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right]\right)^{\frac{1}{p}} \leq C\left(\mathbb{E}\left[h^{p-1} \int_{t_{k-1}}^{t_{k}}\left\|\mathbf{F}\left(\mathbf{X}_{s}\right)-\mathbf{F}\left(\mathbf{X}_{t_{k-1}}\right)\right\|^{p} \mathrm{~d} s \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right]\right)^{\frac{1}{p}} \\
& =C\left(h^{p-1} \int_{t_{k-1}}^{t_{k}} \mathbb{E}\left[\left\|\mathbf{X}_{s}-\mathbf{X}_{t_{k-1}}\right\|^{p}\left\|_{0}^{1} D_{\mathbf{x}} \mathbf{F}\left(\mathbf{X}_{s}-u\left(\mathbf{X}_{s}-\mathbf{X}_{t_{k-1}}\right)\right) \mathrm{d} u\right\|^{p} \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right] \mathrm{d} s\right)^{\frac{1}{p}} \\
& \leq C\left(h^{p-1} \int_{t_{k-1}}^{t_{k}}\left(\mathbb{E}\left[\left\|\mathbf{X}_{s}-\mathbf{X}_{t_{k-1}}\right\|^{2 p} \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right]\right)^{\frac{1}{2}}\right. \\
& \qquad \quad\left(\mathbb{E}\left[\left\|\int_{0}^{1} D_{\mathbf{x}} \mathbf{F}\left(\mathbf{X}_{s}-u\left(\mathbf{X}_{s}-\mathbf{X}_{t_{k-1}}\right)\right) \mathrm{d} u\right\|^{2 p} \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right]^{\frac{1}{2}} \mathrm{~d} s\right)^{\frac{1}{p}} \\
& \leq C\left(h^{p-1} \int_{t_{k-1}}^{t_{k}} h^{\frac{p}{2}} \mathrm{~d} s\right)^{\frac{1}{p}}=\mathcal{O}\left(h^{3 / 2}\right)
\end{aligned}
$$

In the last line, we used Lemma 4.1. This proves condition (1) of Theorem 3.3.
Now, we prove condition (2) Use (8) and (14) to write $\mathbf{X}_{t_{k}}^{[\mathrm{S}]}=\boldsymbol{f}_{h / 2}\left(e^{\mathbf{A} h}\left(\boldsymbol{f}_{h / 2}\left(\mathbf{X}_{t_{k-1}}^{[\mathrm{S}]}\right)-\mathbf{X}_{t_{k-1}}^{[1]}\right)+\mathbf{X}_{t_{k}}^{[1]}\right)$. Define $\mathbf{R}_{t_{k}}:=e^{\mathbf{A} h}\left(\boldsymbol{f}_{h / 2}\left(\mathbf{X}_{t_{k}}^{[\mathrm{S}]}\right)-\mathbf{X}_{t_{k}}^{[1]}\right)$, and use the associativity (11) to get $\mathbf{R}_{t_{k}}=e^{\mathbf{A} h}\left(\boldsymbol{f}_{h}\left(\mathbf{R}_{t_{k}-1}+\mathbf{X}_{t_{k}}^{[1]}\right)-\mathbf{X}_{t_{k}}^{[1]}\right)$. The proof of the boundness of the moments of $\mathbf{R}_{t_{k}}$ is the same as in Lemma 2 in Buckwar et al. (2022). Finally, we have $\mathbf{X}_{t_{k}}^{[\mathrm{S}]}=\boldsymbol{f}_{h / 2}^{-1}\left(e^{-\mathbf{A} h} \mathbf{R}_{t_{k}}+\mathbf{X}_{t_{k}}^{[1]}\right)$. Since $\boldsymbol{f}_{h / 2}^{-1}$ grows polynomially and $\mathbf{X}_{t_{k}}^{[1]}$ has finite moments, $\mathbf{X}_{t_{k}}^{[\mathrm{S}]}$ must have finite moments too. This concludes the proof.

### 7.2 Proof of Lemma 4.1

Proof of Lemma 4.1 We first prove (1) We have the following series of inequalities

$$
\begin{aligned}
& \left\|\mathbf{X}_{t}-\mathbf{X}_{t_{k-1}}\right\|^{p} \leq 2^{p-1}\left(\left\|\int_{t_{k-1}}^{t} \mathbf{F}\left(\mathbf{X}_{s} ; \boldsymbol{\theta}\right) \mathrm{d} s\right\|^{p}+\left\|\boldsymbol{\Sigma}\left(\mathbf{W}_{t}-\mathbf{W}_{t_{k-1}}\right)\right\|^{p}\right) \\
& \leq 2^{p-1}\left(\left(\int_{t_{k-1}}^{t} C_{1}\left(1+\left\|\mathbf{X}_{s}\right\|\right)^{C_{1}} \mathrm{~d} s\right)^{p}+\left\|\boldsymbol{\Sigma}\left(\mathbf{W}_{t}-\mathbf{W}_{t_{k-1}}\right)\right\|^{p}\right) \\
& \leq 2^{p-1} C_{1}^{p}\left(\int_{t_{k-1}}^{t}\left(1+\left\|\mathbf{X}_{s}-\mathbf{X}_{t_{k-1}}\right\|+\left\|\mathbf{X}_{t_{k-1}}\right\|\right)^{C_{1}} \mathrm{~d} s\right)^{p}+2^{p-1}\left\|\boldsymbol{\Sigma}\left(\mathbf{W}_{t}-\mathbf{W}_{t_{k-1}}\right)\right\|^{p} \\
& \leq 2^{C_{1}+2 p-3} C_{1}^{p}\left(t-t_{k-1}\right)^{p-1}\left(\int_{t_{k-1}}^{t}\left\|\mathbf{X}_{s}-\mathbf{X}_{t_{k-1}}\right\|^{p C_{1}} \mathrm{~d} s+\left(t-t_{k-1}\right)^{p}\left(1+\left\|\mathbf{X}_{t_{k-1}}\right\|\right)^{p C_{1}}\right) \\
& +2^{p-1}\left\|\boldsymbol{\Sigma}\left(\mathbf{W}_{t}-\mathbf{W}_{t_{k-1}}\right)\right\|^{p}
\end{aligned}
$$

In the second inequality, we used the polynomial growth (A2) of $\mathbf{F}$. Furthermore, for some constant $C_{2}$ that depends on $p$ we have $\mathbb{E}\left[\left\|\boldsymbol{\Sigma}\left(\mathbf{W}_{t}-\mathbf{W}_{t_{k-1}}\right)\right\|^{p} \mid \mathcal{F}_{t_{k-1}}\right]=\left(t-t_{t_{k-1}}\right)^{p / 2} C_{2}(p)$. Then, for $h<1$

$$
C_{p}\left(t-t_{k-1}\right)^{2 p-1}\left(1+\left\|\mathbf{X}_{t_{k-1}}\right\|\right)^{C_{p}}+C_{p}\left(t-t_{t_{k-1}}\right)^{p / 2} \leq C_{p}\left(t-t_{k-1}\right)^{p / 2}\left(1+\left\|\mathbf{X}_{t_{k-1}}\right\|\right)^{C_{p}}
$$

where constants $C_{p}$ refer to different constants that depend on $p$. The last inequality holds because for $t-t_{k-1}<1$ the power $p / 2$ is dominating. Denote $m(t)=\mathbb{E}_{\theta_{0}}\left[\left\|\mathbf{X}_{t}-\mathbf{X}_{t_{k-1}}\right\|^{p} \mid \mathcal{F}_{t_{k-1}}\right]$, then

$$
\begin{equation*}
m(t) \leq C_{p}\left(t-t_{k-1}\right)^{p / 2}\left(1+\left\|\mathbf{X}_{t_{k-1}}\right\|\right)^{C_{p}}+C_{p} \int_{t_{k-1}}^{t} m^{C_{1}}(s) \mathrm{d} s \tag{40}
\end{equation*}
$$

Now, apply Lemma 2.3 from Tian and Fan (2020) on (40). Since we consider super-linear growth, we can assume that $C_{1}>1$, so

$$
\begin{align*}
m(t) & \leq C_{p}\left(t-t_{k-1}\right)^{p / 2}\left(1+\left\|\mathbf{X}_{t_{k-1}}\right\|\right)^{C_{p}}+\left(\kappa^{1-C_{1}}(t)-\left(C_{1}-1\right) 2^{C_{1}-1} C_{p}\left(t-t_{k-1}\right)\right)^{\frac{1}{1-C_{1}}} \\
& \leq C_{p}\left(t-t_{k-1}\right)^{p / 2}\left(1+\left\|\mathbf{X}_{t_{k-1}}\right\|\right)^{C_{p}}+C \kappa(t), \tag{41}
\end{align*}
$$

where $\kappa(t)=C_{p}\left(t-t_{k-1}\right)^{C_{1} p / 2+1}\left(1+\left\|\mathbf{X}_{t_{k-1}}\right\|\right)^{C_{p}}$. The bound $C$ in inequality (41) makes sense, because the term

$$
\left(1-\left(C_{1}-1\right) 2^{C_{1}-1} C_{p}\left(t-t_{k-1}\right) \kappa^{\frac{1}{1-C_{1}}}(t)\right)^{\frac{1}{1-C_{1}}}
$$

is positive by Lemma 2.3 from Tian and Fan (2020). Additionally, it is at most 1 for $t=t_{k-1}$. In constant $C$ in (41) there are terms that depend on $t-t_{k-1}$. However, these terms will not change the dominating term of $\kappa(t)$ (since $h<1$ ). Finally, the terms in $\kappa(t)$ are dominated by the power of $p / 2$, thus for large enough constant $C_{p}$ we have $m(t) \leq C_{p}\left(t-t_{k-1}\right)^{p / 2}\left(1+\left\|\mathbf{X}_{t_{k-1}}\right\|\right)^{C_{p}}$.
To prove (2), use that $g$ is of polynomial growth

$$
\begin{aligned}
\mathbb{E}_{\theta_{0}}\left[\left|g\left(\mathbf{X}_{t} ; \boldsymbol{\theta}\right)\right| \mid \mathcal{F}_{t_{k-1}}\right] & \leq C_{1} \mathbb{E}_{\theta_{0}}\left[\left(1+\left\|\mathbf{X}_{t_{k-1}}\right\|+\left\|\mathbf{X}_{t}-\mathbf{X}_{t_{k-1}}\right\|\right)^{C_{1}} \mid \mathcal{F}_{t_{k-1}}\right] \\
& \leq C_{2}\left(1+\left\|\mathbf{X}_{t_{k-1}}\right\|^{C_{1}}+\mathbb{E}_{\theta_{0}}\left[\left\|\mathbf{X}_{t}-\mathbf{X}_{t_{k-1}}\right\|^{C_{1}} \mid \mathcal{F}_{t_{k-1}}\right]\right)
\end{aligned}
$$

Now, apply the first part of the lemma to get

$$
\mathbb{E}_{\theta_{0}}\left[\left|g\left(\mathbf{X}_{t} ; \boldsymbol{\theta}\right)\right| \mid \mathcal{F}_{t_{k-1}}\right] \leq C_{2}\left(1+\left\|\mathbf{X}_{t_{k-1}}\right\|^{C_{1}}+C_{t-t_{k-1}}^{\prime}\left(1+\left\|\mathbf{X}_{t_{k-1}}\right\|\right)^{C_{3}}\right) \leq C_{t-t_{k-1}}\left(1+\left\|\mathbf{X}_{t_{k-1}}\right\|\right)^{C}
$$

That concludes the proof.

### 7.3 Proof of consistency

The following lemma is central to proving consistency and asymptotic normality. The proof is in Supplementary Material.

Lemma 7.1 Let Assumptions (A1) (A6) hold and $\mathbf{X}$ be the solution of (1). Let $\mathbf{g}, \mathbf{g}_{1}, \mathbf{g}_{2}: \mathbb{R}^{d} \times \Theta \times \Theta \rightarrow \mathbb{R}$ be differentiable functions with respect to $\mathbf{x}$ and $\boldsymbol{\theta}$ with derivatives of polynomial growth in $\mathbf{x}$, uniformly in $\boldsymbol{\theta}$. If $h \rightarrow 0$ and $N h \rightarrow \infty$, then,

1. $\frac{1}{N h} \sum_{k=1}^{N} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right) \xrightarrow[\substack{N h \rightarrow \infty \\ h \rightarrow 0}]{\mathbb{P}_{\theta_{0}}} \operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right) ;$
2. $\frac{h}{N} \sum_{k=1}^{N} \mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right) \xrightarrow[\substack{N h \rightarrow \infty \\ h \rightarrow 0}]{\mathbb{P}_{\theta_{0}}} 0$;
3. $\frac{1}{N} \sum_{k=1}^{N} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right) \xrightarrow[\substack{N h \rightarrow \infty \\ h \rightarrow 0}]{\mathbb{P}_{\theta_{0}}} 0$;
4. $\frac{1}{N h} \sum_{k=1}^{N} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right) \xrightarrow[\substack{N h \rightarrow \infty \\ h \rightarrow 0}]{\mathbb{P}_{\theta_{0}}} 0$;
5. $\frac{1}{N} \sum_{k=1}^{N} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{g}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right) \xrightarrow[\substack{N h \rightarrow \infty \\ h \rightarrow 0}]{\mathbb{P}_{\theta_{0}}} 0 ;$
6. $\frac{1}{N h} \sum_{k=1}^{N} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{g}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right) \xrightarrow[\substack{N h \rightarrow \infty \\ h \rightarrow 0}]{\mathbb{P}_{\theta_{0}}} \int \operatorname{Tr}\left(D \mathbf{g}\left(\mathbf{x} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right) \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\left(\boldsymbol{\Sigma}^{\boldsymbol{\Sigma}} \boldsymbol{\Sigma}^{\top}\right)^{-1}\right) \mathrm{d} \nu_{0}(\mathbf{x})$;
7. $\frac{h}{N} \sum_{k=1}^{N} \mathbf{g}_{1}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{g}_{2}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right) \xrightarrow[\substack{N h \rightarrow \infty \\ h \rightarrow 0}]{\mathbb{P}_{\theta_{0}}} 0$,
uniformly in $\boldsymbol{\theta}$.
Rewrite the objective function (33) as follows

$$
\begin{equation*}
\frac{1}{N} \mathcal{L}_{N}(\boldsymbol{\beta}, \boldsymbol{\varsigma})=\log \left(\operatorname{det}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)\right)-\frac{2}{N} \sum_{k=1}^{N} \log \left|\operatorname{det} D \boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right)\right|+T_{1}+T_{2}+T_{3}+2\left(T_{4}+T_{5}+T_{6}\right) \tag{42}
\end{equation*}
$$

where

$$
\begin{aligned}
& T_{1}:=\frac{1}{N h} \sum_{k=1}^{N} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right), \\
& T_{2}:=\frac{1}{N h} \sum_{k=1}^{N}\left(\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right)-\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right)\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\left(\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right)-\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right)\right), \\
& T_{3}:=\frac{1}{N h} \sum_{k=1}^{N}\left(\boldsymbol{\mu}_{h}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}\right)-\boldsymbol{\mu}_{h}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}\right)\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\left(\boldsymbol{\mu}_{h}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}\right)-\boldsymbol{\mu}_{h}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}\right)\right), \\
& T_{4}:=\frac{1}{N h} \sum_{k=1}^{N} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\left(\boldsymbol{\mu}_{h}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}\right)-\boldsymbol{\mu}_{h}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}\right)\right), \\
& T_{5}:=\frac{1}{N h} \sum_{k=1}^{N}\left(\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right)-\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right)\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\left(\boldsymbol{\mu}_{h}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}\right)-\boldsymbol{\mu}_{h}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}\right)\right), \\
& T_{6}:=\frac{1}{N h} \sum_{k=1}^{N}\left(\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right)-\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right)\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right) .
\end{aligned}
$$

Use Proposition 2.2 and Taylor expansion of function $\boldsymbol{\mu}_{h}$ to approximate $T_{i}$, for $1 \leq i \leq 6$.
Proof of Theorem 5.1 The proof follows Kessler (1997). First, we prove that

$$
\begin{equation*}
\frac{1}{N} \mathcal{L}_{N}(\boldsymbol{\beta}, \boldsymbol{\varsigma}) \rightarrow \log \left(\operatorname{det}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)\right)+\operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)=: G_{1}\left(\boldsymbol{\varsigma}, \boldsymbol{\varsigma}_{0}\right) \tag{43}
\end{equation*}
$$

in $\mathbb{P}_{\theta_{0}}$, for $N h \rightarrow \infty, h \rightarrow 0$, uniformly in $\boldsymbol{\theta}$. The first term of 42 is constant. The second term converges to 0 . This follows from derivations (47) below. Properties 1, 2, 3, 5, and 7 from Lemma 7.1 give the following limits $T_{1} \rightarrow \operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)$ and for $l=2,3, \ldots, 6, T_{l} \rightarrow 0$, uniformly in $\boldsymbol{\theta}$. The convergence in probability is equivalent to the existence of a subsequence converging almost surely. Thus, the convergence in 43) is almost sure for a subsequence ( $\widehat{\boldsymbol{\beta}}_{N_{l}}, \widehat{\boldsymbol{\varsigma}}_{N_{l}}$ ), which implies

$$
\begin{equation*}
\widehat{\boldsymbol{\varsigma}}_{N_{l}} \xrightarrow[\substack{N h \rightarrow \infty \\ h \rightarrow 0}]{\mathbb{P}_{\theta_{0}}-a . s .} \boldsymbol{\varsigma}_{0} . \tag{44}
\end{equation*}
$$

The compactness of $\bar{\Theta}$ implies that $\left(\widehat{\boldsymbol{\beta}}_{N_{l}}, \widehat{\boldsymbol{S}}_{N_{l}}\right)$ converges to a limit $\left(\boldsymbol{\beta}_{\infty}, \boldsymbol{\varsigma}_{\infty}\right)$ almost surely. By continuity of mapping $\boldsymbol{\varsigma} \mapsto G_{1}\left(\boldsymbol{\varsigma}, \varsigma_{0}\right)$ we have $\frac{1}{N_{l}} \mathcal{L}_{N_{l}}\left(\hat{\boldsymbol{\beta}}_{N_{l}}, \widehat{\boldsymbol{\varsigma}}_{N_{l}}\right) \rightarrow G_{1}\left(\boldsymbol{\varsigma}_{\infty}^{\top}, \varsigma_{0}\right)$, in $\mathbb{P}_{\theta_{0}}$, for $N h \rightarrow \infty, h \rightarrow 0$, uniformly in $\boldsymbol{\theta}$. By the
definition of the estimator, $G_{1}\left(\boldsymbol{\varsigma}_{\infty}, \boldsymbol{\varsigma}_{0}\right) \leq G_{1}\left(\boldsymbol{\varsigma}_{0}, \boldsymbol{\varsigma}_{0}\right)$. We also have

$$
\begin{aligned}
G_{1}\left(\boldsymbol{\varsigma}_{\infty}, \boldsymbol{\varsigma}_{0}\right) \geq G_{1}\left(\boldsymbol{\varsigma}_{0}, \boldsymbol{\varsigma}_{0}\right) & \Leftrightarrow \log \left(\operatorname{det}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{\infty}^{\top}\right)\right)+\operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{\infty}^{\top}\right)^{-1} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right) \geq \log \left(\operatorname{det}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)\right)+\operatorname{Tr}\left(\mathbf{I}_{d}\right) \\
& \Leftrightarrow \operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{\infty}^{\top}\right)^{-1} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)-\log \left(\operatorname{det}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{\infty}^{\top}\right)^{-1} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)\right) \geq d \\
& \Leftrightarrow \sum_{i=1}^{d} \lambda_{i}-\log \prod_{i=1}^{d} \lambda_{i} \geq \sum_{i=1}^{d} 1 \Leftrightarrow \sum_{i=1}^{d}\left(\lambda_{i}-1-\log \lambda_{i}\right) \geq 0
\end{aligned}
$$

where $\lambda_{i}$ represent the eigenvalues of $\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{\infty}^{\top}\right)^{-1} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}$, which is a positive semi-definite matrix. The last inequality follows since for any positive $x, \log x \leq x-1$. Thus, $G_{1}\left(\varsigma_{\infty}, \varsigma_{0}\right)=G_{1}\left(\varsigma_{0} \cdot \varsigma_{0}\right)$. Then, all the eigenvalues $\lambda_{i}$ must be equal to 1 , hence $\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{\infty}^{\top}=\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}$. We proved that a convergent subsequence of $\widehat{\boldsymbol{\varsigma}}_{N}$ tends to $\varsigma_{0}$ almost surely, from there, consistency of the diffusion estimator follows.
For consistency of $\widehat{\boldsymbol{\beta}}_{N}$, it is sufficient to show in $\mathbb{P}_{\theta_{0}}$, for $N h \rightarrow \infty, h \rightarrow 0$, uniformly with respect to $\boldsymbol{\theta}$, it holds

$$
\begin{equation*}
\frac{1}{N h}\left(\mathcal{L}_{N}(\boldsymbol{\beta}, \boldsymbol{\varsigma})-\mathcal{L}_{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\varsigma}\right)\right) \rightarrow G_{2}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\varsigma}_{0}, \boldsymbol{\beta}, \boldsymbol{\varsigma}\right) \tag{45}
\end{equation*}
$$

where

$$
\begin{aligned}
G_{2}\left(\boldsymbol{\beta}_{0}, \varsigma_{0}, \boldsymbol{\beta}, \boldsymbol{\varsigma}\right) & :=\int\left(\mathbf{F}_{0}(\mathbf{x})-\mathbf{F}(\mathbf{x})\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\left(\mathbf{F}_{0}(\mathbf{x})-\mathbf{F}(\mathbf{x})\right) \mathrm{d} \nu_{0}(\mathbf{x}) \\
& +\int \operatorname{Tr}\left(D\left(\mathbf{N}_{0}(\mathbf{x})-\mathbf{N}(\mathbf{x})\right)\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}-\mathbf{I}\right)\right) \mathrm{d} \nu_{0}(\mathbf{x})
\end{aligned}
$$

Rewrite

$$
\frac{1}{N h}\left(\mathcal{L}_{N}(\boldsymbol{\beta}, \boldsymbol{\varsigma})-\mathcal{L}_{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\varsigma}\right)\right)=\frac{2}{N h} \sum_{k=1}^{N} \log \left|\frac{\operatorname{det} D \boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right)}{\operatorname{det} D \boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right)}\right|+\frac{1}{h}\left(T_{2}+T_{3}+2\left(T_{4}+T_{5}+T_{6}\right)\right)
$$

Lemma 4.2 gives the uniform convergence of $\frac{1}{h} T_{2}$ with respect to $\boldsymbol{\theta}$

$$
\begin{aligned}
\frac{1}{h} T_{2} & =\frac{1}{4 N} \sum_{k=1}^{N}\left(\mathbf{N}_{0}\left(\mathbf{X}_{t_{k}}\right)-\mathbf{N}\left(\mathbf{X}_{t_{k}}\right)\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\left(\mathbf{N}_{0}\left(\mathbf{X}_{t_{k}}\right)-\mathbf{N}\left(\mathbf{X}_{t_{k}}\right)\right)+\mathcal{O}_{\mathbb{P}_{\theta_{0}}}(h) \\
& \rightarrow \frac{1}{4} \int\left(\mathbf{N}_{0}(\mathbf{x})-\mathbf{N}(\mathbf{x})\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\left(\mathbf{N}_{0}(\mathbf{x})-\mathbf{N}(\mathbf{x})\right) \mathrm{d} \nu_{0}(\mathbf{x})
\end{aligned}
$$

We compute the limit for $\frac{1}{h} T_{3}$ analogously. To prove $\frac{1}{h} T_{4} \rightarrow 0$, we use Lemma 9 in Genon-Catalot and Jacob (1993) and Property 4 from Lemma 7.1. Lemma 4.2 yields

$$
\begin{aligned}
\frac{1}{h} T_{5} \xrightarrow[\substack{N h \rightarrow \infty \\
h \rightarrow 0}]{\mathbb{P}_{\theta_{0}}} & \frac{1}{4} \int\left(\mathbf{N}_{0}(\mathbf{x})-\mathbf{N}(\mathbf{x})\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\left(\mathbf{N}_{0}(\mathbf{x})-\mathbf{N}(\mathbf{x})\right) \mathrm{d} \nu_{0}(\mathbf{x}) \\
& +\frac{1}{2} \int\left(\mathbf{A}_{0} \mathbf{x}-\mathbf{A} \mathbf{x}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\left(\mathbf{N}_{0}(\mathbf{x})-\mathbf{N}(\mathbf{x})\right) \mathrm{d} \nu_{0}(\mathbf{x})
\end{aligned}
$$

Finally, Property 6 of Lemma 7.1 gives $\frac{1}{h} T_{6} \rightarrow \frac{1}{2} \int \operatorname{Tr}\left(D\left(\mathbf{N}_{0}(\mathbf{x})-\mathbf{N}(\mathbf{x})\right)^{\top} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\right) \mathrm{d} \nu_{0}(\mathbf{x})$ uniformly in $\boldsymbol{\theta}$. Use properties of the Jacobian and Taylor expansion of a determinant and Lemma 4.2 to get

$$
\begin{align*}
& \frac{2}{N h} \sum_{k=1}^{N} \log \left|\frac{\operatorname{det} D \boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right)}{\operatorname{det} D \boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right)}\right|=\frac{2}{N h} \sum_{k=1}^{N} \log \left|\operatorname{det}\left(\left(\mathbf{I}+\frac{h}{2} D \mathbf{N}\left(\mathbf{X}_{t_{k}}\right)\right)\left(\mathbf{I}-\frac{h}{2} D \mathbf{N}_{0}\left(\mathbf{X}_{t_{k}}\right)\right)+\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(h^{2}\right)\right)\right| \\
& =\frac{2}{N h} \sum_{k=1}^{N} \log \left|\operatorname{det}\left(\mathbf{I}+\frac{h}{2} D\left(\mathbf{N}\left(\mathbf{X}_{t_{k}}\right)-\mathbf{N}_{0}\left(\mathbf{X}_{t_{k}}\right)\right)+\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(h^{2}\right)\right)\right|  \tag{46}\\
& =\frac{2}{N h} \sum_{k=1}^{N} \log \left|1+\frac{h}{2} \operatorname{Tr} D\left(\mathbf{N}\left(\mathbf{X}_{t_{k}}\right)-\mathbf{N}_{0}\left(\mathbf{X}_{t_{k}}\right)\right)+\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(h^{2}\right)\right| \\
& =\frac{1}{N} \sum_{k=1}^{N} \operatorname{Tr} D\left(\mathbf{N}\left(\mathbf{X}_{t_{k}}\right)-\mathbf{N}_{0}\left(\mathbf{X}_{t_{k}}\right)\right)+\mathcal{O}_{\mathbb{P}_{\theta_{0}}}(h) \xrightarrow[\substack{N h \rightarrow \infty \\
h \rightarrow 0}]{\mathbb{P}_{\theta_{0}}} \int \operatorname{Tr} D\left(\mathbf{N}(\mathbf{x})-\mathbf{N}_{0}(\mathbf{x})\right) \mathrm{d} \nu_{0}(\mathbf{x}) \tag{47}
\end{align*}
$$

uniform in $\boldsymbol{\theta}$. This proves 45). Then, there exists a subsequence $N_{l}$ such that $\left(\widehat{\boldsymbol{\beta}}_{N_{l}}, \widehat{\boldsymbol{\varsigma}}_{N_{l}}\right)$ converges to a limit $\left(\boldsymbol{\beta}_{\infty}, \boldsymbol{\varsigma}_{\infty}\right)$ almost surely. By continuity of mapping $(\boldsymbol{\beta}, \boldsymbol{\varsigma}) \mapsto G_{2}\left(\boldsymbol{\beta}_{0}, \varsigma_{0}, \boldsymbol{\beta}, \boldsymbol{\varsigma}\right)$, for $N_{l} h \rightarrow \infty, h \rightarrow 0$, we have the following convergence in $\mathbb{P}_{\theta_{0}}$

$$
\frac{1}{N_{l} h}\left(\mathcal{L}_{N_{l}}\left(\widehat{\boldsymbol{\beta}}_{N_{l}}, \widehat{\boldsymbol{\varsigma}}_{N_{l}}\right)-\mathcal{L}_{N_{l}}\left(\boldsymbol{\beta}_{0}, \widehat{\boldsymbol{\varsigma}}_{N_{l}}\right)\right) \rightarrow G_{2}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\varsigma}_{0}, \boldsymbol{\beta}_{\infty}, \boldsymbol{\varsigma}_{\infty}\right)
$$

Then, $G_{2}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\varsigma}_{0}, \boldsymbol{\beta}_{\infty}, \boldsymbol{\varsigma}_{\infty}\right)=\int\left(\mathbf{F}\left(\mathbf{x} ; \boldsymbol{\beta}_{0}\right)-\mathbf{F}\left(\mathbf{x} ; \boldsymbol{\beta}_{\infty}\right)\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1}\left(\mathbf{F}\left(\mathbf{x} ; \boldsymbol{\beta}_{0}\right)-\mathbf{F}\left(\mathbf{x} ; \boldsymbol{\beta}_{\infty}\right)\right) \mathrm{d} \nu_{0}(\mathbf{x}) \geq 0$, since $\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{\infty}^{\top}=\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}$. Moreover, $\mathcal{L}_{N_{l}}\left(\widehat{\boldsymbol{\beta}}_{N_{l}}, \widehat{\boldsymbol{\varsigma}}_{N_{l}}\right)-\mathcal{L}_{N_{l}}\left(\boldsymbol{\beta}_{0}, \widehat{\boldsymbol{\varsigma}}_{N_{l}}\right) \leq 0$, by definition of the estimator. Thus, the identifiability assumption (A5) concludes the proof for the S estimator.
To prove the same statement for the LT estimator, the representation of the objective function (42) has to be adapted. In the LT case, this representation is simpler. There is no extra logarithmic term of a Jacobian, and there are only 3 instead of 6 auxiliary $T$ terms. This is due to the Gaussian transition density in the LT approximation.

### 7.4 Proofs of asymptotic normality

Proof of Theorem 5.2 According to Sørensen and Uchida (2003), it is enough to prove the following two lemmas.
Lemma 7.2 If $h \rightarrow 0, N h \rightarrow \infty$ and $\varepsilon_{N} \rightarrow 0$, then

$$
\mathbf{C}_{N}\left(\boldsymbol{\theta}_{0}\right) \xrightarrow{\mathbb{P}_{\boldsymbol{\theta}_{0}}} 2 \mathbf{C}\left(\boldsymbol{\theta}_{0}\right), \quad \sup _{\|\boldsymbol{\theta}\| \leq \varepsilon_{N}}\left\|\mathbf{C}_{N}\left(\boldsymbol{\theta}_{0}+\boldsymbol{\theta}\right)-\mathbf{C}_{N}\left(\boldsymbol{\theta}_{0}\right)\right\| \xrightarrow{\mathbb{P}_{\boldsymbol{\theta}_{0}}} 0
$$

Lemma 7.3 If $h \rightarrow 0, N h \rightarrow \infty$ and $N h^{2} \rightarrow 0$, then under $\mathbb{P}_{\theta_{0}}$, we have

$$
\mathbf{L}_{N} \xrightarrow{d} \mathcal{N}\left(\mathbf{0}, 4 \mathbf{C}\left(\boldsymbol{\theta}_{0}\right)\right) .
$$

Proof of Lemma 7.2 To prove the first part of the lemma, use equation (42) and compute corresponding derivatives to obtain $\mathbf{C}_{N}$. We start with

$$
\begin{aligned}
& \frac{1}{N h} \partial_{\beta_{i_{1}} \beta_{i_{2}}} \mathcal{L}_{N}(\boldsymbol{\beta}, \boldsymbol{\varsigma})=-2 \frac{1}{N h} \sum_{k=1}^{N} \partial_{\beta_{i_{1}} \beta_{i_{2}}} \log \left|\operatorname{det} D \boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right)\right| \\
&+\partial_{\beta_{i_{1}} \beta_{i_{2}}} \frac{1}{h}\left(T_{2}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\beta}, \boldsymbol{\varsigma}\right)+T_{3}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\beta}, \boldsymbol{\varsigma}\right)+2\left(T_{4}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\beta}, \boldsymbol{\varsigma}\right)+T_{5}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\beta}, \boldsymbol{\varsigma}\right)+T_{6}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\beta}, \boldsymbol{\varsigma}\right)\right)\right)
\end{aligned}
$$

Use results from Lemma 7.1 and Theorem 5.1 to get the following limits

$$
\begin{aligned}
& \left.\partial_{\beta_{i_{1}} \beta_{i_{2}}} \frac{1}{h} T_{2}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\beta}, \boldsymbol{\varsigma}_{0}\right)\right|_{\boldsymbol{\beta}=\boldsymbol{\beta}_{0}} \xrightarrow{\mathbb{P}_{\theta_{0}}} \frac{1}{2} \int\left(\partial_{\beta_{i_{1}}} \mathbf{N}_{0}(\mathbf{x})\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \partial_{\beta_{i_{2}}} \mathbf{N}_{0}(\mathbf{x}) \mathrm{d} \nu_{0}(\mathbf{x}), \\
& \left.\partial_{\beta_{i_{1}} \beta_{i_{2}}} \frac{1}{h} T_{3}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\beta}, \boldsymbol{\varsigma}_{0}\right)\right|_{\boldsymbol{\beta}=\boldsymbol{\beta}_{0}} \xrightarrow{\mathbb{P}_{\theta_{0}}} \frac{1}{2} \int\left(\partial_{\beta_{i_{1}}} \mathbf{N}_{0}(\mathbf{x})+2 \partial_{\beta_{i_{1}}} \mathbf{A}_{0} \mathbf{x}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1}\left(\partial_{\beta_{i_{2}}} \mathbf{N}_{0}(\mathbf{x})+2 \partial_{\beta_{i_{2}}} \mathbf{A}_{0} \mathbf{x}\right) \mathrm{d} \nu_{0}(\mathbf{x}), \\
& \left.\partial_{\beta_{i_{1}} \beta_{i_{2}}} \frac{1}{h} T_{5}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\beta}, \boldsymbol{\varsigma}_{0}\right)\right|_{\boldsymbol{\beta}=\boldsymbol{\beta}_{0}} \xrightarrow{\mathbb{P}_{\theta_{0}}} \frac{1}{2} \int\left(\partial_{\beta_{i_{1}}} \mathbf{F}_{0}(\mathbf{x})\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \partial_{\beta_{i_{2}}} \mathbf{N}_{0}(\mathbf{x}) \mathrm{d} \nu_{0}(\mathbf{x}) \\
& +\frac{1}{2} \int\left(\partial_{\beta_{i_{2}}} \mathbf{A}_{0} \mathbf{x}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \partial_{\beta_{i_{1}}} \mathbf{N}_{0}(\mathbf{x}) \mathrm{d} \nu_{0}(\mathbf{x}), \\
& \left.\partial_{\beta_{i_{1}} \beta_{i_{2}}} \frac{1}{h} T_{6}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\beta}, \boldsymbol{\varsigma}_{0}\right)\right|_{\boldsymbol{\beta}=\boldsymbol{\beta}_{0}} \xrightarrow{\mathbb{P}_{\theta_{0}}}-\frac{1}{2} \int \operatorname{Tr}\left(D \partial_{\beta_{i_{1}} \beta_{i_{2}}} \mathbf{N}_{0}(\mathbf{x})\right) \mathrm{d} \nu_{0}(\mathbf{x}),
\end{aligned}
$$

for $N h \rightarrow \infty, h \rightarrow 0$. Since $\frac{1}{h} T_{4} \rightarrow 0$, the partial derivatives go to zero too. Like in (47), for $N h \rightarrow \infty, h \rightarrow 0$, we have

$$
-\left.2 \frac{1}{N h} \sum_{k=1}^{N} \partial_{\beta_{i_{1}} \beta_{i_{2}}} \log \left|\operatorname{det} D \boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right)\right|\right|_{\boldsymbol{\beta}=\boldsymbol{\beta}_{0}} \xrightarrow{\mathbb{P}_{\theta_{0}}} \int \operatorname{Tr}\left(D \partial_{\beta_{i_{1}} \beta_{i_{2}}} \mathbf{N}_{0}(\mathbf{x})\right) \mathrm{d} \nu_{0}(\mathbf{x}) .
$$

Thus, $\left.\frac{1}{N h} \partial_{\beta_{i_{1}} \beta_{i_{2}}} \mathcal{L}_{N}\left(\boldsymbol{\beta}, \boldsymbol{\varsigma}_{0}\right)\right|_{\boldsymbol{\beta}=\boldsymbol{\beta}_{0}} \rightarrow 2 \int\left(\partial_{\beta_{i_{2}}} \mathbf{F}\left(\mathbf{x} ; \boldsymbol{\beta}_{0}\right)\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \partial_{\beta_{i_{2}}} \mathbf{F}\left(\mathbf{x} ; \boldsymbol{\beta}_{0}\right) \mathrm{d} \nu_{0}(\mathbf{x})$, in $\mathbb{P}_{\theta_{0}}$ for $N h \rightarrow \infty, h \rightarrow$ 0 .

Now, we prove $\left.\frac{1}{\sqrt{N h}} \partial_{\beta \varsigma} \mathcal{L}_{N}(\boldsymbol{\beta}, \boldsymbol{\varsigma})\right|_{\boldsymbol{\beta}=\boldsymbol{\beta}_{0}, \boldsymbol{\varsigma}=\boldsymbol{\varsigma}_{0}} \rightarrow 0$, in $\mathbb{P}_{\theta_{0}}$ for $N h \rightarrow \infty, h \rightarrow 0$. The following term is at most of the order $\mathcal{O}(h)$

$$
\partial_{\beta_{i}} T_{l}(\boldsymbol{\beta}, \boldsymbol{\varsigma})=C_{h} \sum_{k=1}^{N}\left(\mathbf{g}\left(\boldsymbol{\beta}_{0} ; \mathbf{X}_{t_{k}}, \mathbf{X}_{t_{k-1}}\right)-\mathbf{g}\left(\boldsymbol{\beta} ; \mathbf{X}_{t_{k}}, \mathbf{X}_{t_{k-1}}\right)\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{g}_{1}\left(\boldsymbol{\beta} ; \mathbf{X}_{t_{k}}, \mathbf{X}_{t_{k-1}}\right)
$$

for $l=2,3, \ldots, 6$, where $C_{h}$ is a constant depending on $h$, and $\mathbf{g}, \mathbf{g}_{1}$ are generic functions. Then, term $\partial_{\beta_{\varsigma}} \mathcal{L}_{N}(\boldsymbol{\beta}, \boldsymbol{\varsigma})$ still contains $\mathbf{g}\left(\boldsymbol{\beta}_{0} ; \mathbf{X}_{t_{k}}, \mathbf{X}_{t_{k-1}}\right)-\mathbf{g}\left(\boldsymbol{\beta} ; \mathbf{X}_{t_{k}}, \mathbf{X}_{t_{k-1}}\right)$ which is 0 for $\boldsymbol{\beta}=\boldsymbol{\beta}_{0}$. Thus, $\left.\frac{1}{\sqrt{N h}} \partial_{\beta \varsigma} \mathcal{L}_{N}(\boldsymbol{\beta}, \boldsymbol{\varsigma})\right|_{\boldsymbol{\beta}=\boldsymbol{\beta}_{0}, \boldsymbol{\varsigma}=\boldsymbol{\varsigma}_{0}}=$ 0. Finally, we compute $\frac{1}{N} \partial_{\varsigma_{j_{1}} \varsigma_{j_{2}}} \mathcal{L}_{N}(\boldsymbol{\beta}, \boldsymbol{\varsigma})$. As before, it holds $\left.\frac{1}{N} \partial_{\varsigma_{j_{1}} \varsigma_{j_{2}}} T_{l}(\boldsymbol{\beta}, \boldsymbol{\varsigma})\right|_{\boldsymbol{\beta}=\boldsymbol{\beta}_{0}, \boldsymbol{\varsigma}=\boldsymbol{\varsigma}_{0}} \rightarrow 0$, for $l=2,3, \ldots, 6$. So, we need to compute the following second derivatives $\partial_{\varsigma_{j_{1}} \varsigma_{j_{2}}} \log \left(\operatorname{det} \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)$ and $\partial_{\varsigma_{j_{1}} \varsigma_{j_{2}}} \frac{1}{N h} \sum_{k=1}^{N} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)$. The first one yields

$$
\partial_{\varsigma_{j_{1}} \varsigma_{j_{2}}} \log \left(\operatorname{det} \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)=\operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \partial_{\varsigma_{j_{1} \varsigma_{j_{2}}}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)-\operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\left(\partial_{\varsigma_{j_{1}}} \boldsymbol{\Sigma}^{\boldsymbol{\Sigma}}{ }^{\top}\right)\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \partial_{\varsigma_{j_{2}}} \boldsymbol{\Sigma}^{\boldsymbol{\Sigma}} \boldsymbol{\top}^{\top}\right)
$$

On the other hand, we have

$$
\begin{aligned}
& \partial_{\varsigma_{j_{1}} \varsigma_{j_{2}}} \frac{1}{N h} \sum_{k=1}^{N} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right) \\
& =-\frac{1}{N h} \sum_{k=1}^{N} \operatorname{Tr}\left(\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right) \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\left(\partial_{\varsigma_{j_{1}} \varsigma_{j_{2}}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\right) \\
& +\frac{1}{N h} \sum_{k=1}^{N} \operatorname{Tr}\left(\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right) \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\left(\partial_{\varsigma_{j_{1}}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\left(\partial_{\varsigma_{j_{2}}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\right) \\
& +\frac{1}{N h} \sum_{k=1}^{N} \operatorname{Tr}\left(\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right) \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\left(\partial_{\varsigma_{j_{2}}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\left(\partial_{\varsigma j_{1}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\right) .
\end{aligned}
$$

Then, from Property 1 of Lemma 7.1, we get

$$
\begin{aligned}
& \left.\partial_{\varsigma_{j_{1}} \varsigma_{j_{2}}} \frac{1}{N h} \sum_{k=1}^{N} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)\right|_{\boldsymbol{\beta}=\boldsymbol{\beta}_{0}, \boldsymbol{s}=\varsigma_{0}} \\
& \xrightarrow[\substack{N h \rightarrow \infty \\
h \rightarrow 0}]{\mathbb{P}_{\theta_{0}}} 2 \operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1}\left(\partial_{\varsigma_{j_{1}}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \partial_{\varsigma_{j_{2}}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)-\operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \partial_{\varsigma_{j_{1}} \varsigma_{j_{2}}} \boldsymbol{\Sigma}^{\boldsymbol{\Sigma}} \boldsymbol{\Sigma}_{0}^{\top}\right) .
\end{aligned}
$$

Thus, $\left.\frac{1}{N} \partial_{\varsigma_{j_{1}} \varsigma_{j_{2}}} \mathcal{L}_{N}(\boldsymbol{\beta}, \boldsymbol{\varsigma})\right|_{\boldsymbol{\beta}=\boldsymbol{\beta}_{0}, \boldsymbol{\varsigma}=\varsigma_{0}} \rightarrow \operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1}\left(\partial_{\varsigma_{j_{1}}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \partial_{\varsigma_{j_{2}}} \boldsymbol{\Sigma}_{\boldsymbol{\Sigma}} \boldsymbol{\Sigma}_{0}^{\top}\right)$. Since all the limits used in this proof are uniform in $\boldsymbol{\theta}$, the first part of the lemma is proved. The second part is trivial, due to the fact that all limits are continuous in $\boldsymbol{\theta}$.

Proof of Lemma 7.3 First, we compute the first derivatives. We start with

$$
\begin{aligned}
\partial_{\beta_{i}} \mathcal{L}_{N}(\boldsymbol{\beta}, \boldsymbol{\varsigma}) & =\frac{2}{h} \sum_{k=1}^{N}\left(\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right)-\boldsymbol{\mu}_{h}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}\right)\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\left(\partial_{\beta_{i}} \boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right)-\partial_{\beta_{i}} \boldsymbol{\mu}_{h}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}\right)\right) \\
& -2 \sum_{k=1}^{N} \operatorname{Tr}\left(D \boldsymbol{f}_{h / 2}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right) D_{\mathbf{x}} \partial_{\beta_{i}} \boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right)\right)
\end{aligned}
$$

The first derivative with respect to $\varsigma$ is

$$
\begin{aligned}
& \partial_{\varsigma_{j}} \mathcal{L}_{N}(\boldsymbol{\beta}, \boldsymbol{\varsigma}) \\
& =\frac{1}{h} \partial_{\varsigma_{j}} \sum_{k=1}^{N}\left(\left(\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right)-\boldsymbol{\mu}_{h}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}\right)\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\left(\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right)-\boldsymbol{\mu}_{h}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}\right)\right)+\partial_{\varsigma_{j}} \log \operatorname{det}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)\right) \\
& =-\frac{1}{h} \sum_{k=1}^{N}\left(\operatorname { T r } \left(\left(\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right)-\boldsymbol{\mu}_{h}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}\right)\right)\left(\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right)-\boldsymbol{\mu}_{h}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}\right)\right)^{\top}\right.\right. \\
& \left.\left.\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\left(\partial_{\varsigma_{j}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\right)+\operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \partial_{\varsigma_{j}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)\right)
\end{aligned}
$$

Introduce

$$
\begin{aligned}
\eta_{N, k}^{(i)}(\boldsymbol{\theta}):= & \frac{2}{\sqrt{N h}}\left(\operatorname{Tr}\left(D \boldsymbol{f}_{h / 2}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right) D_{\mathbf{x}} \partial_{\beta_{i}} \boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right)\right)\right. \\
& \left.-\frac{1}{h} \mathbf{Z}_{t_{k}}(\boldsymbol{\beta})^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \partial_{\beta_{i}}\left(\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right)-\boldsymbol{\mu}_{h}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}\right)\right)\right) \\
\zeta_{N, k}^{(j)}(\boldsymbol{\theta}):= & \frac{1}{\sqrt{N}}\left(\frac{1}{h} \operatorname{Tr}\left(\mathbf{Z}_{t_{k}}(\boldsymbol{\beta}) \mathbf{Z}_{t_{k}}(\boldsymbol{\beta})^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\left(\partial \varsigma_{j} \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\right)-\operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \partial \varsigma_{j} \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)\right)
\end{aligned}
$$

and rewrite $\mathbf{L}_{N}$ as $\mathbf{L}_{N}=\sum_{k=1}^{N}\left[\eta_{N, k}^{(1)}\left(\boldsymbol{\theta}_{0}\right), \ldots, \eta_{N, k}^{(r)}\left(\boldsymbol{\theta}_{0}\right), \zeta_{N, k}^{(1)}\left(\boldsymbol{\theta}_{0}\right), \ldots, \zeta_{N, k}^{(s)}\left(\boldsymbol{\theta}_{0}\right)\right]^{\top}$. Now, according to Proposition 3.1 from Crimaldi and Pratelli (2005) (for more details see Supplementary Material), it is sufficient to prove

$$
\begin{align*}
& \mathbb{E}_{\theta_{0}}\left[\sup _{1 \leq k \leq n}\left|\eta_{n, k}^{(i)}\left(\boldsymbol{\theta}_{0}\right)\right|\right] \underset{n \rightarrow \infty}{\longrightarrow} 0, \quad \mathbb{E}_{\theta_{0}}\left[\sup _{1 \leq k \leq n}\left|\zeta_{n, k}^{(j)}\left(\boldsymbol{\theta}_{0}\right)\right|\right] \underset{n \rightarrow \infty}{\longrightarrow} 0,  \tag{48}\\
& \sum_{k=1}^{n} \mathbb{E}_{\theta_{0}}\left[\eta_{n, k}^{(i)}\left(\boldsymbol{\theta}_{0}\right) \mid \mathbf{X}_{t_{k-1}}\right] \xrightarrow[n \rightarrow \infty]{\mathbb{P}_{\theta_{0}}} 0, \quad \quad \sum_{k=1}^{n} \mathbb{E}_{\theta_{0}}\left[\zeta_{n, k}^{(j)}\left(\boldsymbol{\theta}_{0}\right) \mid \mathbf{X}_{t_{k-1}}\right] \xrightarrow[n \rightarrow \infty]{\mathbb{P}_{\theta_{0}}} 0,  \tag{49}\\
& \sum_{k=1}^{n} \mathbb{E}_{\theta_{0}}\left[\eta_{n, k}^{\left(i_{1}\right)}\left(\boldsymbol{\theta}_{0}\right) \mid \mathbf{X}_{t_{k-1}}\right] \mathbb{E}_{\theta_{0}}\left[\eta_{n, k}^{\left(i_{2}\right)}\left(\boldsymbol{\theta}_{0}\right) \mid \mathbf{X}_{t_{k-1}}\right] \xrightarrow[n \rightarrow \infty]{\mathbb{P}_{\theta_{0}}} 0,  \tag{50}\\
& \sum_{k=1}^{n} \mathbb{E}_{\theta_{0}}\left[\zeta_{n, k}^{\left(j_{1}\right)}\left(\boldsymbol{\theta}_{0}\right) \mid \mathbf{X}_{t_{k-1}}\right] \mathbb{E}_{\theta_{0}}\left[\zeta_{n, k}^{\left(j_{2}\right)}\left(\boldsymbol{\theta}_{0}\right) \mid \mathbf{X}_{t_{k-1}}\right] \xrightarrow[n \rightarrow \infty]{\mathbb{P}_{\theta_{0}}} 0,  \tag{51}\\
& \sum_{k=1}^{n} \mathbb{E}_{\theta_{0}}\left[\eta_{n, k}^{(i)}\left(\boldsymbol{\theta}_{0}\right) \mid \mathbf{X}_{t_{k-1}}\right] \mathbb{E}_{\theta_{0}}\left[\zeta_{n, k}^{(j)}\left(\boldsymbol{\theta}_{0}\right) \mid \mathbf{X}_{t_{k-1}}\right] \xrightarrow[n \rightarrow \infty]{\mathbb{P}_{\theta_{0}}} 0,  \tag{52}\\
& \sum_{k=1}^{n} \mathbb{E}_{\theta_{0}}\left[\eta_{n, k}^{\left(i_{1}\right)}\left(\boldsymbol{\theta}_{0}\right) \eta_{n, k}^{\left(i_{2}\right)}\left(\boldsymbol{\theta}_{0}\right) \mid \mathbf{X}_{t_{k-1}}\right] \xrightarrow[n \rightarrow \infty]{\mathbb{P}_{\theta_{0}}} 4\left[\mathbf{C}_{\beta}\left(\boldsymbol{\theta}_{0}\right)\right]_{i_{1} i_{2}},  \tag{53}\\
& \sum_{k=1}^{n} \mathbb{E}_{\theta_{0}}\left[\zeta_{n, k}^{\left(j_{1}\right)}\left(\boldsymbol{\theta}_{0}\right) \zeta_{n, k}^{\left(j_{2}\right)}\left(\boldsymbol{\theta}_{0}\right) \mid \mathbf{X}_{t_{k-1}}\right] \xrightarrow[n \rightarrow \infty]{\mathbb{P}_{\theta_{0}}} 4\left[\mathbf{C}_{\varsigma}\left(\boldsymbol{\theta}_{0}\right)\right]_{j_{1} j_{2}},  \tag{54}\\
& \sum_{k=1}^{n} \mathbb{E}_{\theta_{0}}\left[\eta_{n, k}^{(i)}\left(\boldsymbol{\theta}_{0}\right) \zeta_{n, k}^{(j)}\left(\boldsymbol{\theta}_{0}\right) \mid \mathbf{X}_{t_{k-1}}\right] \xrightarrow[n \rightarrow \infty]{\mathbb{P}_{\theta_{0}}} 0,  \tag{55}\\
& \sum_{k=1}^{n} \mathbb{E}_{\theta_{0}}\left[\left(\eta_{n, k}^{\left(i_{1}\right)}\left(\boldsymbol{\theta}_{0}\right) \eta_{n, k}^{\left(i_{2}\right)}\left(\boldsymbol{\theta}_{0}\right)\right)^{2} \mid \mathbf{X}_{t_{k-1}}\right] \xrightarrow[n \rightarrow \infty]{\mathbb{P}_{\theta_{0}}} 0,  \tag{56}\\
& \sum_{k=1}^{n} \mathbb{E}_{\theta_{0}}\left[\left(\zeta_{n, k}^{\left(j_{1}\right)}\left(\boldsymbol{\theta}_{0}\right) \zeta_{n, k}^{\left(j_{2}\right)}\left(\boldsymbol{\theta}_{0}\right)\right)^{2} \mid \mathbf{X}_{t_{k-1}}\right] \xrightarrow[n \rightarrow \infty]{\mathbb{P}_{\theta_{0}}} 0,  \tag{57}\\
& \sum_{k=1}^{n} \mathbb{E}_{\theta_{0}}\left[\left(\eta_{n, k}^{(i)}\left(\boldsymbol{\theta}_{0}\right) \zeta_{n, k}^{(j)}\left(\boldsymbol{\theta}_{0}\right)^{2}\right) \mid \mathbf{X}_{t_{k-1}}\right] \xrightarrow[n \rightarrow \infty]{\mathbb{P}_{\theta_{0}}} 0,, \tag{58}
\end{align*}
$$

for all $i, i_{1}, i_{2}=1,2, \ldots, r$ and $j, j_{1}, j_{2}=1,2, \ldots, s$. The proof of the previous limits is quite technical and is shown in Supplementary Material.

## 8 Conclusion

We proposed two new estimators for nonlinear multivariate SDEs. These estimators are based on splitting schemes, a numerical approximation that preserves all important properties of the model. It was known that the LT-splitting scheme has $L^{p}$ convergence rate of order 1 . We proved that the same holds for the S -splitting. This is expected because the overall trajectories of the S and LT-splittings coincide up to the first $h / 2$ and the last $h / 2$ move of the flow $\Phi_{h / 2}^{[2]}$. However, $S$-splitting is more precise in one-step predictions. This is crucial because the transition densities between two consecutive data points entering the likelihood are therefore better approximated for the $S$ estimator. Since $S$ one-step prediction has one order more compared to LT, the obtained estimator is less biased.

We proved that both estimators have optimal convergence rates for discretized observations of the SDEs. These rates are $\sqrt{N}$ for the diffusion parameter and $\sqrt{N h}$ for the drift parameter. We also showed that the asymptotic variance of the estimators is the inverse of the Fisher information for the continuous time model. Thus, the estimators are efficient.

In the simulation study of the stochastic Lorenz system, we showed the superiority of the $S$ estimators. We compared five estimators based on different discretization schemes. Estimators based on Ozaki's LL and the S-splitting schemes performed the best in terms of precision. However, the running time of LL is greatly dependent on the sample size $N$, which is not the case for the $S$ estimator. This property makes the S estimator a more appropriate choice for large sample sizes. We showed that the LT estimator does not perform well in real examples, despite its asymptotic properties. The EM and K estimators perform well for small $h$, but for $h=0.01$ the bias is large, especially for the diffusion parameters in the EM case.
While proposed estimators cover a wide range of models, we still have some restrictive assumptions such as additive noise. However, this can be relaxed if the Lamperti transformation can be applied. Moreover, we assume equidistant observations. This can easily be relaxed due to the continuous-time formulation. Finally, we assumed that the diffusion parameter $\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}$ is invertible. Sometimes, models with degenerate noise naturally arise in applications, for example, second-order differential equations. If the covariance matrices have components with different time scales, they are called hypoelliptic models. These will be thoroughly investigated in another paper, where the proofs are more involved.
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## S1 Supplementary Material

This section gives proofs of all the propositions, lemmas, and theorems. If not differently stated, we assume the parameters are the true ones $\boldsymbol{\theta}_{0}$ and the expectations are taken under the probability measure $\mathbb{P}_{\theta_{0}}$.

## S1.1 Proof for the Lie-Trotter splitting

Proof of Proposition 3.4 First, we prove the proposition for splitting (13). Taylor-expansion of $\mathbb{E}\left[\Phi_{h}^{[L T]}(\mathbf{x})\right]=$ $e^{\mathbf{A} h} \boldsymbol{f}_{h}(\mathbf{x})$ as a function of $h$ around $h=0$ using (12) yields

$$
\begin{equation*}
e^{\mathbf{A} h} \boldsymbol{f}_{h}(\mathbf{x})=\mathbf{x}+h(\mathbf{A} \mathbf{x}+\mathbf{N}(\mathbf{x}))+\frac{h^{2}}{2}\left(\mathbf{A}^{2} \mathbf{x}+2 \mathbf{A} \mathbf{N}(\mathbf{x})+(D \mathbf{N}(\mathbf{x})) \mathbf{N}(\mathbf{x})\right)+\mathcal{O}\left(h^{3}\right) \tag{S1}
\end{equation*}
$$

The coefficient of $h$ equals $\mathbf{F}(\mathbf{x})$, which coincides with the coefficient of $h$ of the theoretical moment of the solution of (1) given in (5). In (5), $\boldsymbol{\Sigma}$ appears in the coefficient of $h^{2}$, however, it does not appear in (S1). Thus, to obtain the order of convergence $\mathcal{O}\left(h^{3}\right)$, we need the following unrealistic assumption.
(A*) $\sum_{i=1}^{d} \sum_{j=1}^{d}\left[\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right]_{i j} \partial_{i j}^{2} F^{(i)}(\mathbf{x})=0, \quad$ for all $k=1, \ldots, d$.
Comparing (S1) and (5) under Assumption (A*) we need $\mathbf{A N}(\mathbf{x})=(D \mathbf{N}(\mathbf{x})) \mathbf{A x}$ to obtain equality of the coefficient of $h^{2}$. This only holds for all $\mathbf{x} \in \mathbb{R}^{d}$ when $\mathbf{N}$ is linear. Thus order $\mathcal{O}\left(h^{3}\right)$ one-step convergence is only possible for LT if SDE (1) is linear.
Now, define the reversed Lie-Trotter splitting

$$
\mathbf{X}_{t_{k}}^{[\mathrm{LT}] \star}:=\Phi_{h}^{[\mathrm{LTT}] \star}\left(\mathbf{X}_{t_{k-1}}^{[\mathrm{LT}] \star}\right)=\left(\Phi_{h}^{[2]} \circ \Phi_{h}^{[1]}\right)\left(\mathbf{X}_{t_{k-1}}^{[\mathrm{LT}] \star}\right)=\boldsymbol{f}_{h}\left(e^{\mathbf{A} h} \mathbf{X}_{t_{k-1}}^{[\mathrm{LT}] \star}+\boldsymbol{\xi}_{h, k}\right) .
$$

We need to compute $\mathbb{E}\left[\boldsymbol{f}_{h}\left(e^{\mathbf{A} h} \mathbf{X}_{t_{k-1}}+\boldsymbol{\xi}_{h, k}\right) \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right]$, which is equivalent to computing $\mathbb{E}\left[\boldsymbol{f}_{h}\left(\mathbf{X}_{t_{k}}^{[1]}\right) \mid \mathbf{X}_{t_{k-1}}^{[1]}=\right.$ $\mathbf{x}]=\mathbb{E}\left[\boldsymbol{f}_{h}\left(e^{\mathbf{A} h} \mathbf{X}_{t_{k-1}}^{[1]}+\boldsymbol{\xi}_{h, k}\right) \mid \mathbf{X}_{t_{k-1}}^{[1]}=\mathbf{x}\right]$. The infinitesimal generator $L_{[1]}$ for SDE (6) is defined on the class of sufficiently smooth functions $g: \mathbb{R}^{d} \rightarrow \mathbb{R}$ by $L_{[1]} g(\mathbf{x})=(\mathbf{A x})^{\top} \frac{\partial g(\mathbf{x})}{\partial \mathbf{x}}+\frac{1}{2} \operatorname{Tr}\left(\boldsymbol{\Sigma}^{\boldsymbol{\Sigma}}{ }^{\top} \mathbf{H}_{g}(\mathbf{x})\right)$. This yields

$$
\begin{equation*}
\mathbb{E}\left[g\left(\mathbf{X}_{t_{k}}^{[1]}\right) \mid \mathbf{X}_{t_{k-1}}^{[1]}=\mathbf{x}\right]=g(\mathbf{x})+h L_{[1]} g(\mathbf{x})+\frac{h^{2}}{2} L_{[1]}^{2} g(\mathbf{x})+\mathcal{O}\left(h^{3}\right) \tag{S2}
\end{equation*}
$$

We apply (S2) on $g(\mathbf{x})=f_{h}^{(i)}(\mathbf{x})$. To compute $L_{[1]} f_{h}^{(i)}(\mathbf{x})$ and $L_{[1]}^{2} f_{h}^{(i)}(\mathbf{x})$, we use the Taylor expansion of $\boldsymbol{f}_{h}(\mathbf{x})$ around $h=0$, given in (12). The partial derivatives are $\partial_{j} f_{h}^{(i)}(\mathbf{x})=\delta_{j}^{i}+h \partial_{j} N^{(i)}(\mathbf{x})+\mathcal{O}\left(h^{2}\right)$ and $\partial_{j k}^{2} f_{h}^{(i)}(\mathbf{x})=h \partial_{j k}^{2} N^{(i)}(\mathbf{x})+\mathcal{O}\left(h^{2}\right)$. We only need to calculate $L_{[1]} f_{h}^{(i)}(\mathbf{x})$ up to order $\mathcal{O}(h)$ because it is multiplied by $h ; L_{[1]} f_{h}^{(i)}(\mathbf{x})=(\mathbf{A} \mathbf{x})^{(i)}+h(\mathbf{A} \mathbf{x})^{\top} \nabla N^{(i)}(\mathbf{x})+\frac{h}{2} \operatorname{Tr}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top} \mathbf{H}_{N^{(i)}}(\mathbf{x})\right)+\mathcal{O}\left(h^{2}\right)$. Likewise, $L_{[1]}^{2} f_{h}^{(i)}(\mathbf{x})=(\mathbf{A} \mathbf{x})^{\top} \nabla(\mathbf{A} \mathbf{x})^{(i)}+\mathcal{O}(h)=\mathbf{A}^{(i)} \mathbf{A} \mathbf{x}+\mathcal{O}(h)$. Thus

$$
\begin{align*}
& \mathbb{E}\left[f_{h}^{(i)}\left(\mathbf{X}_{t_{k-1}}^{[1]}\right) \mid \mathbf{X}_{t_{k-1}}^{[1]}=\mathbf{x}\right]=x^{(i)}+h\left((\mathbf{A} \mathbf{x})^{(i)}+N^{(i)}(\mathbf{x})\right)+\frac{h^{2}}{2}(\mathbf{A} \mathbf{x})^{\top} \mathbf{A}^{(i)} \\
& +h^{2}(\mathbf{A} \mathbf{x})^{\top} \nabla N^{(i)}(\mathbf{x})+\frac{h^{2}}{2} \operatorname{Tr}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top} \mathbf{H}_{N^{(i)}}(\mathbf{x})\right)+\frac{h^{2}}{2}(\mathbf{N}(\mathbf{x}))^{\top} \nabla N^{(i)}(\mathbf{x})+\mathcal{O}\left(h^{3}\right)  \tag{S3}\\
& =x^{(i)}+h F^{(i)}(\mathbf{x})+\frac{h^{2}}{2}(\mathbf{F}(\mathbf{x}))^{\top}\left(\nabla N^{(i)}(\mathbf{x})\right)+\frac{h^{2}}{2}\left((\mathbf{A} \mathbf{x})^{\top} \nabla F^{(i)}(\mathbf{x})+\operatorname{Tr}\left(\boldsymbol{\Sigma}^{\top} \boldsymbol{\Sigma}^{\top} \mathbf{H}_{N^{(i)}}(\mathbf{x})\right)\right)+\mathcal{O}\left(h^{3}\right)
\end{align*}
$$

Using that $F^{(i)}(\mathbf{x})=(\mathbf{A x})^{(i)}+N^{(i)}(\mathbf{x}), \frac{\partial F^{(i)}(\mathbf{x})}{\partial \mathbf{x}}=\left(\mathbf{A}^{(i)}\right)^{\top}+\nabla N^{(i)}(\mathbf{x})$ and $\mathbf{H}_{F^{(i)}}(\mathbf{x})=\mathbf{H}_{N^{(i)}}(\mathbf{x})$, the expectation of the true process (5) rewrites as

$$
\begin{aligned}
\mathbb{E}\left[X_{t_{k}}^{(i)} \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right] & =x^{(i)}+h F^{(i)}(\mathbf{x})+\frac{h^{2}}{2}(\mathbf{N}(\mathbf{x}))^{\top} \nabla F^{(i)}(\mathbf{x}) \\
& +\frac{h^{2}}{2}\left((\mathbf{A} \mathbf{x})^{\top} \nabla F^{(i)}(\mathbf{x})+\frac{1}{2} \operatorname{Tr}\left(\boldsymbol{\Sigma} \mathbf{\Sigma}^{\top} \mathbf{H}_{N^{(i)}}(\mathbf{x})\right)\right)+\mathcal{O}\left(h^{3}\right)
\end{aligned}
$$

In conclusion, the last equation coincides with equation only up to order $\mathcal{O}(h)$. To obtain order $\mathcal{O}\left(h^{2}\right)$, $(\mathbf{N}(\mathbf{x}))^{\top} \nabla F^{(i)}(\mathbf{x})-\frac{1}{2} \operatorname{Tr}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top} \mathbf{H}_{N^{(i)}}(\mathbf{x})\right)=(\mathbf{F}(\mathbf{x}))^{\top} \nabla N^{(i)}(\mathbf{x})$, for all $i=1, \ldots, d$ should hold.

## S1.2 Proof for the Strang Splitting

Proof of Proposition 3.6 Let $\mathbf{Q}_{h}(\mathbf{x}):=\frac{h}{2}(2 \mathbf{A} \mathbf{x}+\mathbf{N}(\mathbf{x}))+\frac{h^{2}}{8}\left(4 \mathbf{A}^{2} \mathbf{x}+4 \mathbf{A N}(\mathbf{x})+(D \mathbf{N}(\mathbf{x})) \mathbf{N}(\mathbf{x})\right)$. Then, use Proposition 2.2 to rewrite

$$
\begin{align*}
\boldsymbol{f}_{h / 2}\left(e^{\mathbf{A} h} \boldsymbol{f}_{h / 2}(\mathbf{X})+\boldsymbol{\xi}_{h}\right) & =\boldsymbol{f}_{h / 2}\left(\mathbf{X}+\mathbf{Q}_{h}(\mathbf{X})+\boldsymbol{\xi}_{h}+\mathcal{O}\left(h^{3}\right)\right)=\mathbf{X}+\mathbf{Q}_{h}(\mathbf{X})+\boldsymbol{\xi}_{h}+\frac{h}{2} \mathbf{N}\left(\mathbf{X}+\mathbf{Q}_{h}(\mathbf{X})+\boldsymbol{\xi}_{h}\right) \\
& +\frac{h^{2}}{8}\left(D \mathbf{N}\left(\mathbf{X}+\mathbf{Q}_{h}(\mathbf{X})+\boldsymbol{\xi}_{h}\right)\right) \mathbf{N}\left(\mathbf{X}+\mathbf{Q}_{h}(\mathbf{X})+\boldsymbol{\xi}_{h}\right)+\mathcal{O}_{\mathbb{P}}\left(h^{3}\right) . \tag{S4}
\end{align*}
$$

Then,

$$
\begin{align*}
\mathbf{N}\left(\mathbf{X}+\mathbf{Q}_{h}(\mathbf{X})+\boldsymbol{\xi}_{h}\right) & =\mathbf{N}(\mathbf{X})+(D \mathbf{N}(\mathbf{X}))\left(\mathbf{Q}_{h}(\mathbf{X})+\boldsymbol{\xi}_{h}\right) \\
& +\frac{1}{2}\left[\left(\mathbf{Q}_{h}(\mathbf{X})+\boldsymbol{\xi}_{h}\right)^{\top} \mathbf{H}_{\boldsymbol{N}^{(i)}}(\mathbf{X})\left(\mathbf{Q}_{h}(\mathbf{X})+\boldsymbol{\xi}_{h}\right)\right]_{i=1}^{d}+\mathcal{O}_{\mathbb{P}}\left(h^{2}\right) \\
& =\mathbf{N}(\mathbf{X})+(D \mathbf{N}(\mathbf{X})) \mathbf{Q}_{h}(\mathbf{X})+(D \mathbf{N}(\mathbf{X})) \boldsymbol{\xi}_{h}+\frac{1}{2}\left[\mathbf{Q}_{h}(\mathbf{X})^{\top} \mathbf{H}_{N^{(i)}}(\mathbf{X}) \mathbf{Q}_{h}(\mathbf{X})\right]_{i=1}^{d} \\
& +\frac{1}{2}\left[\boldsymbol{\xi}_{h}^{\top}\left(\mathbf{H}_{N^{(i)}}(\mathbf{X})\right) \boldsymbol{\xi}_{h}\right]_{i=1}^{d}+\mathcal{O}_{\mathbb{P}}\left(h^{2}\right) . \tag{S5}
\end{align*}
$$

The term $\left[\mathbf{Q}_{h}(\mathbf{X})^{\top} \mathbf{H}_{N^{(i)}}(\mathbf{X}) \mathbf{Q}_{h}(\mathbf{X})\right]_{i=1}^{d}$ is $\mathcal{O}\left(h^{2}\right)$. Terms with only one $\boldsymbol{\xi}_{h}$ have zero mean. Thus,

$$
\begin{equation*}
\mathbb{E}\left[\mathbf{N}\left(\mathbf{X}+\mathbf{Q}_{h}(\mathbf{X})+\boldsymbol{\xi}_{h}\right) \mid \mathbf{X}=\mathbf{x}\right]=\mathbf{N}(\mathbf{x})+(D \mathbf{N}(\mathbf{x})) \mathbf{Q}_{h}(\mathbf{x})+\frac{1}{2}\left[\mathbb{E}\left[\boldsymbol{\xi}_{h}^{\top} \mathbf{H}_{N^{(i)}}(\mathbf{X}) \boldsymbol{\xi}_{h} \mid \mathbf{X}=\mathbf{x}\right]\right]_{i=1}^{d}+\mathcal{O}\left(h^{2}\right) \tag{S6}
\end{equation*}
$$

Lastly, we compute

$$
\begin{aligned}
\mathbb{E}\left[\boldsymbol{\xi}_{h}^{\top} \mathbf{H}_{N^{(i)}}(\mathbf{X}) \boldsymbol{\xi}_{h} \mid \mathbf{X}=\mathbf{x}\right] & =\mathbb{E}\left[\operatorname{tr}\left(\boldsymbol{\xi}_{h}^{\top} \mathbf{H}_{N^{(i)}}(\mathbf{X}) \boldsymbol{\xi}_{h}\right) \mid \mathbf{X}=\mathbf{x}\right]=\operatorname{tr}\left(\mathbf{H}_{N^{(i)}}(\mathbf{X}) \mathbb{E}\left[\boldsymbol{\xi}_{h} \boldsymbol{\xi}_{h}^{\top}\right]\right) \\
& =\sum_{j, k=1}^{d} \partial_{j k}^{2} N^{(i)}(\mathbf{x})\left[\operatorname{var}\left(\boldsymbol{\xi}_{h}\right)\right]_{j k}=\sum_{j, k=1}^{d} \partial_{j k}^{2} F^{(i)}(\mathbf{x})\left[\boldsymbol{\Omega}_{h}\right]_{j k}
\end{aligned}
$$

We use the approximation of the variance of the random vector $\boldsymbol{\xi}_{h}$ from equation (97 to get $\mathbb{E}\left[\mathbf{N}\left(\mathbf{X}+\mathbf{Q}_{h}(\mathbf{X})+\boldsymbol{\xi}_{h}\right) \mid\right.$ $\mathbf{X}=\mathbf{x}]=\mathbf{N}(\mathbf{x})+(D \mathbf{N}(\mathbf{x})) \mathbf{Q}_{h}(\mathbf{x})+\frac{h}{2}\left[\sum_{j, k=1}^{d}\left[\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right]_{j k} \partial_{j k}^{2} F^{(i)}(\mathbf{x})\right]_{i=1}^{d}+\mathcal{O}\left(h^{2}\right)$. Taking the expectation of (S4) and using the previous equation conclude the proof.

## S1.3 Proofs for Moment Bounds

Before proving moment bounds, we need some auxiliary properties of the infinitesimal generator $L$.
Lemma S1.1 Let L be the infinitesimal generator given by (4) of SDE (1). For sufficiently smooth functions $\alpha, \beta$ : $\mathbb{R}^{d} \rightarrow \mathbb{R}$

$$
L(\alpha(\mathbf{x}) \beta(\mathbf{x}))=\alpha(\mathbf{x}) L \beta(\mathbf{x})+\beta(\mathbf{x}) L \alpha(\mathbf{x})+\frac{1}{2} \operatorname{Tr}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\left(\nabla \alpha(\mathbf{x}) \nabla^{\top} \beta(\mathbf{x})+\nabla \beta(\mathbf{x}) \nabla^{\top} \alpha(\mathbf{x})\right)\right) .
$$

Proof We use the operator $L$ and the product rule to get

$$
\begin{aligned}
L(\alpha(\mathbf{x}) \beta(\mathbf{x})) & =\mathbf{F}(\mathbf{x})^{\top} \alpha(\mathbf{x}) \nabla \beta(\mathbf{x})+\mathbf{F}(\mathbf{x})^{\top} \beta(\mathbf{x}) \nabla \alpha(\mathbf{x})+\frac{1}{2} \operatorname{Tr}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\left(\alpha(\mathbf{x}) \mathbf{H}_{\beta}(\mathbf{x})+\beta(\mathbf{x}) \mathbf{H}_{\alpha}(\mathbf{x})\right)\right) \\
& +\frac{1}{2} \operatorname{Tr}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\left(\nabla \alpha(\mathbf{x}) \nabla^{\top} \beta(\mathbf{x})+\nabla \beta(\mathbf{x}) \nabla^{\top} \alpha(\mathbf{x})\right)\right) \\
& =\alpha(\mathbf{x}) L \beta(\mathbf{x})+\beta(\mathbf{x}) L \alpha(\mathbf{x})+\frac{1}{2} \operatorname{Tr}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\left(\nabla \alpha(\mathbf{x}) \nabla^{\top} \beta(\mathbf{x})+\nabla \beta(\mathbf{x}) \nabla^{\top} \alpha(\mathbf{x})\right)\right) .
\end{aligned}
$$

This concludes the proof.
We add one more auxiliary lemma regarding the mean function $\boldsymbol{\mu}_{h}$.
Lemma S1.2 For the mean function $\boldsymbol{\mu}_{h}$ we have the following three identities

1. $\boldsymbol{\mu}_{h}(\mathbf{x})=\boldsymbol{f}_{h / 2}(\mathbf{x})+h \mathbf{A} \mathbf{x}+\frac{h^{2}}{2} \mathbf{A F}(\mathbf{x})+\mathcal{O}\left(h^{3}\right)$
2. $\boldsymbol{\mu}_{h}(\mathbf{x})=\boldsymbol{f}_{h / 2}^{-1}(\mathbf{x})+h \mathbf{F}(\mathbf{x})+\frac{h^{2}}{2} \mathbf{A F}(\mathbf{x})+\mathcal{O}\left(h^{3}\right)$.
3. $\boldsymbol{\mu}_{h}(\mathbf{x})=\mathbf{x}+h \mathbf{A} \mathbf{x}+\frac{h}{2} \mathbf{N}(\mathbf{x})+\mathcal{O}\left(h^{2}\right)$.

Proof We prove only the first two identities. The last one is a direct consequence. We use definition of $\boldsymbol{\mu}_{h}$, Taylor expansion, and expansion of $\boldsymbol{f}_{h / 2}$ to obtain $\boldsymbol{\mu}_{h}(\mathbf{x})=\left(\mathbf{I}+h \mathbf{A}+\frac{h^{2}}{2} \mathbf{A}^{2}\right) \boldsymbol{f}_{h / 2}(\mathbf{x})+\mathcal{O}\left(h^{3}\right)=\boldsymbol{f}_{h / 2}(\mathbf{x})+h \mathbf{A} \mathbf{x}+$ $\frac{h^{2}}{2} \mathbf{A F}(\mathbf{x})+\mathcal{O}\left(h^{3}\right)$, which concludes the first part.
For the second part, formula (12) gives $\boldsymbol{f}_{h / 2}(\mathbf{x})-\boldsymbol{f}_{h / 2}^{-1}(\mathbf{x})=h \mathbf{N}(\mathbf{x})+\mathcal{O}\left(h^{3}\right)$. Then we get $\boldsymbol{\mu}_{h}(\mathbf{x})=\boldsymbol{f}_{h / 2}^{-1}(\mathbf{x})+$ $h \mathbf{F}(\mathbf{x})+\frac{h^{2}}{2} \mathbf{A F}(\mathbf{x})+\mathcal{O}\left(h^{3}\right)$. This concludes the proof.

Proof of Proposition 4.3 Proof of (1). Lemma S1.2y yields

$$
\begin{aligned}
\mathbb{E}\left[\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}}\right)-\boldsymbol{\mu}_{h}\left(\mathbf{X}_{t_{k-1}}\right) \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right] & =\mathbb{E}\left[\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}}\right) \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right]-\boldsymbol{\mu}_{h}(\mathbf{x}) \\
& =\mathbb{E}\left[\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}}\right) \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right]-\boldsymbol{f}_{h / 2}^{-1}(\mathbf{x})-h \mathbf{F}(\mathbf{x}) \\
& -\frac{h^{2}}{2} \mathbf{A} \mathbf{F}(\mathbf{x})+\mathcal{O}\left(h^{3}\right)
\end{aligned}
$$

Now, use the infinitesimal generator $L$ to find the expectation in the last line. Here, we abuse the notation and apply the generator $L$ directly to a vector-valued function, instead of applying it on each coordinate. We have

$$
\mathbb{E}\left[\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}}\right) \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right]=\boldsymbol{f}_{h / 2}^{-1}(\mathbf{x})+h L \boldsymbol{f}_{h / 2}^{-1}(\mathbf{x})+\frac{h^{2}}{2} L^{2} \boldsymbol{f}_{h / 2}^{-1}(\mathbf{x})+\mathcal{O}\left(h^{3}\right)
$$

Use that $f_{h / 2}^{-1}(\mathrm{x})=\boldsymbol{f}_{-h / 2}(\mathrm{x})$ and expansion (12) to get

$$
\begin{aligned}
L \boldsymbol{f}_{h / 2}^{-1}(\mathbf{x}) & =L \mathbf{x}-\frac{h}{2} L \mathbf{N}(\mathbf{x})+\mathcal{O}\left(h^{2}\right)=\mathbf{F}(\mathbf{x})-\frac{h}{2} L \mathbf{N}(\mathbf{x})+\mathcal{O}\left(h^{2}\right) \\
L^{2} \boldsymbol{f}_{h / 2}^{-1}(\mathbf{x}) & =L \mathbf{A} \mathbf{x}+L \mathbf{N}(\mathbf{x})+\mathcal{O}(h)=\mathbf{A F}(\mathbf{x})+L \mathbf{N}(\mathbf{x})+\mathcal{O}(h)
\end{aligned}
$$

Now, it is clear that $\mathbb{E}\left[\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}}\right)-\boldsymbol{\mu}_{h}\left(\mathbf{X}_{t_{k-1}}\right) \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right]=\mathcal{O}\left(h^{3}\right)$.
Proof of (2) Here, parameters are specified. Start with expansions of $\boldsymbol{f}_{h}^{-1}$ and $\boldsymbol{\mu}_{h}$

$$
\begin{aligned}
& \mathbb{E}_{\theta_{0}}\left[\left(\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right)-\boldsymbol{\mu}_{h}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}\right)\right) \mathbf{g}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right)^{\top} \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right] \\
& =\mathbb{E}_{\theta_{0}}\left[\mathbf{X}_{t_{k}} \mathbf{g}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right)^{\top} \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right]-\frac{h}{2} \mathbb{E}_{\theta_{0}}\left[\mathbf{N}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right) \mathbf{g}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right)^{\top} \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right] \\
& -\mathbf{x} \mathbb{E}_{\theta_{0}}\left[\mathbf{g}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right)^{\top} \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right]-\frac{h}{2}\left(2 \mathbf{A}^{0} \mathbf{x}+\mathbf{N}_{0}(\mathbf{x})\right) \mathbb{E}_{\theta_{0}}\left[\mathbf{g}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}\right)^{\top} \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right]+\mathcal{O}\left(h^{2}\right) \\
& =\mathbf{x g}(\mathbf{x} ; \boldsymbol{\beta})^{\top}+h L_{\theta_{0}}\left(\mathbf{x g}(\mathbf{x} ; \boldsymbol{\beta})^{\top}\right)-\frac{h}{2} \mathbf{N}_{0}(\mathbf{x}) \mathbf{g}(\mathbf{x} ; \boldsymbol{\beta})^{\top} \\
& -\mathbf{x g}(\mathbf{x} ; \boldsymbol{\beta})^{\top}-h \mathbf{x} L_{\theta_{0}} \mathbf{g}(\mathbf{x} ; \boldsymbol{\beta})^{\top}-h \mathbf{A}^{0} \mathbf{x g}(\mathbf{x} ; \boldsymbol{\beta})^{\top}-\frac{h}{2} \mathbf{N}_{0}(\mathbf{x}) \mathbf{g}(\mathbf{x} ; \boldsymbol{\beta})^{\top}+\mathcal{O}\left(h^{2}\right) \\
& =h L_{\theta_{0}}\left(\mathbf{x g}(\mathbf{x} ; \boldsymbol{\beta})^{\top}\right)-h \mathbf{x} L_{\theta_{0}} \mathbf{g}(\mathbf{x} ; \boldsymbol{\beta})^{\top}-h \mathbf{F}\left(\mathbf{x} ; \boldsymbol{\beta}_{0}\right) \mathbf{g}(\mathbf{x} ; \boldsymbol{\beta})^{\top}+\mathcal{O}\left(h^{2}\right) .
\end{aligned}
$$

Now, we use Lemma S1.1 and equation (4) to get

$$
\begin{aligned}
& L_{\theta_{0}}\left(\mathbf{x g}(\mathbf{x} ; \boldsymbol{\beta})^{\top}\right)=\mathbf{x} L_{\theta_{0}} \mathbf{g}(\mathbf{x} ; \boldsymbol{\beta})^{\top}+\left(L_{\theta_{0}} \mathbf{x}\right) \mathbf{g}(\mathbf{x} ; \boldsymbol{\beta})^{\top}+\frac{1}{2}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top} D^{\top} \mathbf{g}(\mathbf{x} ; \boldsymbol{\beta})+D \mathbf{g}(\mathbf{x} ; \boldsymbol{\beta}) \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right) \\
& =\mathbf{x} L_{\theta_{0}} \mathbf{g}(\mathbf{x} ; \boldsymbol{\beta})^{\top}+\mathbf{F}\left(\mathbf{x} ; \boldsymbol{\beta}_{0}\right) \mathbf{g}(\mathbf{x} ; \boldsymbol{\beta})^{\top}+\frac{1}{2}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top} D^{\top} \mathbf{g}(\mathbf{x} ; \boldsymbol{\beta})+D \mathbf{g}(\mathbf{x} ; \boldsymbol{\beta}) \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)
\end{aligned}
$$

which concludes the proof of (2).

Proof of (3) We use the previous property. Introduce $\mathbf{g}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right)=\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right)$, then,

$$
\begin{aligned}
& \mathbb{E}_{\theta_{0}}\left[\left(\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right)-\boldsymbol{\mu}_{h}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}\right)\right)\left(\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right)-\boldsymbol{\mu}_{h}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}\right)\right)^{\top} \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right] \\
& =\frac{h}{2}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top} D^{\top} \mathbf{g}\left(\mathbf{x} ; \boldsymbol{\beta}_{0}\right)+D \mathbf{g}\left(\mathbf{x} ; \boldsymbol{\beta}_{0}\right) \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right) \\
& -\mathbb{E}_{\theta_{0}}\left[\boldsymbol{f}_{h / 2}^{-1}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right)-\boldsymbol{\mu}_{h}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}\right) \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right] \boldsymbol{\mu}_{h}\left(\mathbf{x} ; \boldsymbol{\beta}_{0}\right)^{\top}+\mathcal{O}\left(h^{2}\right)
\end{aligned}
$$

Using the first property of this proposition together with $D \mathbf{g}\left(\mathbf{x} ; \boldsymbol{\beta}_{0}\right)=\mathbf{I}+\mathcal{O}(h)$, the result follows.

## S1.4 Auxiliary properties

Here we list some helpful properties needed to prove the consistency and asymptotic normality of the estimator. First, we state Lemma 2.3 from Tian and Fan (2020) needed for the proof of 4.1 . This lemma generalizes Grönwall's inequality.

Lemma S1.3 Let $p>1$ and $b>0$ be constants, and let $a:(0,+\infty) \rightarrow(0,+\infty)$ be a continuous function. If

$$
u(t) \leq a(t)+b \int_{0}^{t} u^{p}(s) \mathrm{d} s
$$

then $u(t) \leq a(t)+\left(\kappa^{1-p}(t)-(p-1) 2^{p-1} b t\right)^{\frac{1}{1-p}}$ and $\kappa^{1-p}(t)>(p-1) 2^{p-1} b t$, where

$$
\begin{equation*}
\kappa(t):=2^{p-1} b \int_{0}^{t} a^{p}(s) \mathrm{d} s \tag{S7}
\end{equation*}
$$

Lemma 9 in Genon-Catalot and Jacob (1993) provides conditions for the converging of a sum of a triangular array.
Lemma S1.4 Let $\left(X_{k}^{N}\right)_{N \in \mathbb{N}, 1 \leq k \leq N}$ be a triangular array with each row $N$ adapted to a filtration $\left(\mathcal{G}_{k}^{N}\right)_{1 \leq k \leq N}$, and let $U$ be a random variable. If

$$
\sum_{k=1}^{N} \mathbb{E}\left[X_{k}^{N} \mid \mathcal{G}_{k-1}^{N}\right] \underset{n \rightarrow \infty}{\mathbb{P}} U, \quad \sum_{k=1}^{N} \mathbb{E}\left[\left(X_{k}^{N}\right)^{2} \mid \mathcal{G}_{k-1}^{N}\right] \underset{n \rightarrow \infty}{\mathbb{P}} 0
$$

then $\sum_{k=1}^{N} X_{k}^{N} \xrightarrow[n \rightarrow \infty]{\mathbb{P}} U$.
The two following lemmas give sufficient conditions for uniform convergence. The first one is Proposition A1 in Gloter (2006), and the second one is Lemma 3.1 from Yoshida (1990).

Lemma S1.5 Let $S_{N}(\omega, \boldsymbol{\theta})$ be a sequence of measurable real-valued functions defined on $\Omega \times \Theta$, where $(\Omega, \mathcal{F}, \mathbb{P})$ is a probability space, and $\Theta$ is product of compact intervals of $\mathbb{R}$. We assume that $S_{N}(\cdot, \boldsymbol{\theta})$ converges to a constant $C$ in probability for all $\boldsymbol{\theta} \in \Theta$; and that there exists an open neighbourhood of $\Theta$ on which $S_{N}(\omega, \cdot)$ is continuously differentiable for all $\omega \in \Omega$. Furthermore, we suppose that

$$
\sup _{N \in \mathbb{N}} \mathbb{E}\left[\sup _{\boldsymbol{\theta} \in \Theta}\left|\nabla_{\boldsymbol{\theta}} S_{N}(\boldsymbol{\theta})\right|\right]<\infty
$$

Then, $S_{N}(\boldsymbol{\theta}) \xrightarrow[n \rightarrow \infty]{\mathbb{P}} C$ uniformly in $\boldsymbol{\theta}$.
Sometimes, we can not use the previous lemma and the following lemma will be used instead.
Lemma S1.6 Let $F \subset \mathbb{R}^{d}$ be a convex compact set, and let $\left\{\xi_{N}(\boldsymbol{\theta}) ; \boldsymbol{\theta} \in F\right\}$, be a family of real-valued random processes for $N \in \mathbb{N}$. If there exist constants $p \geq l>d$ and $C>0$ such that for all $\boldsymbol{\theta}, \boldsymbol{\theta}_{1}$ and $\boldsymbol{\theta}_{2}$ it holds
(1) $\mathbb{E}\left[\left|\xi_{N}\left(\boldsymbol{\theta}_{1}\right)-\xi_{N}\left(\boldsymbol{\theta}_{2}\right)\right|^{p}\right] \leq C\left\|\boldsymbol{\theta}_{1}-\boldsymbol{\theta}_{2}\right\|^{l}$;
(2) $\mathbb{E}\left[\left|\xi_{N}(\boldsymbol{\theta})\right|^{p}\right] \leq C$;
(3) $\xi_{N}(\boldsymbol{\theta}) \xrightarrow[n \rightarrow \infty]{\mathbb{P}} 0$,
then $\sup _{\boldsymbol{\theta} \in F}\left|\xi_{N}(\boldsymbol{\theta})\right| \xrightarrow[n \rightarrow \infty]{\mathbb{P}} 0$.
Another useful tool for checking if the conditions of the previous lemma hold, is Rosenthal's inequality for martingales (Theorem 2.12 in Hall and Heyde (1980)).

Theorem S1.7 (Rosenthal's inequality) Let $\left(X_{k}^{N}\right)_{N \in \mathbb{N}, 1 \leq k \leq N}$ be a triangular array with each row $N$ adapted to a filtration $\left(\mathcal{G}_{k}^{N}\right)_{1 \leq k \leq N}$ and let

$$
S_{N}=\sum_{k=1}^{N} X_{k}^{N}, \quad N \in \mathbb{N}
$$

be a martingale array. Then, for all $p \in[2, \infty)$ there exist constants $C_{1}, C_{2}$ such that

$$
\begin{aligned}
& C_{1}\left(\mathbb{E}\left[\left(\sum_{k=1}^{N} \mathbb{E}\left[\left(X_{k}^{N}\right)^{2} \mid \mathcal{G}_{k-1}^{N}\right]\right)^{p / 2}\right]+\sum_{k=1}^{N} \mathbb{E}\left[\left|X_{k}^{N}\right|^{p}\right]\right) \leq \mathbb{E}\left[\left|S_{N}\right|^{p}\right] \\
& \leq C_{2}\left(\mathbb{E}\left[\left(\sum_{k=1}^{N} \mathbb{E}\left[\left(X_{k}^{N}\right)^{2} \mid \mathcal{G}_{k-1}^{N}\right]\right)^{p / 2}\right]+\sum_{k=1}^{N} \mathbb{E}\left[\left|X_{k}^{N}\right|^{p}\right]\right)
\end{aligned}
$$

A special case of multivariate martingale triangular arrays central limit theorem (Proposition 3.1 from Crimaldi and Pratelli (2005)) that we present here will be useful to prove asymptotic normality.

Theorem S1.8 Let $\left(\mathbf{X}_{N, k}\right)_{N \in \mathbb{N}, 1 \leq k \leq N}$ be a triangular array of d-dimensional random vectors, such that, for each $N$, the finite sequence $\left(\mathbf{X}_{N, k}\right)_{1 \leq k \leq N}$ is a martingale difference array with respect to a given filtration $\left(\mathcal{G}_{k}^{N}\right)_{1 \leq k \leq N}$ such that

$$
\mathbf{S}_{N}=\sum_{k=1}^{N} \mathbf{X}_{N, k}, N \in \mathbf{N}
$$

If
(1) $\mathbb{E}\left[\sup _{1 \leq k \leq N}\left\|\mathbf{X}_{N, k}\right\|_{1}\right] \xrightarrow[n \rightarrow \infty]{ } 0$;
(2) $\sum_{k=1}^{N} \mathbf{X}_{N, k} \mathbf{X}_{N, k}^{\top} \xrightarrow[n \rightarrow \infty]{\mathbb{P}} \mathbf{U}$, for some non-random positive semi-definite matrix $\mathbf{U}$,
then $\mathbf{S}_{N} \xrightarrow[n \rightarrow \infty]{d} \mathcal{N}_{d}(\mathbf{0}, \mathbf{U})$.
Remark To prove the second condition, we use LemmaS1.6. It is sufficient to prove that, for all $i, j=1, \ldots, d$,

$$
\sum_{k=1}^{N} \mathbb{E}\left[X_{N, k}^{(i)} X_{N, k}^{(j)} \mid \mathcal{G}_{k-1}^{N}\right] \underset{n \rightarrow \infty}{\mathbb{P}} U_{i j}, \quad \quad \sum_{k=1}^{N} \mathbb{E}\left[\left(X_{N, k}^{(i)} X_{N, k}^{(j)}\right)^{2} \mid \mathcal{G}_{k-1}^{N}\right] \underset{n \rightarrow \infty}{\mathbb{P}} 0
$$

Remark For a martingale difference array we need conditional expectations to be zero almost surely, i.e.

$$
\mathbb{E}\left[\mathbf{X}_{N, k} \mid \mathcal{G}_{k-1}^{N}\right]=0, \text { a.s. for all } N \in \mathbb{N}, 1 \leq k \leq N
$$

In our case, $\left(\mathbf{X}_{N, k}\right)_{N \in \mathbb{N}, 1 \leq k \leq N}$ is not a martingale difference array. So, in the same manner as in Corollary 2.6 in McLeish (1974 we need to assume two additional conditions on $\left(\mathbf{X}_{N, k}\right)_{N \in \mathbb{N}, 1 \leq k \leq N}$

$$
\begin{equation*}
\sum_{k=1}^{N} \mathbb{E}\left[X_{N, k}^{(i)} \mid \mathcal{G}_{k-1}^{N}\right] \underset{n \rightarrow \infty}{\mathbb{P}} 0, \quad \quad \sum_{k=1}^{N} \mathbb{E}\left[X_{N, k}^{(i)} \mid \mathcal{G}_{k-1}^{N}\right] \mathbb{E}\left[X_{N, k}^{(j)} \mid \mathcal{G}_{k-1}^{N}\right] \xrightarrow[n \rightarrow \infty]{\mathbb{P}} 0 \tag{S8}
\end{equation*}
$$

Indeed, we have a martingale difference array $\mathbf{Y}_{N, k}=\mathbf{X}_{N, k}-\mathbb{E}\left[\mathbf{X}_{N, k} \mid \mathcal{G}_{k-1}^{N}\right]$ that satisfies conditions of the previous theorem. To prove the first condition we write

$$
\begin{aligned}
\mathbb{E}\left[\sup _{1 \leq k \leq N}\left\|\mathbf{Y}_{N, k}\right\|_{1}\right] & \leq \mathbb{E}\left[\sup _{1 \leq k \leq N}\left\|\mathbf{X}_{N, k}\right\|_{1}\right]+\mathbb{E}\left[\sup _{1 \leq k \leq N} \mathbb{E}\left[\left\|\mathbf{X}_{N, k}\right\|_{1} \mid \mathcal{G}_{k-1}^{N}\right]\right] \\
& \leq \mathbb{E}\left[\sup _{1 \leq k \leq N}\left\|\mathbf{X}_{N, k}\right\|_{1}\right]+\mathbb{E}\left[\sup _{1 \leq k \leq N} \mathbb{E}\left[\sup _{1 \leq j \leq N}\left\|\mathbf{X}_{N, j}\right\|_{1} \mid \mathcal{G}_{k-1}^{N}\right]\right] \\
& \leq 3 \mathbb{E}\left[\sup _{1 \leq k \leq N}\left\|\mathbf{X}_{N, k}\right\|_{1}\right] \underset{n \rightarrow \infty}{\longrightarrow} 0
\end{aligned}
$$

We used Doob's inequality for the last submartingale. To prove the second condition we fix $i, j$ to get

$$
\begin{aligned}
\sum_{k=1}^{N} Y_{N, k}^{(i)} Y_{N, k}^{(j)} & =\sum_{k=1}^{N} X_{N, k}^{(i)} X_{N, k}^{(j)}-\sum_{k=1}^{N} X_{N, k}^{(i)} \mathbb{E}\left[X_{N, k}^{(j)} \mid \mathcal{G}_{k-1}^{N}\right] \\
& -\sum_{k=1}^{N} X_{N, k}^{(j)} \mathbb{E}\left[X_{N, k}^{(i)} \mid \mathcal{G}_{k-1}^{N}\right]+\sum_{k=1}^{N} \mathbb{E}\left[X_{N, k}^{(i)} \mid \mathcal{G}_{k-1}^{N}\right] \mathbb{E}\left[X_{N, k}^{(j)} \mid \mathcal{G}_{k-1}^{N}\right]
\end{aligned}
$$

The first term goes to $U_{i j}$, and the last term goes to zero. To prove that middle terms also go to zero we use the following inequalities

$$
\begin{aligned}
\left|\sum_{k=1}^{N} X_{N, k}^{(i)} \mathbb{E}\left[X_{N, k}^{(j)} \mid \mathcal{G}_{k-1}^{N}\right]\right| & \leq \sum_{k=1}^{N}\left|X_{N, k}^{(i)}\right|\left|\mathbb{E}\left[X_{N, k}^{(j)} \mid \mathcal{G}_{k-1}^{N}\right]\right| \\
& \leq\left(\sum_{k=1}^{N}\left(X_{N, k}^{(i)}\right)^{2} \sum_{k=1}^{N} \mathbb{E}^{2}\left[X_{N, k}^{(j)} \mid \mathcal{G}_{k-1}^{N}\right]\right)^{\frac{1}{2}} \xrightarrow[n \rightarrow \infty]{\longrightarrow} 0
\end{aligned}
$$

The previous theorem yields $\sum_{k=1}^{N} \mathbf{Y}_{N, k} \xrightarrow[n \rightarrow \infty]{d} \mathcal{N}_{d}(\mathbf{0}, \mathbf{U})$. Together with [S8), we get $\mathbf{S}_{N} \xrightarrow[n \rightarrow \infty]{d} \mathcal{N}_{d}(\mathbf{0}, \mathbf{U})$.

## S1.5 Proof of Lemma 7.1

Proof of Lemma 7.1 To prove point-wise convergence, we mostly use LemmaS1.4. To prove uniform convergence we use interchangeably Lemma $\$ 1.5$ and Lemma $\$ 1.6$
Proof of 1. We denote $Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\varsigma}\right):=\frac{1}{N h} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)$. We have

$$
\begin{aligned}
\sum_{k=1}^{N} \mathbb{E}_{\theta_{0}}\left[Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\varsigma}\right) \mid \mathbf{X}_{t_{k-1}}\right] & =\frac{1}{N h} \sum_{k=1}^{N} \mathbb{E}_{\theta_{0}}\left[\operatorname{Tr}\left(\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)\right) \mid \mathbf{X}_{t_{k-1}}\right] \\
& =\frac{1}{N h} \sum_{k=1}^{N} \operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbb{E}_{\theta_{0}}\left[\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right) \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top} \mid \mathbf{X}_{t_{k-1}}\right]\right) \\
& =\frac{1}{N h} \sum_{k=1}^{N} \operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} h \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}+\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(h^{2}\right)\right) \xrightarrow[\substack{N h \rightarrow \infty \\
h \rightarrow 0}]{\mathbb{P}_{\theta_{0}}} \operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)
\end{aligned}
$$

To use Lemma S1.4, we need to prove that covariance of $Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\varsigma}\right)$ goes to zero. Recall that if $\mathbf{A}$ is a Gaussian random vector $\mathbf{A} \sim \mathcal{N}(\mathbf{0}, \boldsymbol{\Pi})$, then $\mathbb{E}\left[\left(\mathbf{A}^{T} \mathbf{B A}\right)^{2}\right]=2 \operatorname{Tr}\left((\mathbf{B \Pi})^{2}\right)+(\operatorname{Tr}(\mathbf{B \Pi}))^{2}$. We use Corollary 3.8 to write $\mathbf{Z}_{t_{k}}$ in terms of $\boldsymbol{\xi}_{h, k}$

$$
\begin{aligned}
& \sum_{k=1}^{N} \mathbb{E}_{\theta_{0}}\left[Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\varsigma}\right)^{2} \mid \mathbf{X}_{t_{k-1}}\right] \\
& =\frac{1}{N^{2} h^{2}} \sum_{k=1}^{N}\left(\mathbb{E}_{\theta_{0}}\left[\left(\boldsymbol{\xi}_{h, k}^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \boldsymbol{\xi}_{h, k}\right)^{2} \mid \mathbf{X}_{t_{k-1}}\right]+\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(h^{3 / 2}\right)\right) \\
& =\frac{1}{N^{2} h^{2}} \sum_{k=1}^{N}\left(2 \operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} h \boldsymbol{\Sigma}_{0} \boldsymbol{\Sigma}_{0}^{\top}\right)^{2}+\left(\operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} h \boldsymbol{\Sigma}_{0} \boldsymbol{\Sigma}_{0}^{\top}\right)\right)^{2}\right)+\mathcal{O}_{\mathbb{P}_{\theta_{0}}}(\sqrt{h} / N) \xrightarrow{\mathbb{P}_{\theta_{0}}} 0
\end{aligned}
$$

for $N h \rightarrow \infty, h \rightarrow 0$. By Lemma $\operatorname{S1.4} \frac{1}{N h} \sum_{k=1}^{N} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right) \xrightarrow{\mathbb{P}_{\theta_{0}}} \operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)$, for $N h \rightarrow \infty, h \rightarrow 0$. We still need to prove that the limits hold uniformly in $\boldsymbol{\theta}$. For that recall Frobenius inner product of matrices $\mathbf{A}, \mathbf{B} \in \mathbb{R}^{n \times m}:\langle\mathbf{A}, \mathbf{B}\rangle_{F}:=\operatorname{Tr}\left(\mathbf{A}^{\top} \mathbf{B}\right)$. Then, Hölder inequality applied on the Frobenius norm gives the following bound of a trace of a product of matrices $\left|\operatorname{Tr}\left(\mathbf{A}^{\top} \mathbf{B}\right)\right| \leq|\operatorname{Tr}(\mathbf{A})|\|\mathbf{B}\|$. Here, $\|\cdot\|$ denotes the operator 2-norm defined as $\|\mathbf{A}\|:=\sqrt{\lambda_{\max }\left(\mathbf{A}^{\top} \mathbf{A}\right)}$, where $\lambda_{\max }$ is the largest eigenvalue. Also, we use the operator norm inequality $\|\mathbf{A B}\| \leq\|\mathbf{A}\|\|\mathbf{B}\|$. Now, it is enough to prove the uniformity in $\varsigma$, because $\boldsymbol{\beta}$ is fixed to the true value. To prove the uniformity use LemmaS1.5. Denote $\varsigma=\left(\varsigma_{1}, \varsigma_{2}, \ldots, \varsigma_{s}\right) \in \Theta_{\varsigma_{1}} \times \Theta_{\varsigma_{2}} \times \cdots \times \Theta_{\varsigma_{s}}=\Theta_{\varsigma}$. It is enough to show that for all $j=1, \ldots, s$

$$
\begin{equation*}
\sup _{N \in \mathbb{N}} \mathbb{E}_{\theta_{0}}\left[\sup _{\varsigma_{j} \in \Theta_{\varsigma_{j}}}\left|\partial_{\varsigma_{j}} \frac{1}{N h} \sum_{k=1}^{N} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)\right|\right]<\infty \tag{S9}
\end{equation*}
$$

Use the well-known rule of matrix differentiation $\partial \mathbf{X}\left(\mathbf{a}^{\top} \mathbf{X}^{-1} \mathbf{a}\right)=-\mathbf{X}^{-1} \mathbf{a} \mathbf{a}^{\top} \mathbf{X}^{-1}$, where $\mathbf{a}$ is a vector and $\mathbf{X}$ is a symmetric matrix. Then, we get

$$
\partial_{x^{(i)}} \operatorname{Tr}\left(\mathbf{a}^{\top} \mathbf{C}^{-1}(\mathbf{x}) \mathbf{a}\right)=-\operatorname{Tr}\left(\mathbf{C}^{-1}(\mathbf{x}) \mathbf{a a}^{\top} \mathbf{C}^{-1}(\mathbf{x}) \partial_{x^{(i)}} \mathbf{C}(\mathbf{x})\right)=-\operatorname{Tr}\left(\mathbf{a} \mathbf{a}^{\top} \mathbf{C}^{-1}(\mathbf{x})\left(\partial_{x^{(i)}} \mathbf{C}(\mathbf{x})\right) \mathbf{C}^{-1}(\mathbf{x})\right)
$$

For ease of notation, we omit writing $\boldsymbol{\beta}_{0}$. Then, we have

$$
\begin{aligned}
& \sup _{N \in \mathbb{N}} \mathbb{E}_{\theta_{0}}\left[\sup _{\varsigma_{j} \in \Theta_{\varsigma_{j}}}\left|\partial_{\varsigma_{j}} \frac{1}{N h} \sum_{k=1}^{N} \mathbf{Z}_{t_{k}}^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{Z}_{t_{k}}\right|\right] \leq \sup _{N \in \mathbb{N}} \mathbb{E}_{\theta_{0}}\left[\frac{1}{N h} \sum_{k=1}^{N} \sup _{\varsigma_{j} \in \Theta_{\varsigma_{j}}}\left|\partial_{\varsigma_{j}} \operatorname{Tr}\left(\mathbf{Z}_{t_{k}}^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{Z}_{t_{k}}\right)\right|\right] \\
& \leq \sup _{N \in \mathbb{N}} \mathbb{E}_{\theta_{0}}\left[\frac{1}{N h} \sum_{k=1}^{N} \operatorname{Tr}\left(\mathbf{Z}_{t_{k}} \mathbf{Z}_{t_{k}}^{\top}\right) \sup _{\varsigma_{j} \in \Theta_{\varsigma_{j}}}\left\|\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\left(\partial_{\varsigma_{j}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\right\|\right] \\
& \leq \sup _{N \in \mathbb{N}} \mathbb{E}_{\theta_{0}}\left[\frac{1}{N h} \sum_{k=1}^{N} \operatorname{Tr}\left(\mathbf{Z}_{t_{k}} \mathbf{Z}_{t_{k}}^{\top}\right) \sup _{\varsigma_{j} \in \Theta_{\varsigma_{j}}}\left\|\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\right\|^{2}\left\|\partial_{\varsigma_{j}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right\|\right] \leq C \sup _{N \in \mathbb{N}} \mathbb{E}_{\theta_{0}}\left[\frac{1}{N h} \sum_{k=1}^{N} \operatorname{Tr}\left(\mathbf{Z}_{t_{k}} \mathbf{Z}_{t_{k}}^{\top}\right)\right] \\
& =C \sup _{N \in \mathbb{N}} \mathbb{E}_{\theta_{0}}\left[\mathbb{E}_{\theta_{0}}\left[\left.\frac{1}{N h} \sum_{k=1}^{N} \operatorname{Tr}\left(\mathbf{Z}_{t_{k}} \mathbf{Z}_{t_{k}}^{\top}\right) \right\rvert\, \mathbf{X}_{t_{k-1}}\right]\right]=C \sup _{N \in \mathbb{N}} \mathbb{E}_{\theta_{0}}\left[\frac{1}{N h} \sum_{k=1}^{N} \operatorname{Tr}\left(h \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}+\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(h^{2}\right)\right)\right]<\infty .
\end{aligned}
$$

We used the trace bound in the second inequality, the operator norm inequality in the third inequality, and (A4) in the last one.
Proof of 2. Lemma 4.2 yields

$$
\frac{1}{N} \sum_{k=1}^{N} \mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right) \xrightarrow{\mathbb{P}_{\theta_{0}}} \int \mathbf{g}\left(\mathbf{x} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right)^{\top}\left(\boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{g}\left(\mathbf{x} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right) \mathrm{d} \nu_{0}(\mathbf{x})
$$

uniformly in $\boldsymbol{\theta}$, for $N h \rightarrow \infty, h \rightarrow 0$. Property 2 follows from the boundedness of $\mathbf{g}$.
Proof of 3. Introduce $Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}\right):=\frac{1}{N} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right)$. We start with

$$
\begin{aligned}
\sum_{k=1}^{N} \mathbb{E}_{\theta_{0}}\left[Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}\right) \mid \mathbf{X}_{t_{k-1}}\right] & =\frac{1}{N} \sum_{k=1}^{N} \mathbb{E}_{\theta_{0}}\left[\operatorname{Tr}\left(\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right)\right) \mid \mathbf{X}_{t_{k-1}}\right] \\
& =\frac{1}{N} \sum_{k=1}^{N} \operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right) \mathbb{E}_{\theta_{0}}\left[\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top} \mid \mathbf{X}_{t_{k-1}}\right]\right) \\
& =\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(h^{3}\right) \xrightarrow{\mathbb{P}_{\theta_{0}}} 0
\end{aligned}
$$

for $h \rightarrow 0$. Now, repeat the same derivation for the second moment of $Y_{k}^{N}$

$$
\begin{aligned}
& \sum_{k=1}^{N} \mathbb{E}_{\theta_{0}}\left[Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}\right)^{2} \mid \mathbf{X}_{t_{k-1}}\right] \\
& =\frac{1}{N^{2}} \sum_{k=1}^{N} \mathbb{E}_{\theta_{0}}\left[\mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right) \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right) \mid \mathbf{X}_{t_{k-1}}\right] \\
& =\frac{1}{N^{2}} \sum_{k=1}^{N} \mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbb{E}_{\theta_{0}}\left[\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right) \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top} \mid \mathbf{X}_{t_{k-1}}\right]\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right) \\
& =\mathcal{O}_{\mathbb{P}_{\theta_{0}}}(h / N) \xrightarrow{\mathbb{P}_{\theta_{0}}} 0
\end{aligned}
$$

for $N h \rightarrow \infty, h \rightarrow 0$. Lemma S1.4 yields $\frac{1}{N} \sum_{k=1}^{N} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right) \xrightarrow{\mathbb{P}_{\theta_{0}}} 0$, for $N h \rightarrow \infty$, $h \rightarrow 0$. We still need to prove that the limits hold uniformly in $\boldsymbol{\theta}$. We use LemmaS1.6. It is enough to prove that there exist constants $p \geq l>r+s$ and $C>0$ such that for all $\boldsymbol{\theta}, \boldsymbol{\theta}_{1}$ and $\boldsymbol{\theta}_{2}$ it holds

$$
\begin{gather*}
\mathbb{E}_{\theta_{0}}\left[\left|\sum_{k=1}^{N} Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}\right)\right|^{p}\right] \leq C  \tag{S10}\\
\mathbb{E}_{\theta_{0}}\left[\left|\sum_{k=1}^{N}\left(Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}_{1}\right)-Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}_{2}\right)\right)\right|^{p}\right] \leq C\left\|\boldsymbol{\theta}_{1}-\boldsymbol{\theta}_{2}\right\|^{l} . \tag{S11}
\end{gather*}
$$

We start with the first one. Note that

$$
\begin{equation*}
\left\|\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)\right\|^{p} \leq\left\|\mathbf{X}_{t_{k}}-\mathbf{X}_{t_{k-1}}\right\|^{p}+C_{1} h^{p}\left(1+\left\|\mathbf{X}_{t_{k}}\right\|\right)^{C_{1}}+C_{2} h^{p}\left(1+\left\|\mathbf{X}_{t_{k-1}}\right\|\right)^{C_{2}} \tag{S12}
\end{equation*}
$$

for some constants $C_{1}, C_{2}>0$, due to the shape of $\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)$ and assumptions of $\mathbf{N}$ and $h<1$. Then, from Lemma 4.1

$$
\begin{equation*}
\mathbb{E}_{\theta_{0}}\left[\left\|\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)\right\|^{p} \mid \mathbf{X}_{t_{k-1}}\right] \leq C h^{p / 2}\left(1+\left\|\mathbf{X}_{t_{k-1}}\right\|\right)^{C} \tag{S13}
\end{equation*}
$$

Use the inequality of norms to get

$$
\begin{align*}
\mathbb{E}_{\theta_{0}}\left[\left|\sum_{k=1}^{N} Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}\right)\right|^{p}\right] & \leq N^{p-1} \sum_{k=1}^{N} \mathbb{E}_{\theta_{0}}\left[\left|Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}\right)\right|^{p}\right]  \tag{S14}\\
& =\frac{1}{N} \sum_{k=1}^{N} \mathbb{E}_{\theta_{0}}\left[\mathbb{E}_{\theta_{0}}\left[\left|\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right)\right|^{p} \mid \mathbf{X}_{t_{k-1}}\right]\right] \\
& \leq \frac{1}{N} \sum_{k=1}^{N} \mathbb{E}_{\theta_{0}}\left[\mathbb{E}_{\theta_{0}}\left[\left\|\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)\right\|^{p} \mid \mathbf{X}_{t_{k-1}}\right]\left\|\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\right\|^{p}\left\|\mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right)\right\|^{p}\right] \\
& \leq \frac{1}{N} \cdot n \cdot C . \tag{S15}
\end{align*}
$$

In the last line we used S13 together with both statements of Lemma 4.1 Now, we can prove the other condition. We start in the same manner

$$
\begin{align*}
& \mathbb{E}_{\theta_{0}}\left[\left|\sum_{k=1}^{N}\left(Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}_{1}\right)-Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}_{2}\right)\right)\right|^{p}\right]  \tag{S16}\\
& \leq \frac{2^{p-1}}{N} \sum_{k=1}^{N} \mathbb{E}_{\theta_{0}}\left[\left|\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma}_{1} \boldsymbol{\Sigma}_{1}^{\top}\right)^{-1}\left(\mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{0}\right)-\mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{2}, \boldsymbol{\beta}_{0}\right)\right)\right|^{p}\right]  \tag{S17}\\
& +\frac{2^{p-1}}{N} \sum_{k=1}^{N} \mathbb{E}_{\theta_{0}}\left[\left|\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\left(\boldsymbol{\Sigma}_{1} \boldsymbol{\Sigma}_{1}^{\top}\right)^{-1}-\left(\boldsymbol{\Sigma}_{2} \boldsymbol{\Sigma}_{2}^{\top}\right)^{-1}\right) \mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{2}, \boldsymbol{\beta}_{0}\right)\right|^{p}\right] \tag{S18}
\end{align*}
$$

We start with S17. Use the mean value theorem and the norm inequalities, like before, to get

$$
\begin{align*}
& \frac{1}{N} \sum_{k=1}^{N} \mathbb{E}_{\theta_{0}}\left[\left|\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma}_{1} \boldsymbol{\Sigma}_{1}^{\top}\right)^{-1}\left(\mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{0}\right)-\mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{2}, \boldsymbol{\beta}_{0}\right)\right)\right|^{p}\right] \\
& \leq \frac{1}{N} \sum_{k=1}^{N} \mathbb{E}_{\theta_{0}}\left[\mathbb{E}_{\theta_{0}}\left[\left\|\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)\right\|^{p} \mid \mathbf{X}_{t_{k-1}}\right]\left\|\left(\boldsymbol{\Sigma}_{1} \boldsymbol{\Sigma}_{1}^{\top}\right)^{-1}\right\|^{p}\left\|\mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{0}\right)-\mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{2}, \boldsymbol{\beta}_{0}\right)\right\|^{p}\right] \\
& \leq \frac{1}{N} \sum_{k=1}^{N} \mathbb{E}_{\theta_{0}}\left[C_{p}\left(1+\left\|\mathbf{X}_{t_{k-1}}\right\|\right)^{C_{p}}\left\|\boldsymbol{\beta}_{1}-\boldsymbol{\beta}_{2}\right\|^{p}\left\|\int_{0}^{1} D_{\beta} \mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{2}+t\left(\boldsymbol{\beta}_{1}-\boldsymbol{\beta}_{2}\right), \boldsymbol{\beta}_{0}\right) \mathrm{d} t\right\|^{p}\right]  \tag{S19}\\
& \leq C\left\|\boldsymbol{\beta}_{1}-\boldsymbol{\beta}_{2}\right\|^{p} \tag{S20}
\end{align*}
$$

To prove S18, introduce the following multivariate matrix-valued function $\mathbf{G}(\boldsymbol{\varsigma}):=\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}$. Repeating the same series of inequalities as before, we get $\left\|\mathbf{G}\left(\varsigma_{1}\right)-\mathbf{G}\left(\varsigma_{2}\right)\right\|$. Use the inequality between operator 2-norm and Frobenius norm, and the definition of the Frobenius norm to get

$$
\left\|\mathbf{G}\left(\varsigma_{1}\right)-\mathbf{G}\left(\varsigma_{2}\right)\right\| \leq\left(\sum_{i, j=1}^{d}\left\|G_{i j}\left(\varsigma_{1}\right)-G_{i j}\left(\varsigma_{2}\right)\right\|^{2}\right)^{\frac{1}{2}}
$$

Now, apply the mean value theorem on each $G_{i j}$ to get

$$
\left\|\mathbf{G}\left(\boldsymbol{\varsigma}_{1}\right)-\mathbf{G}\left(\boldsymbol{\varsigma}_{2}\right)\right\| \leq\left(\sum_{i, j=1}^{d}\left\|\boldsymbol{\varsigma}_{1}-\boldsymbol{\varsigma}_{2}\right\|^{2}\left\|\int_{0}^{t} \nabla_{\boldsymbol{\varsigma}} G_{i j}\left(\boldsymbol{\varsigma}_{2}+t\left(\boldsymbol{\varsigma}_{1}-\boldsymbol{\sigma}_{2}\right)\right) \mathrm{d} t\right\|^{2}\right)^{\frac{1}{2}} \leq C\left\|\boldsymbol{\varsigma}_{1}-\boldsymbol{\varsigma}_{2}\right\|
$$

due to Assumption (A4) The rest of the proof is the same. Now, we get

$$
\begin{aligned}
\mathbb{E}_{\theta_{0}}\left[\left|\sum_{k=1}^{N}\left(Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}_{1}\right)-Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}_{2}\right)\right)\right|^{p}\right] & \leq C\left(\left\|\boldsymbol{\beta}_{1}-\boldsymbol{\beta}_{2}\right\|^{p}+\left\|\boldsymbol{\varsigma}_{1}-\boldsymbol{\varsigma}_{2}\right\|^{p}\right) \\
& \leq C\left(\left\|\boldsymbol{\beta}_{1}-\boldsymbol{\beta}_{2}\right\|^{2}+\left\|\boldsymbol{\varsigma}_{1}-\boldsymbol{\varsigma}_{2}\right\|^{2}\right)^{p / 2}=C\left\|\boldsymbol{\theta}_{1}-\boldsymbol{\theta}_{2}\right\|^{p}
\end{aligned}
$$

for $p \geq 2$. This concludes the proof.
Proof of 4. Introduce $Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}\right):=\frac{1}{N h} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right)$. Derivations from the previous point yield

$$
\begin{aligned}
& \sum_{k=1}^{N} \mathbb{E}_{\theta_{0}}\left[Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}\right) \mid \mathbf{X}_{t_{k-1}}\right] \\
& =\frac{1}{N h} \sum_{k=1}^{N} \operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right) \mathbb{E}_{\theta_{0}}\left[\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top} \mid \mathbf{X}_{t_{k-1}}\right]\right)=\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(h^{2}\right) \xrightarrow{\mathbb{P}_{\theta_{0}}} 0
\end{aligned}
$$

for $h \rightarrow 0$. Now, $\sum_{k=1}^{N} \mathbb{E}_{\theta_{0}}\left[Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}\right)^{2} \mid \mathbf{X}_{t_{k-1}}\right]=\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(\frac{1}{N h}\right) \xrightarrow{\mathbb{P}_{\theta_{0}}} 0$, for $N h \rightarrow \infty$, because

$$
\begin{align*}
& \sum_{k=1}^{N} \mathbb{E}_{\theta_{0}}\left[Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}\right)^{2} \mid \mathbf{X}_{t_{k-1}}\right]  \tag{S21}\\
& =\frac{1}{N^{2} h^{2}} \sum_{k=1}^{N} \mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbb{E}_{\theta_{0}}\left[\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right) \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top} \mid \mathbf{X}_{t_{k-1}}\right]\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right)
\end{align*}
$$

To prove the uniform convergence, use Lemma S1.6 and Rosenthal's inequality (Theorem 2.12 in Hall and Heyde (1980), also stated as Theorem S1.7 in this paper) to get

$$
\mathbb{E}_{\theta_{0}}\left[\left|\sum_{k=1}^{N} Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}\right)\right|^{p}\right] \leq C\left(\mathbb{E}\left[\left(\sum_{k=1}^{N} \mathbb{E}\left[Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}\right)^{2} \mid \mathbf{X}_{t_{k-1}}\right]\right)^{p / 2}\right]+\sum_{k=1}^{N} \mathbb{E}\left[\left|Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}\right)\right|^{p}\right]\right)
$$

The first term is bounded because of (S21). From (S15), Nh $\rightarrow \infty$ and $h \rightarrow 0$ and $p>2$ we have

$$
\sum_{k=1}^{N} \mathbb{E}\left[\left|Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}\right)\right|^{p}\right] \leq \frac{1}{(N h)^{p}} \cdot N h^{p / 2} \cdot C=\frac{1}{(N h)^{p-1}} \cdot h^{p / 2-1} \cdot C \leq C
$$

To finish the proof of uniform convergence, we again use Rosenthal's inequality to get

$$
\begin{aligned}
& \mathbb{E}_{\theta_{0}}\left[\left|\sum_{k=1}^{N}\left(Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}_{1}\right)-Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}_{2}\right)\right)\right|^{p}\right] \\
& \leq C \mathbb{E}\left[\left(\sum_{k=1}^{N} \mathbb{E}\left[\left(Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}_{1}\right)-Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}_{2}\right)\right)^{2} \mid \mathbf{X}_{t_{k-1}}\right]\right)^{p / 2}\right]+C \sum_{k=1}^{N} \mathbb{E}\left[\left|\left(Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}_{1}\right)-Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}_{2}\right)\right)\right|^{p}\right]
\end{aligned}
$$

For the second term use derivations from $S 20$ to get

$$
\sum_{k=1}^{N} \mathbb{E}\left[\left|\left(Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}_{1}\right)-Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}_{2}\right)\right)\right|^{p}\right] \leq \frac{1}{(N h)^{p}} \cdot N h^{p / 2} \cdot C \cdot\left\|\boldsymbol{\theta}_{1}-\boldsymbol{\theta}_{2}\right\|^{p} \leq C\left\|\boldsymbol{\theta}_{1}-\boldsymbol{\theta}_{2}\right\|^{p}
$$

for the same reasons as above. Again, from (S20) we have

$$
\begin{aligned}
& \mathbb{E}\left[\left(Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}_{1}\right)-Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}_{2}\right)\right)^{2} \mid \mathbf{X}_{t_{k-1}}\right] \\
& \leq 2 \mathbb{E}_{\theta_{0}}\left[\left(\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma}_{1} \boldsymbol{\Sigma}_{1}^{\top}\right)^{-1}\left(\mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{0}\right)-\mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{2}, \boldsymbol{\beta}_{0}\right)\right)^{2} \mid \mathbf{X}_{t_{k-1}}\right]\right. \\
& +2 \mathbb{E}_{\theta_{0}}\left[\left(\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\left(\boldsymbol{\Sigma}_{1} \boldsymbol{\Sigma}_{1}^{\top}\right)^{-1}-\left(\boldsymbol{\Sigma}_{2} \boldsymbol{\Sigma}_{2}^{\top}\right)^{-1}\right) \mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{2}, \boldsymbol{\beta}_{0}\right)\right)^{2} \mid \mathbf{X}_{t_{k-1}}\right]
\end{aligned}
$$

Finally, $S 21$ and derivations $S 20$ conclude the proof.
Proof of 5. We introduce $Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}\right):=\frac{1}{N} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{g}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right)$. Since $\mathbb{E}\left[\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right) \mathbf{g}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right)^{\top} \mid\right.$ $\left.\mathbf{X}_{t_{k-1}}\right]=\mathcal{O}_{\mathbb{P}_{\theta_{0}}}(h)$ holds by Proposition 4.3 , then $\sum_{k=1}^{N} \mathbb{E}_{\theta_{0}}\left[Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}\right) \mid \mathbf{X}_{t_{k-1}}\right] \rightarrow 0$ in $\mathbb{P}_{\theta_{0}}$, for $N h \rightarrow \infty, h \rightarrow 0$. To prove convergence of the sum of second moments $Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}\right)$ of we start with

$$
\begin{align*}
& \frac{1}{N^{2}} \sum_{k=1}^{N} \mathbb{E}\left[\operatorname{Tr}\left(\left(\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{g}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right)\right)^{2}\right) \mid \mathbf{X}_{t_{k-1}}\right] \\
& \leq \frac{1}{N^{2}} \sum_{k=1}^{N} \mathbb{E}\left[\left\|\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)\right\|^{2}\left\|\mathbf{g}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right)\right\|^{2} \mid \mathbf{X}_{t_{k-1}}\right] \operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\right)\left\|\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\right\| \\
& \leq \frac{C}{N^{2}} \sum_{k=1}^{N}\left(\mathbb{E}\left[\left\|\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)\right\|^{4} \mid \mathbf{X}_{t_{k-1}}\right] \mathbb{E}\left[\left\|\mathbf{g}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right)\right\|^{4} \mid \mathbf{X}_{t_{k-1}}\right]\right)^{\frac{1}{2}}=\mathcal{O}_{\mathbb{P}_{\theta_{0}}}(h / N) \xrightarrow{\mathbb{P}_{\theta_{0}}} 0 \tag{S22}
\end{align*}
$$

for $N h \rightarrow \infty, h \rightarrow 0$. Previously, we used the bound on the trace through Hölder inequality, Cauchy-Schwartz inequality, and Lemma 4.1 with $(S 13)$. To prove uniform convergence, we prove $(S 10)$ by repeating the same steps as in proof of S15). Similarly, to prove S11) we repeat the same steps as in S20 with help of the previous series of inequalities.
Proof of 6. We introduce $Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}\right):=\frac{1}{N h} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{g}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right)$. Proposition 4.3 yields

$$
\begin{aligned}
& \sum_{k=1}^{N} \mathbb{E}_{\theta_{0}}\left[Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}\right) \mid \mathbf{X}_{t_{k-1}}\right]=\frac{1}{N h} \sum_{k=1}^{N} \operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbb{E}_{\theta_{0}}\left[\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right) \mathbf{g}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right)^{\top} \mid \mathbf{X}_{t_{k-1}}\right]\right) \\
& =\frac{1}{2 N} \sum_{k=1}^{N} \operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top} D^{\top} \mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right)+D \mathbf{g}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right) \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)\right)+\mathcal{O}_{\mathbb{P}_{\theta_{0}}} \\
& \xrightarrow{\mathbb{P}_{\theta_{0}}} \int \operatorname{Tr}\left(D \mathbf{g}\left(\mathbf{x} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right) \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1}\right) \mathrm{d} \nu_{0}(\mathbf{x})
\end{aligned}
$$

for $N h \rightarrow \infty, h \rightarrow 0$. On the other hand, $\sum_{k=1}^{N} \mathbb{E}_{\theta_{0}}\left[Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}\right)^{2} \mid \mathbf{X}_{t_{k-1}}\right]=\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(\frac{1}{N h}\right) \rightarrow 0$, in $\mathbb{P}_{\theta_{0}}$, for $N h \rightarrow \infty$, $h \rightarrow 0$, which follows from S22. To prove the uniform convergence we repeat the same reasoning as in the previous two proofs.
Proof of 7. First, we use the fact that $\mathbb{E}\left[\boldsymbol{g}\left(\mathbf{X}_{t_{k}} ; \beta_{0}, \beta\right) \mid \mathbf{X}_{t_{k-1}}=\mathbf{x}\right]=\boldsymbol{g}\left(\mathbf{x} ; \beta_{0}, \beta\right)+\mathcal{O}(h)$, for a generic function $\boldsymbol{g}$. Then, for $Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}\right):=\frac{h}{N} \mathbf{g}_{1}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}^{\top}\right)^{-1} \mathbf{g}_{2}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}, \boldsymbol{\beta}\right)$ it follows

$$
\sum_{k=1}^{N} \mathbb{E}_{\theta_{0}}\left[Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}\right) \mid \mathbf{X}_{t_{k-1}}\right] \xrightarrow[\substack{N h \rightarrow \infty \\ h \rightarrow 0}]{\mathbb{P}_{\theta_{0}}} 0, \quad \quad \sum_{k=1}^{N} \mathbb{E}_{\theta_{0}}\left[Y_{k}^{N}\left(\boldsymbol{\beta}_{0}, \boldsymbol{\theta}\right)^{2} \mid \mathbf{X}_{t_{k-1}}\right] \xrightarrow[\substack{N h \rightarrow \infty \\ h \rightarrow 0}]{\mathbb{P}_{\theta_{0}}} 0
$$

Again, the proofs of $S 10$ ) and $S 11$ are the same as in the third property, with the distinction of rewriting

$$
\begin{aligned}
& \mathbf{g}_{1}\left(\boldsymbol{\beta}_{1}\right)^{\top}\left(\boldsymbol{\Sigma}_{1} \boldsymbol{\Sigma}_{1}^{\top}\right)^{-1} \mathbf{g}_{2}\left(\boldsymbol{\beta}_{1}\right)-\mathbf{g}_{1}\left(\boldsymbol{\beta}_{2}\right)^{\top}\left(\boldsymbol{\Sigma}_{2} \boldsymbol{\Sigma}_{2}^{\top}\right)^{-1} \mathbf{g}_{2}\left(\boldsymbol{\beta}_{2}\right) \\
& \quad=\left(\mathbf{g}_{1}\left(\boldsymbol{\beta}_{1}\right)-\mathbf{g}_{1}\left(\boldsymbol{\beta}_{2}\right)\right)^{\top}\left(\boldsymbol{\Sigma}_{1} \boldsymbol{\Sigma}_{1}^{\top}\right)^{-1} \mathbf{g}_{2}\left(\boldsymbol{\beta}_{1}\right)+\mathbf{g}_{1}\left(\boldsymbol{\beta}_{2}\right)^{\top}\left(\boldsymbol{\Sigma}_{1} \boldsymbol{\Sigma}_{1}^{\top}\right)^{-1}\left(\mathbf{g}_{2}\left(\boldsymbol{\beta}_{1}\right)-\mathbf{g}_{2}\left(\boldsymbol{\beta}_{2}\right)\right) \\
& \quad+\mathbf{g}_{1}\left(\boldsymbol{\beta}_{2}\right)^{\top}\left(\left(\boldsymbol{\Sigma}_{1} \boldsymbol{\Sigma}_{1}^{\top}\right)^{-1}-\left(\boldsymbol{\Sigma}_{2} \boldsymbol{\Sigma}_{2}^{\top}\right)^{-1}\right) \mathbf{g}_{2}\left(\boldsymbol{\beta}_{2}\right)
\end{aligned}
$$

## S1.6 Proofs of Asymptotic Normality

In this section, we make a distinction between the true parameter $\boldsymbol{\theta}_{0}$ and any parameter $\boldsymbol{\theta}$.
Proof of Lemma 7.3 First, we transform $\eta_{k}^{(i)}$

$$
\begin{align*}
\eta_{N, k}^{(i)}\left(\boldsymbol{\theta}_{0}\right) & =\frac{2}{\sqrt{N h}} \operatorname{Tr}\left(\left(\mathbf{I}+\frac{h}{2} D \mathbf{N}_{0}\left(\mathbf{X}_{t_{k}}\right)\right)\left(-\frac{h}{2} D_{\mathbf{x}} \partial_{\beta_{i}} \mathbf{N}_{0}\left(\mathbf{X}_{t_{k}}\right)\right)\right) \\
& -\frac{2}{h \sqrt{N h}} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1}\left(-\frac{h}{2} \partial_{\beta_{i}} \mathbf{N}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right)+\frac{h^{2}}{8} \partial_{\beta_{i}}\left(D \mathbf{N}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right)\right) \mathbf{N}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right)\right) \\
& +\frac{2}{h \sqrt{N h}} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \partial_{\beta_{i}} \boldsymbol{\mu}_{h}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}\right)+\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(\sqrt{\frac{h^{3}}{N}}\right) \\
& =-\sqrt{\frac{h}{N}} \operatorname{Tr}\left(D_{\mathbf{x}} \partial_{\beta_{i}} \mathbf{N}_{0}\left(\mathbf{X}_{t_{k}}\right)\right)+\frac{1}{\sqrt{N h}} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \partial_{\beta_{i}} \mathbf{N}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right) \\
& -\frac{1}{4} \sqrt{\frac{h}{N}} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \partial_{\beta_{i}}\left(D \mathbf{N}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right)\right) \mathbf{N}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right) \\
& +\frac{2}{h \sqrt{N h}} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \partial_{\beta_{i}} \boldsymbol{\mu}_{h}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}\right)+\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(\sqrt{\frac{h^{3}}{N}}\right) \tag{S23}
\end{align*}
$$

Proof of 48). All functions in $\eta_{n, k}^{(i)}$ are bounded and the largest term is of order $\mathcal{O}_{\mathbb{P}_{\theta_{0}}}(1 / \sqrt{n h})$ because $\partial_{\beta_{i}} \boldsymbol{\mu}_{h}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}\right)$ is of order $\mathcal{O}_{\mathbb{P}_{0}}(h)$. All the other terms converge to zero. Moreover, terms with coefficients $\frac{1}{\sqrt{n h}}$ are of the shape $\mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \mathbf{g}$, where $\mathbf{g}$ is a vector-valued function of either $\mathbf{X}_{t_{k-1}}$ or $\mathbf{X}_{t_{k}}$. Either way, the expectation is at least of order $\mathcal{O}_{\mathbb{P}_{\theta_{0}}}(h)$. Thus the largest order is $\mathcal{O}_{\mathbb{P}_{\theta_{0}}}(\sqrt{h / n})$ that converges to zero. On the other hand, the leading term in $\zeta_{n, k}^{(j)}$ is of order $\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(1 / \sqrt{n h^{2}}\right)$. However, the expectation of the coefficient in front of it is of order $\mathcal{O}(h)$, thus 48) follows.
To prove limits (49) - 52) compute expectations of $\eta_{n, k}^{(i)}$ and $\zeta_{n, k}^{(i)}$. From (S23) follows that $\mathbb{E}_{\theta_{0}}\left[\eta_{n, k}^{(i)}\left(\boldsymbol{\theta}_{0}\right) \mid \mathbf{X}_{t_{k-1}}\right]=$ $\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(\sqrt{h^{3} / n}\right)$, since

$$
\mathbb{E}_{\theta_{0}}\left[\left.\frac{1}{\sqrt{N h}} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \partial_{\beta_{i}} \mathbf{N}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right) \right\rvert\, \mathbf{X}_{t_{k-1}}\right]=\sqrt{\frac{h}{N}} \operatorname{Tr}\left(D_{\mathbf{x}} \partial_{\beta_{i}} \mathbf{N}_{0}\left(\mathbf{X}_{t_{k}}\right)\right)+\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(\sqrt{\frac{h^{3}}{N}}\right)
$$

which comes from Proposition 4.3. Similarly, from

$$
\mathbb{E}_{\theta_{0}}\left[\operatorname{Tr}\left(\mathbf{Z}_{t_{k}} \mathbf{Z}_{t_{k}}^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1}\left(\partial_{\varsigma_{j}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1}\right) \mid \mathbf{X}_{t_{k-1}}\right]=h \operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \partial_{\varsigma_{j}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)+\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(h^{2}\right)
$$

we have $\mathbb{E}_{\theta_{0}}\left[\zeta_{n, k}^{(i)}\left(\boldsymbol{\theta}_{0}\right) \mid \mathbf{X}_{t_{k-1}}\right]=\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(\frac{h}{\sqrt{n}}\right)$. Then,

$$
\begin{aligned}
\sum_{k=1}^{n} \mathbb{E}_{\theta_{0}}\left[\eta_{n, k}^{(i)}\left(\boldsymbol{\theta}_{0}\right) \mid \mathbf{X}_{t_{k-1}}\right] & =\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(\sqrt{n h^{3}}\right) \xrightarrow[n \rightarrow \infty]{\mathbb{P}_{\theta_{0}}} 0, \\
\sum_{k=1}^{n} \mathbb{E}_{\theta_{0}}\left[\zeta_{n, k}^{(j)}\left(\boldsymbol{\theta}_{0}\right) \mid \mathbf{X}_{t_{k-1}}\right] & =\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(\sqrt{n h^{2}}\right) \frac{\mathbb{P}_{\theta_{0}}}{n \rightarrow \infty} 0, \\
\sum_{k=1}^{n} \mathbb{E}_{\theta_{0}}\left[\eta_{n, k}^{\left(i_{1}\right)}\left(\boldsymbol{\theta}_{0}\right) \mid \mathbf{X}_{t_{k-1}}\right] \mathbb{E}_{\theta_{0}}\left[\eta_{n, k}^{\left(i_{2}\right)}\left(\boldsymbol{\theta}_{0}\right) \mid \mathbf{X}_{t_{k-1}}\right] & =\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(h^{3}\right) \xrightarrow[n \rightarrow \infty]{\mathbb{P}_{\theta_{0}}} 0, \\
\sum_{k=1}^{n} \mathbb{E}_{\theta_{0}}\left[\zeta_{n, k}^{\left(j_{1}\right)}\left(\boldsymbol{\theta}_{0}\right) \mid \mathbf{X}_{t_{k-1}}\right] \mathbb{E}_{\theta_{0}}\left[\zeta_{n, k}^{\left(j_{2}\right)}\left(\boldsymbol{\theta}_{0}\right) \mid \mathbf{X}_{t_{k-1}}\right] & =\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(h^{2}\right) \xrightarrow[n \rightarrow \infty]{\mathbb{P}_{\theta_{0}}} 0, \\
\sum_{k=1}^{n} \mathbb{E}_{\theta_{0}}\left[\eta_{n, k}^{(i)}\left(\boldsymbol{\theta}_{0}\right) \mid \mathbf{X}_{t_{k-1}}\right] \mathbb{E}_{\theta_{0}}\left[\zeta_{n, k}^{(j)}\left(\boldsymbol{\theta}_{0}\right) \mid \mathbf{X}_{t_{k-1}}\right] & =\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(\sqrt{h^{5}}\right) \xrightarrow[n \rightarrow \infty]{\mathbb{P}_{\theta_{0}}} 0 .
\end{aligned}
$$

Now, we prove limit (53). When multiplying $\eta_{n, k}^{\left(i_{1}\right)}$ and $\eta_{n, k}^{\left(i_{2}\right)}$ the only terms that do not converge to zero are the ones with $1 / \sqrt{n h}$ in front. Here, we take a closer look at these

$$
\begin{aligned}
\eta_{n, k}^{(i)}\left(\boldsymbol{\theta}_{0}\right) & =\frac{1}{\sqrt{n h}} \mathbf{Z}_{t_{k}}^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \partial_{\beta_{i}} \mathbf{N}\left(\mathbf{X}_{t_{k}}\right)+\frac{2}{h \sqrt{n h}} \mathbf{Z}_{t_{k}}^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \partial_{\beta_{i}} \boldsymbol{\mu}_{h}\left(\mathbf{X}_{t_{k-1}}\right)+\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(\sqrt{\frac{h}{n}}\right) \\
& =\frac{1}{\sqrt{n h}} \mathbf{Z}_{t_{k}}^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \partial_{\beta_{i}} \mathbf{N}\left(\mathbf{X}_{t_{k}}\right)+\frac{1}{\sqrt{n h}} \mathbf{Z}_{t_{k}}^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \partial_{\beta_{i}}\left(\mathbf{N}\left(\mathbf{X}_{t_{k-1}}\right)+2 \mathbf{A} \mathbf{X}_{t_{k-1}}\right)+\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(\sqrt{\frac{h}{n}}\right) \\
& =\frac{2}{\sqrt{n h}} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \partial_{\beta_{i}} \mathbf{F}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}\right) \\
& +\frac{1}{\sqrt{n h}} \mathbf{Z}_{t_{k}}\left(\boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \boldsymbol{\psi}_{i}\left(\mathbf{X}_{t_{k-1}}, \mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right)+\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(\sqrt{\frac{h}{n}}\right)
\end{aligned}
$$

where $\boldsymbol{\psi}_{i}\left(\mathbf{X}_{t_{k-1}}, \mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right)=\partial_{\beta_{i}}\left(\mathbf{N}\left(\mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right)-\mathbf{N}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}\right)\right)$. Then,

$$
\begin{aligned}
\eta_{n, k}^{\left(i_{1}\right)}\left(\boldsymbol{\theta}_{0}\right) \eta_{n, k}^{\left(i_{2}\right)}\left(\boldsymbol{\theta}_{0}\right) & =\frac{4}{n h} \mathbf{Z}_{t_{k}}^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \partial_{\beta_{i_{1}}} \mathbf{F}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}\right) \partial_{\beta_{i_{2}}} \mathbf{F}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \mathbf{Z}_{t_{k}} \\
& +\frac{2}{n h} \mathbf{Z}_{t_{k}}^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \boldsymbol{\psi}_{i_{1}}\left(\mathbf{X}_{t_{k-1}}, \mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right) \partial_{\beta_{i_{2}}} \mathbf{F}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \mathbf{Z}_{t_{k}} \\
& +\frac{2}{n h} \mathbf{Z}_{t_{k}}^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \partial_{\beta_{i_{1}}} \mathbf{F}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}\right) \boldsymbol{\psi}_{i_{2}}\left(\mathbf{X}_{t_{k-1}}, \mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \mathbf{Z}_{t_{k}} \\
& +\frac{1}{n h} \mathbf{Z}_{t_{k}}^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \boldsymbol{\psi}_{i_{1}}\left(\mathbf{X}_{t_{k-1}}, \mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right) \boldsymbol{\psi}_{i_{2}}\left(\mathbf{X}_{t_{k-1}}, \mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \mathbf{Z}_{t_{k}}+\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(\frac{1}{n}\right)
\end{aligned}
$$

In the previous equation, there are terms of order $\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(\frac{1}{n}\right)$, but when taking the expectation, an additional $h$ appears, which makes the sum converge to zero. We need to prove that sum of expectations of all the terms except first converge to zero, in the previous equation. We only prove for the second row, the rest are analogous. Due to definition of $\psi_{i}$, it is clear that $\mathbb{E}_{0}\left[\left\|\boldsymbol{\psi}_{i}\left(\mathbf{X}_{t_{k-1}}, \mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right)\right\|^{p} \mid \mathbf{X}_{t_{k-1}}\right]=\mathcal{O}_{\mathbb{P}_{0}}(h)$, for all $p \geq 1$. Then,

$$
\begin{aligned}
& \frac{1}{n h}\left|\mathbb{E}_{\theta_{0}}\left[\mathbf{Z}_{t_{k}}^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \boldsymbol{\psi}_{i_{1}}\left(\mathbf{X}_{t_{k-1}}, \mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right) \partial_{\beta_{i_{2}}} \mathbf{F}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \mathbf{Z}_{t_{k}} \mid \mathbf{X}_{t_{k-1}}\right]\right| \\
& \leq \frac{1}{n h}\left|\operatorname{Tr}\left(\partial_{\beta_{i_{2}}} \mathbf{F}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1}\right)\right|\left\|\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1}\right\| \mathbb{E}_{\theta_{0}}\left[\left\|\mathbf{Z}_{t_{k}} \mathbf{Z}_{t_{k}}^{\top}\right\|\left\|\boldsymbol{\psi}_{i_{1}}\left(\mathbf{X}_{t_{k-1}}, \mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right)\right\| \mid \mathbf{X}_{t_{k-1}}\right] \\
& \leq \frac{C}{n h}\left(\mathbb{E}_{\theta_{0}}\left[\left\|\mathbf{Z}_{t_{k}} \mathbf{Z}_{t_{k}}^{\top}\right\|^{2} \mid \mathbf{X}_{t_{k-1}}\right] \mathbb{E}_{\theta_{0}}\left[\left\|\boldsymbol{\psi}_{i_{1}}\left(\mathbf{X}_{t_{k-1}}, \mathbf{X}_{t_{k}} ; \boldsymbol{\beta}_{0}\right)\right\|^{2} \mid \mathbf{X}_{\left.t_{k-1}\right]}\right]\right)^{\frac{1}{2}} \\
& =\frac{C}{n h}\left(\mathcal{O}_{\mathbb{P}_{0}}\left(h^{2}\right) \mathcal{O}_{\mathbb{P}_{0}}(h)\right)^{\frac{1}{2}}=\mathcal{O}_{\mathbb{P}_{0}}\left(\frac{\sqrt{h}}{n}\right)
\end{aligned}
$$

We used property S13) in the last line. Finally, we use Lemma 4.2 to get

$$
\begin{aligned}
& \sum_{k=1}^{n} \mathbb{E}_{\theta_{0}}\left[\eta_{n, k}^{\left(i_{1}\right)}\left(\boldsymbol{\theta}_{0}\right) \eta_{n, k}^{\left(i_{2}\right)}\left(\boldsymbol{\theta}_{0}\right) \mid \mathbf{X}_{t_{k-1}}\right] \\
& =\frac{4}{n h} \sum_{k=1}^{n} \mathbb{E}_{\theta_{0}}\left[\mathbf{Z}_{t_{k}}^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \partial_{\beta_{i_{1}}} \mathbf{F}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}\right) \partial_{\beta_{i_{2}}} \mathbf{F}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \mathbf{Z}_{t_{k}} \mid \mathbf{X}_{t_{k-1}}\right]+\mathcal{O}_{\mathbb{P}_{0}}\left(\frac{\sqrt{h}}{n}\right) \\
& =\frac{4}{n} \sum_{k=1}^{n} \operatorname{Tr}\left(\partial_{\beta_{i_{2}}} \mathbf{F}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}\right)^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \partial_{\beta_{i_{1}}} \mathbf{F}\left(\mathbf{X}_{t_{k-1}} ; \boldsymbol{\beta}_{0}\right)\right)+\mathcal{O}_{\mathbb{P}_{0}}\left(\frac{\sqrt{h}}{n}\right) \xrightarrow[n \rightarrow \infty]{\mathbb{P}_{\theta_{0}}} 4\left[\mathbf{C}_{\boldsymbol{\beta}}\left(\boldsymbol{\theta}_{0}\right)\right]_{i_{1} i_{2}}
\end{aligned}
$$

To prove (54) we use Corollary 3.8. We start with

$$
\begin{aligned}
& \mathbb{E}_{\theta_{0}}\left[\zeta_{n, k}^{\left(j_{1}\right)}\left(\boldsymbol{\theta}_{0}\right) \zeta_{n, k}^{\left(j_{2}\right)}\left(\boldsymbol{\theta}_{0}\right) \mid \mathbf{X}_{t_{k-1}}\right] \\
& =\frac{1}{h^{2} n} \mathbb{E}_{\theta_{0}}\left[\mathbf{Z}_{t_{k}}^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1}\left(\partial_{\varsigma_{j_{1}}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \mathbf{Z}_{t_{k}} \mathbf{Z}_{t_{k}}^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1}\left(\partial_{\varsigma_{j_{2}}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \mathbf{Z}_{t_{k}} \mid \mathbf{X}_{t_{k-1}}\right] \\
& -\frac{1}{n} \operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \partial_{\varsigma_{j_{1}}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right) \operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \partial_{\varsigma_{j_{2}}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right) \\
& =\frac{1}{h^{2} n} \mathbb{E}_{\theta_{0}}\left[\boldsymbol{\xi}_{h, k}^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1}\left(\partial_{\varsigma_{j_{1}}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \boldsymbol{\xi}_{h, k} \boldsymbol{\xi}_{h, k}^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1}\left(\partial_{\varsigma_{j_{2}}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \boldsymbol{\xi}_{h, k} \mid \mathbf{X}_{t_{k-1}}\right] \\
& -\frac{1}{n} \operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \partial_{\varsigma_{j_{1}}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right) \operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \partial_{\varsigma_{j_{2}}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)+\mathcal{O}_{\mathbb{P}_{\theta_{0}}}\left(\frac{\sqrt{h}}{n}\right) .
\end{aligned}
$$

Now, we use the expectation of a product of two quadratic forms of normally distributed random vectors (see for example Section 2 in Kumar (1973)) to get

$$
\begin{aligned}
& \frac{1}{h^{2} n} \mathbb{E}_{\theta_{0}}\left[\boldsymbol{\xi}_{h, k}^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1}\left(\partial_{\varsigma_{j_{1}}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \boldsymbol{\xi}_{h, k} \boldsymbol{\xi}_{h, k}^{\top}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1}\left(\partial_{\varsigma_{j_{2}}} \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \boldsymbol{\xi}_{h, k} \mid \mathbf{X}_{t_{k-1}}\right] \\
& =\frac{2}{n} \operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \frac{\partial \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}}{\partial \varsigma_{j_{1}}}\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \frac{\partial \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}}{\partial \varsigma_{j_{2}}}\right)+\frac{1}{n} \operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \frac{\partial \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}}{\partial \varsigma_{j_{1}}}\right) \operatorname{Tr}\left(\left(\boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}\right)^{-1} \frac{\partial \boldsymbol{\Sigma} \boldsymbol{\Sigma}_{0}^{\top}}{\partial \varsigma_{j_{2}}}\right) .
\end{aligned}
$$

This proves (54). We omit the proofs of (55)-(58) since they follow the same pattern. Namely, we find the leading term and make sure it goes to zero. For the expectations of squares, we can apply the same trick with a product of two quadratic forms.

