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ITO’S FORMULA FOR THE FLOW OF MEASURES OF POISSON STOCHASTIC
INTEGRALS AND APPLICATIONS

THOMAS CAVALLAZZI

ABsTRACT. We prove Itd’s formula for the flow of measures associated with a jump process defined by a drift,
an integral with respect to a Poisson random measure and with respect to the associated compensated Poisson
random measure. We work in PB(Rd), the space of probability measures on R¢ having a finite moment of
order 3 € (0,2]. As an application, we exhibit the backward Kolmogorov partial differential equation stated on
[0, T] x Ps(R?) associated with a McKean-Vlasov stochastic differential equation driven by a Poisson random
measure. It describes the dynamics of the semigroup associated with the McKean-Vlasov stochastic differential
equation, under regularity assumptions on it. Finally, we use the semigroup and the backward Kolmogorov
equation to prove new quantitative weak propagation of chaos results for a mean-field system of interacting
Ornstein-Uhlenbeck processes driven by i.i.d. a-stable processes with o € (1,2).
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1. INTRODUCTION

Let us fix (Q,F, (Fi)i>0,P) a filtered probability space satisfying the usual conditions and N a Poisson
random measure on [0, 7] x R for some finite horizon of time T > 0, with intensity measure dt ® v, where v
is a Lévy measure, i.e. v({0}) = 0 and

/d min(|z[%,1) dv(z) < +ooc.

We consider the jump process X = (X;)e[o,r) with values in RY defined for all ¢ € [0, 7] by

X = X +/ bs ds+/ /z<1} s,2) N (ds, dz) / /{| - (s,2) N (ds,dz), (1.1)

where N (ds,dz) := N (ds,dz) — ds dv(z) is the associated compensated Poisson random measure and b, H, K
are predictable processes. The distribution of X; is denoted by ;. The assumptions made on Xy, v, b, H and
K (see Section 2) ensure that for all ¢ € [0, 7], u; belongs to Pg(R?) the space of probability measures having
a finite moment of order 3, for some g € (0,2].
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2 THOMAS CAVALLAZZI

In this work, we are interested in Itd’s formula for the flow of probability measures (iu)icfo,7]- This for-

mula describes the dynamics of the map t € [0,T] + u(u), for a function u : Pg(R?) — R. Ito’s formula
for a flow of probability measures has been developed over the last decade to deal with mean-field games,
which were initiated independently by Caines, Huang and Malhame in [CHMO06] and by Lasry and Lions in
[LLO7]. An important object introduced by Lions in his lectures at Collége de France [Lio| is the master
equation related to a mean-field game, which is a Partial Differential Equation (PDE) stated on the space
of probability measures. We refer to [Lio, Carl0, CD18a, CD18b]| for more details on mean-field games and
associated master equations. As for the standard It6 formula, it allows to associate a PDE stated on the
space of probability measures to a McKean-Vlasov Stochastic Differential Equation (SDE), which is the re-
lated master equation in this context. The well-posedness of these equations was studied for example in
[CCD15, BLPR17, CDLL19, CM17, CdRF21b]. Moreover, the problem of propagation of chaos for a mean-
field interacting particle system towards the corresponding McKean-Vlasov SDE can also be tackled using the
associated PDE on the space of measures. It turns out to be an efficient tool to obtain quantitative weak prop-
agation of chaos estimates between the distribution of the solution to the McKean-Vlasov SDE (u;): and the
empirical measure (ﬁiv )¢ of the particle system. More precisely, a quantitative weak propagation result consists
in finding an explicit rate of convergence with respect to N for Elu(fZy) — u(ur)| and |Eu(@y ) — Eu(ur)| and
for u belonging to a certain class of functions defined on the space of probability measures. This strategy was
originally described in Chapter 5 of [CD18a|. It was adopted for example by Chaudru de Raynal and Frikha in
[CdRF21b, CdRF21al, by Chassagneux, Szpruch and Tse in [CST22] and by Delarue and Tse in [DT21|. Let
us also mention that this PDE on the space of probability measures has recently been used in [JT21] to prove
a central limit theorem for interacting particle systems. Finally, It&’s formula for a flow of measures is also
a key tool to tackle McKean-Vlasov control problems. Indeed, it induces a dynamic programming principle
which describes the value function of the problem as presented in [CD15| or in Chapter 6 of [CD18a| (see also
the references therein).

In the first part of this paper, we focus on Itd’s formula for the flow of measures (), associated with (1.1)
and for a function u : Pg(RY) — R with 3 € (0,2]. It states that for all ¢ € [0,77, we have

u(per) — ulpo)

- /0 E <av%u<us)<Xs>-bs> s

t 5 5
+/0 /|Z|>1E [%U(MS)(XS + K(5,2)) — = —ulps)(Xo-) | dv(z)ds

¢
b ) (Ko H (s 2) ) () = D) () - Hs, )| s
where %u denotes the linear (functional) derivative of u (see Definition 1). The precise assumptions are
given in Section 2 (see Theorem 1). In the Brownian setting, 1t6’s formula for a flow of measures has been
established for example in [BLPR17] (see Theorem 6.1) or in Section 3 of [CCD15] and Chapter 5 of [CD18al
(see Theorem 5.99) under less restrictive assumptions. Let us also mention [dRP22, Cav21] for some recent
extensions of It6’s formula for a flow of measures. Concerning jump processes, [t0’s formula has recently been
extended to flows of measures generated by cadlag semi-martingales. It was established independently by Guo,
Pham and Wei in [GPW20], who studied McKean-Vlasov control problems with jumps and by Talbi, Touzi
and Zhang in [TTZ21] who worked on mean-field optimal stopping problems. A common point of these two
works is that the jump process considered has a finite moment of order 2. However, this framework is not
adapted when the Poisson random measure A stems from an a-stable Lévy process with a € (0,2) since it
only has finite moments of order § < «. Itd’s formula given in Theorem 1 can be applied for these processes
since B € (0,2]. Another difference between this work and [GPW20] is that we do not assume 9, 52-u to be
uniformly bounded if 8 > 1. Moreover, the authors of [TTZ21] assume that for all u € Po(RY), the function

%u(,u) is of class C2 on R?, which is not the case in this paper. It is replaced here by the y-Holder continuity
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of O0ys>-u(p) uniformly in p € Pg(R?), where v is such that z ~— [z|'*7 € L*({|2] < 1},v). The strategy
of the proof is the following. First, we localize X = (X;); using stopping times and we precise in Proposi-
tion 3 in which sense the sequence of localized processes (X™),, approximates X. Then, we establish 1td’s
formula for the flow of measures associated with the stopped process (X;'); thanks to a standard method of
time discretization. We finally let n tend to infinity essentially using the approximation results of Proposition
3. Moreover, we extend [t6’s formula for functions depending also on the time and space variables in Theorem 2.

Then, we consider a general Lévy-driven McKean-Vlasov SDE, which is assumed to be well-posed in the
weak sense, of the form
dXy = by (X, pr) dt + 00 ( Xy, ) dZy, ¢ € [0, T,
pe = L(X¢), (1.2)
Xo = g € LB(Qv‘FO))

where 8 € (0,2] and Z = (Z;); is a Lévy process on R% having the following Lévy-It6 decomposition

t _ t
Zy :/ / 2z N (ds, dz) +/ / 2z N (ds, dz).
0 J{lz|<1} 0 J{|z[=1}

Our aim is to describe the dynamics of the semigroup acting on functions defined on Pg (RY) associated with
the McKean-Vlasov SDE (1.2). For a fixed function u : Pg(RY) — R, the action of the semigroup on u is given
by ¢, defined by

0,T] x Ps(RY) — R

(t.u) = u(L(X: "),

where E(X;_t’”) denotes the distribution of the solution to (1.2) at time 7" starting at time 7' — t from a
random variable ¢ with distribution p. As in [CD18al, we prove using It6’s formula for a flow of measures that
under regularity assumptions on ¢,,, the function (¢, i) € [0, 7] x Ps(R%) = ¢, (T — t, 1) is a classical solution
to a backward Kolmogorov PDE on [0,7] x Ps(R%) (see Theorem 3).

Finally, we prove new quantitative weak propagation of chaos results, in the sense previously defined, for a
mean-field system of interacting Ornstein-Uhlenbeck processes defined as follows. We assume that the driving
process Z = (Z;); is an a-stable process on R? with o € (1,2) and with a non degenerate Lévy measure,
i.e. satisfying (4.1). More precisely, we introduce (Z™),, an i.i.d. sequence of stable processes having the same
distribution as Z = (Z;);, A, A’, B matrices of size d x d such that B is invertible and (X{),, an i.i.d. sequence
of random variables with common distribution py € Pg(Rd), for some 5 € [1,a). The particle system is the
unique solution to the following classical SDE on (R)Y, for N > 1

N
. . 1 . )
dxN = AXPN dt + A/N S x{Ndt+Bdz], te[0,T], Vi<N,

| = (1.4)
xXpN = X§.
We denote by X = (X;); the solution to the corresponding McKean-Vlasov SDE
dX; = (AX;+ AEXy)dt + BdZ;, te]|0,T],
{ el (15)

where the distribution of £ is uyg.

The propagation of chaos phenomenon was originally studied by McKean in [McK67| and later by Sznitman
in [Szn91]. It states that for any k > 1, the limiting behaviour of (X' ... X®N) when N tends to infinity, is
expected to be described by k independent copies of the McKean-Vlasov process (1.5). It can be shown in the
weak sense i.e. in distribution or in the strong sense i.e. at the level of paths. It has been of course widely stud-
ied in the Brownian case. Let us focus on some works dealing with mean-field systems with jumps. In [Gra92],
following the approach of Sznitman [Szn91] in the Brownian case, Graham proves weak propagation of chaos
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under Lipschitz assumptions for a mean-field system driven by a Poisson random measure and its compensated
measure. He works in the L! framework i.e. the Poisson random measure is associated with a Poisson process
having a finite moment of order 1. In the case of a McKean-Vlasov SDE driven by a general Lévy process
having a finite moment of order 2, we refer to Jourdain, Méléard and Woyczynski [J]MWO07]. The authors prove
quantitative rates of convergence for the strong propagation of chaos in L? under standard Lipschitz assump-
tions. Moreover, it has also been established in [NBK*20] by Neelima & al. under relaxed assumptions. We
also mention [MMW15| where Mischler, Mouhot and Wennberg exhibit conditions leading to quantitative rates
of convergence for the propagation of chaos. As an application, they study an inelastic Boltzmann collision
jump process. Finally, let us also refer to [FL21], where Frikha and Li study a one-dimensional McKean-Vlasov
SDE driven by a compensated Poisson random measure with positive jumps. They prove quantitative rates of
convergence for the strong propagation of chaos in L' under one-sided Lipschitz assumptions.

Concerning our mean-field system of interacting Ornstein-Uhlenbeck processes (1.4), we are interested in
quantitative weak propagation of chaos. Let us denote by ﬁ,{v the empirical measure of the particle system
(1.4) and by p¢ the distribution of X;. We prove in Theorem 4 that there exists a constant C' > 0 such that
for any u : Pg(R?) — R in a certain class of regular functions described in Theorem 4, one has

1 1
E [u(m) — ulur)| < CEWAGY, o) + Cln(N)F NET, (1.6)
where W is the Wasserstein distance of order 1. We also show that if ug € Po(R?), one has
[E(u(my) - u(pr))| < N2 (1.7)

Of course, the rate of convergence is better at the level of semigroup i.e. in (1.7) than in (1.6). Notice that if
we take o = 2, which formally corresponds to the Brownian case, we recover the same rates of convergence,
up to the factor In(N) in (1.6), as in Theorem 3.6 of [CdRF21a|, even though the drift is unbounded here.

In dimension d = 1, we recover with (1.6) the same rate of convergence obtained in [FL21|, for the strong

1
propagation of chaos in L!, since EW1(zz, po) < CNF ! by [FG15]. Notice that if po has enough moments,

for example if it belongs to Py(R), then using [FG15|, we have a better rate of propagation of chaos since (1.6)
becomes

E [u(fy) - u(pr)| < C In(N)aNa~t,

The method that we use relies on regularity properties and estimates on the solution to the backward
Kolmogorov PDE ¢,, defined in (1.3) (see Proposition 6). This strategy was originally described in Chap-
ter 5 of [CD18al (pages 506 — 508), inspired by [CDLL19] and [MMW15|, and was employed for example in
[CST22, DT21, CdRF21al, as mentioned above. Let us describe the main ideas. We begin by computing the
time derivative of the map ¢ € [0,T) + ¢, (T —t, 7" ) by applying the standard Ité’s formula for the empirical
projection (t,z1,...,zx) € [0,T]x (RHN = ¢, (T —t, % szl 5%) and for the particle system. Noting that
t €10, T] = ¢u(T — t, ) is constant, we naturally expect that the time derivative previously computed tends
to 0 as N converges to infinity. This convergence has to be shown with an explicit rate of convergence using
the PDE satisfied by ¢, and some estimates on ¢,. Finally, we express u(fz) — u(ur) = ¢u (0, 7N ) — ¢u (0, pur)
as the sum of ¢, (7, ﬁév ) — ¢u (T, o) plus a remainder term related to the time derivative previously estimated.
Since the initial data are i.i.d., the first term is controlled by standard estimates, for example those in [FG15].

An important difference in the jump case in comparison to the Brownian case is that the Kolmogorov PDE
satisfied by ¢, does not directly appear when we apply Itd’s formula for the empirical projection of ¢, and for
the particle system. In order to use the backward Kolmogorov PDE, we thus have to control the corresponding
error term. To do this and because of the unboundedness of the drift, we need to remove the big jumps of the
driving processes in a first step. The key point is that we consider the solutions to (1.4) and (1.5) driven by
truncated noises for which we remove the jumps bigger than the number of particles in interaction N. We need
to perform this truncation procedure to control the error term mentioned above. This is essentially because the
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moment of order 2 of the Lévy measure v appears in our computations due to the unboundedness of the drift.
We refer to Remark 4 for more details. The presence of the factor In(N) in (1.6) comes from this procedure.

Let us eventually emphasize that this mean-field system of interacting Ornstein-Uhlenbeck processes is a
first application. We aim at showing that this method, already used in the Brownian setting, and leading to
quantitative weak propagation of chaos results, can be generalized in the context of jump processes. Our next
goal is to follow the same strategy to establish quantitative weak propagation of chaos results for a general
class of Lévy-driven McKean-Vlasov SDEs, under mild assumptions on the coefficients, as done in [CdRF21a].

The paper is organized as follows. In Section 2, we state and prove Itd’s formula in Theorem 1 and Theorem
2 for the flow of measure of Poisson stochastic integrals. In Section 3, and more precisely in Theorem 3, we use
our It6’s formula to derive the backward Kolmogorov PDE on the space of measures describing the dynamics
of the semigroup associated with a general Lévy-driven McKean-Vlasov SDE. Then, in Section 4, we study
the mean-field system of interacting Ornstein-Uhlenbeck processes and we prove in Theorem 4 quantitative
weak propagation of chaos. Appendix A is devoted to the proof of moment estimates, which are uniform with
respect to the truncation of the big jumps, on the density and its derivatives of a stable Ornstein-Uhlenbeck
process. Finally, in Appendix B, we prove the regularity properties and the controls required in Section 4 on
the solution to the backward Kolmogorov PDE associated with (1.5).

Let us finally introduce some notations used several times in the article.

Notations
- P3(R?) denotes the set of probability measures y on R? such that [p, 2| du(z) < +oo, for 8> 0. It is
equipped with the Wasserstein metric of order 3 denoted by W3, which makes it complete. Denoting by
II(p, v) the set of couplings between two probability measures i, v € Pg (RY), the metric Wy is defined

by
5
Wolpor) = _int ([ Je-slasen) sz
mell(p,v) \JRIxR?
and by
Ws(p,v) = inf </ |z —y|? d7r(x,y)> if g < 1.
mell(p,r) \JRIxRA
- =% SN 8, denotes the empirical measure, for = (z1,...,zy) € (RH)N.

- Z,:=1(0,...,2,...,0) € (RHN for z € RY, where z appears in the k-th position.

- B, is the open ball centered at 0 and of radius r in R? for the euclidean norm.

- B¢ denotes the complementary of B,.

- p' is the conjugate exponent of p € [1, 00] defined by % + 1% =1.

- a A b denotes the minimum between a and b.

- a V b denotes the maximum between a and b.

- C is a generic constant that may depend only on the fixed parameters of the problem and which may
change from line to line.

2. ITO’S FORMULA FOR THE FLOW OF MEASURES OF POISSON STOCHASTIC INTEGRALS

2.1. Assumptions and Ito6’s formula for a flow of measure. Let v be a Lévy measure on R% i.e. v({0}) = 0
and

/ 12> Aldy(z) < +oo.
R4

We introduce a (Fy)iejor)-Poisson random measure A" on [0,7] x R*\{0} with intensity measure dt ® v, and
we denote by N (ds,dz) := N (ds,dz) — ds dv(z) the compensated Poisson random measure associated with N.
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Let us define the jump process X = (X¢)e(o,m) by

t t t
Vt € [0,T], X; := Xo +/ bs ds +/ H (s, z) N (ds,dz) +/ K(s,z) N(ds,dz), (2.1)
BC

0 0 JB;

where b: [0,7] x @ = R4, H :[0,T] x B x Q = R% and K : [0,T] x B{ x Q — R? are predictable processes.
The distribution of X; is denoted by p;.

Let us fix our assumptions on the jump process (X;); in order to establish It6’s formula for the flow (p);.
We assume that there exists two constants 8 € (0,2] and v € [0, 1] such that § < 1+ « and satisfying the
following properties.

(M) The random variable Xy belongs to L?(Q;R?) and we have
T
E/ 1bs|PV1 ds < +oc. (2.2)
0

(J1) There exists a predictable process (I;T s)se[o,r] Which is assumed to be almost surely locally bounded
and to satisfy

~ T ~
a.s.Vs € [0,T], Vz € By, |H(s,z)| < |Hg||z| and E/ / (|Hy||z)) 7 dv(2) ds < +oc. (2.3)
0o JB
(J2) We have
T
E/ / K (s,2)|° dv(z)ds < 4. (2.4)
0 i

Definition 1 (Linear derivative). A function u : Pg(R?) — R is said to have a linear derivative if there exists
a function %u € CY(Ps(R?) x R%R) satisfying the following properties.

(1) For all compact subset K C Ps(R?), there exists a constant Cic > 0 such that

d

Vi e K, Yo € RY, %u(,u)(v) < Cx(1+ |v)?).

(2) For all u,v € Pg(R?), we have

/ /R —u(tp+ (1= t)v)(v)d(p —v)(v)dt.

aom

We now state It6’s formula for the flow of measures (114):c(0,77-

Theorem 1 (It6’s formula). Suppose that Assumptions (M), (J1), and (J2) are satisfied. Let u : Pg(R?) — R
be a function having a linear derivative %u which satisfies the following properties.

(1) For any u € Ps(R?), the function %u(u) € C'(R%R) and &,%u is continuous on Pg(R%) x R

(2) If v > 0, for any compact K C Pg(R?), there exists Cx > 0 such that

] 4] .
Oy —u(p)(x) = y=—u(p)(y)| < Ckle —y[".

v % R?
/’LEIC7 x?:ye b 5m 5m

(3) For any compact K C Pg(R?), we have

5 v
sup/ Op—u(p)(v)| du(v) < +oo if f>1,
Melc R4 6m
sup sup (%iu(u)(v) <400 <L
veRd pek om
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Then, we have for all t € [0, T
u(p) — upo)

-/ tE<6 ) (X)) d s
/ / [—u ps)(Xs- + K(s,2)) — 55 u(ps) (X )} dv(z) ds

/ [ = [ P (Ko + H(5,2) — () (X,0) — 0 u(a) (X, ) - H(s.2)| dv(z) ds.
By

Remark 1. Assumption (3) is implied by the following stronger assumption: for all compact K C Pﬁ(Rd),
there exists Cx > 0 such that

Vo € RY, sup < Cx (14 [0 551).

0
sup 5 (4) )

m

When 8 > 1, it follows from Hélder’s inequality.

We specify in the three following corollaries the particular case where the Poisson random measure is asso-
ciated with an a-stable Lévy process Z = (Z;); with a € (0,2). Consider o : [0,T] x © — R a predictable
process such that

T
E/ los|'™ ds < +o0
0

for some 7 € [0, 1] which will be specified. Fix also X and b satisfying Assumption (M) for some 8 < 1+
to be specified. In this example, the process X considered is defined for all ¢ € [0,7] by

t t
Xt:X0+/ b8d8+/ 0sdZs.
0 0

Corollary 1 (Sub-critical case). Assume that a € (1,2), 8 € (1,«a) and v € (o — 1,1]. Then, the process
X = (X;); satisfies Assumptions (M), (J1) and (J2) with K(s,z) = H(s,z) = 0sz. Let u: Pg(R?) - R be a
function having a linear derivative %u which satisfies the following properties.

(1) For any u € Ps(R?), the function %u(u) € C'(R%R) and &,%u is continuous on Pg(R%) x R

(2) For any compact K C Pg(R?), there exists Cic > 0 such that

€ K, Vo € R [0 ulu)(a) = 0y 5-u(0()| < Gl — o
(3) For any compact K C Pz(R?), we have
5 &
sup | ot dnte) < +x.

Then, It6’s formula (2.5) holds true for X and w.

Corollary 2 (Super-critical case). Assume that a € (0,1), 8 € (0,«) and vy = 0. Then, the process X = (X¢);
satisfies Assumptions (M), (J1) and (J2) with K(s,2) = H(s,2) = osz. Let u : Pg(R?) — R be a function

having a linear derivative 5‘5 u which satisfies the following properties.

(1) For any p € Pg(R?), the function —u( ) € CY(R%;R) and 806 u is continuous on Pg(R?) x RY.
(2) For any compact K C Pg(R?), we have

0y u(y1) (v)

m

Vo € R, sup sup < +00.

veERE pekl
Then, It6’s formula (2.5) holds true for X and w.
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Corollary 3 (Critical case). Assume that « =1 5 € (0,1) and vy € (0, 1]. Then, the process X = (X;); satisfies
Assumptions (M), (J1) and (J2) with K(s,2) = H(s,z) = 0sz. Let u : P3(R?) — R be a function having a

linear derivative %u which satisfies the following properties.

or any p € , the function =—u(u) € ; and O, s—-u 1s continuous on X R®.
1) F Ps(R?), the function - CHR%R) and 9y 2-u | i Ps(RY) x R?
(2) For any compact K C Pg(R?), there exists Cic > 0 such that

B0 () () &%u(m(y)\ < Cxle -y

(5mu

(3) For any compact K C Pz(R?), we have

Yue K, Ve, y € R,

By u(y1) (v)| < +oo.

m

Vo € R, sup sup
veERT pekl

Then, It6’s formula (2.5) holds true for X and w.

Let us give an example of a function uw which satisfies the assumptions of the three preceding corollaries. We
take d = 1 to simplify the computations.

Example 1. Let 3 € (0,2). For ¢ > 0, consider a function x. of class C? on R such that
- Vr € R7 Xe(x) € [07 1]7
- Xe is equal to 1 on [—2¢,2¢]¢ and to 0 on [—¢,¢€].
Define the function u by
Y € PIR), u) = [ fal’xo(e) du(o)
Then, u satisfies the assumptions of Corollaries 1, 2 and 3 with v = 1.

Proof. An easy computation shows that u has a linear derivative given, for all p € Pg (RY) and v € R?, by

2 u(w)(v) = ol xe (o),

which is clearly of class C2. Moreover, one has for all u € Pg(R?) and v € R?
d _
Vi € Po(R), Yo € R, Bysuli) (v) = Sogn(v)|ol’~ xe(v) + ol X, (0)

Thus, the condition in Remark 1 is satisfied, i.e. for all u € Pg(R) and v € R
J

Do —u(p)(v)| < C(L+ [o]" M g5).
Moreover, we have for all yu € Pg(RY) and v € R?
0 _ _
B ufy0)(v) = B8 — Dsgn(w)ol’xe(v) + o x(v) + 2B58n(0) ol XL ().
The right-hand side term is clearly bounded on R, and thus Assumption (2) in Theorem 1 is satisfied with
~ =1 by the mean value theorem. O

We can easily deduce the following extension of It6’s formula in the case where the function u depends also
on the time and space variables. Let us introduce N2 another Poisson random measure on [0,7] x R? with
Lévy measure v2 such that [ By 2|+ dv?(z) < 400, for some v/ € (0,1]. Then we define

t t B t
Yt::Yo—l-/ b§d8+/ Hz(s,z)N2(ds,dz)+/ K?%(s,2) N*(ds, dz),
0 0 /B 0o JB¢

where Yy is Fy-measurable, b?, H? and K? are predictable processes with

T T
/ |b§|ds+/ / |H?%(s,2)]? dv?(2)ds < +00  a.s.
0 0o JB
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Theorem 2 (Extension of Itd’s formula). Instead of (2.2), (2.3) and (2.4) in Assumptions (M), (J1) and
(J2), we assume that

IE|X0|B + Esup |bs|BV1 —1—/ E sup |K(t,z)|5 dv(z) +/ Esup(|ﬁt||z|)l+7 dv(z) < 400, (2.6)
t<T Be <T B, (<T

with 3 < 1+ . Moreover, we assume that for all ¢+ € [0,7] and z € R? K(-,z) and H(-, z) is almost surely
continuous at ¢.

Let u: [0,T] x R? x Ps (R?) — R be a continuous function satisfying the following properties.

(1) For any p € Ps(RY), z € R? u(-,z, ) is continuously differentiable and d;u is continuous on [0,7] x
R% x Pg(RY). Moreover for any ¢ € [0, 7], 1 € Ps(R?), u(t, -, u) is of class C! on R? with d,u continuous
on [0,7] x R? x Pg(R?) and such that d,u(t,-, u) is v/-Hélder continuous uniformly with respect to t
and p.

(2) For any t € [0,T], z € RY, the function u(t, z,-) admits a linear derivative %u(t, x,)(+) such that %u
is continuous on [0, 7] x Pz(R%) x R? and for all compact K C R? x Pg(R?), there exists Cx > 0 such
that

vt € [0,T), Y(z, 1) € K, Yo € RY, < Cie (1 + [v]?).

2t 1))

Moreover, we assume that for any ¢ € [0,T], z € R?, p € Pg(Rd), %u(t,m,,u) is differentiable with
respect to the space variable and such that av%u is continuous on [0,7] x R? x Ps(R?) x RY.
(3) If v > 0, for any compact K C R? x Ps(R%), there exists Cxc > 0 such that

vt € [0,T), Y(z, p) € K, Yo,0 € RY, av%u(t,:n,,u)(v) - &,%u(t,aﬁﬂu)(v') < Cxlv =",

(4) For any compact K C R? x Pg(R?), we have

Bl
Gv%u(t,x,u)(v) du(v) < +oo if f> 1,

sup sup /
t€[0,7] (z,pn) e JRE

sup sup sup &;iu(t,:ﬂ,u)(v)

< 4oo if <1
te[0,T) veRd (z,u)EX om
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Then, the function (t,x) € [0,T] x R? +— u(t,x, ) is of class C', with dyul(t,-, ;) +-Holder continuous
uniformly with respect to t. Moreover, we have almost surely for all ¢ € [0, T

U(t, }/ﬁ ,Ltt) - U(O, Y07 /’LO)

= /t Oru(s, Ys, p1s) ds + /OtE <OU%U(S,YS,M5)(YS) .58> ds
/ / : i ul(s, Yo, 1) (X o= + K(s,2)) - %ws,n,us)(z)] dv(z) ds

u(s, Yy, pis) (X o— + H(s,2)) — iu(s,Ys,/ucs)(Ys—)
VAL z

S guls Vo) (K,) Hs,)| avlayas ()
¢ t
+/ Opu(s, Yy, ps) - b2 ds +/ / u(s, Yo + K%(s,2), ps) — u(s, Yoe, pis) N*(ds, dz)
0 i
t ~
+ / / u(s, Y- + H2(s, 2), ps) — u(s, st,,us)./\ﬂ(ds, dz)
0 JB;

t
T / / (s, Yy + H2(s,2), 1s) — (s, Y- 1s) — Ouus, Yo jts) - H2(s, 2) dv?(2) ds,
B

where (Q, F,P) is an independent copy of (Q, F,P) and (b, H, K, X) is a copy of (b, H, K, X).

Before proving It6’s formulas of Theorem 1 and Theorem 2, we gather in the next section some useful
properties of the process X and on its flow (u:);. We also introduce the localization of X that is at the heart
of our proof.

2.2. Preliminary study of the process and localization. We introduce the driving Lévy process Y defined

for t € [0,T] by
t B t
Yt::/ / z/\/(ds,dz)+/ / 2N (ds,dz). (2.8)
0 JB 0o /B¢

The jumping times of Y of size greater than 1 are denoted by (Tn)n and the associated jumps (Z,,),, are defined
for all n > 1 by

Zy = AYTn =Yy — YT;'
It is well-known that (T},11 — Tj), are ii.d. with common distribution exponential of parameter v(Bf) and
I/
that (Z,), is independent of (T},), with common distribution ( Bc) We can write for all ¢ € [0, 7]

t e o] Ny
0 i n=1 B n=1

where N; = Z 17 < is the associated Poisson process. Let us begin with the continuity of the flow (),
k=1

Proposition 1. There exists a constant C' > 0 such that for all stopping time 7 and for all 0 < s <t < T,
one has

E|Xinr — Xonr|”

(E/st|bu|ﬁ“du>ﬁi <//B Hr, =) du(2) >

L
+

+E//c (r,2)|Pdv(z)dr| . (2.9)
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Thus, the map t € [0,T] — p € Pﬁ(Rd) is continuous. Moreover, we have the following uniform in time
moment estimate

Esup | Xy|? < +o0. (2.10)
t<T

Proof. For the drift term, we work in L#V1(Q). In fact, Jensen’s inequality ensures that

tAT
/ b, du
SAT

Then, a discussion on the relative position of 7 with respect to s and ¢ yields

tAT
/ b, du
SAT

The compensated Poisson integral is treated in L'*7() since 8 < 1+ +. The Burkholder-Davis-Gundy (BDG)
inequality together with the fact that 1+~ < 2 imply that

Av1

tAT
E gCE/ by [PV du.
SAT

BVl

t
E < CE/ by [PV du.

tAT

- SAT -
H(r,z) N(dr,dz) — / H(r,z) N(dr,dz)
0 B

B1

1+'\f tAT 2"{
<C (/ / (r, 2)|* N (dr, dz)>
By
iy
2

=CE > H(r, AY,))?

SATLr<tAT

<CE Y [H(rAY) (2.11)

SAT<r<tAT

tAT
—CE/ / |H(r, 2)|*™ N (dr, dz)
By

tAT

= CE/ / \H (7, 2)|" T dv(z) dr
SA B1

< C’E/ / |H (7, 2)|"7 dv(z) dr
s JB;

Finally, for the Poisson integral, we work in Lﬁ(Q) and we begin with the case 8 < 1. In this case, the same
computations as done for the compensated Poisson random integral yield

tAT
K(r,2) N(dr,dz) Z K(Ty,, Zy) s/\T<Tn<t/\T
By

<CIE/ /c (r, 2)|? dv(z) dr (2.12)
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Let us now deal with the case 8 € (1,2]. Writing artificially the Poisson integral as a compensated Poisson
integral and using BDG’s and Jensen’s inequalities, we deduce that

B
E

tAT
/ K(r,z) N(dr,dz)
SAT Bf

B B

tAT -
<C E/ K(r,z) N (dr,dz)| +E
sAT J BY

tAT
/ K(r,z)dv(z)dr
sAT J BY

8
tAT 2 tAT
<C |E / / \K (1, 2)[> N(dr,dz)| + E/ / K (r, 2)|° dv(2) dr (2.13)
SAT < SAT ¢

AT AT

<C :ﬂz/sw/f K (r, 2)|P N (dr, d=) +IE/SMT/% K (r, 2)|P du(2) dr]

tAT
< CE/ / |K (1, 2)|° dv(z) dr
s i

AT
t

< C’E/ / |K (1, 2)|? dv(2) dr.
s JBf

We have thus proved that (2.9) holds true. From this, we deduce that the map t +— p; € Pg(R?) is continuous
using the dominated convergence theorem and Assumptions (M), (J1) and (J2).

For the moment estimate (2.10), Jensen’s inequality gives that

t BVv1
/ bs ds
0

The upper-bound is finite owing to Assumption (M). For the compensated Poisson integral, we work in L'+7(Q)
since 8 < 1+ 7. Reasoning as in (2.11), it follows from BDG’s inequality that

sup

T
< CE/ |bs|PVE ds.
t<T 0

14y

" CE </0T/B |H(s,z)|2/\/'(ds,dz)> ’

T
< CE/ / |H (s, 2)|""7 dv(z) ds,
0 Jm

which is finite thanks to Assumption (J1). Finally, for the Poisson integral, we have
E sup

t B8 T 5
sup / K2 A (s, ) gE(/O / f|K<s,z)|N(ds,dz>) |

Reasoning as in (2.12) if 5 < 1 and as in (2.13) if 5 > 1, one deduces that

E sup
t<T

/t H(s,2) N(ds,dz)
0 /B

E sup
t<T

s T
< C’E/ / K (s, )| du(2) ds.
0 Jis

t
/ K(s,2) N (ds,dz)
0 JBe¢

The upper-bound is finite by Assumption (J2).

We now localize the process X.

Definition 2 (Localized process and approximate flow). Let us introduce the sequence of localizing stopping
times (7},),, defined by

T, := inf{t € [0,T], | X;| > nor|H,| > n} AT,
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where H was introduced in Assumption (J2). Then, we define the localized process X" and its flow of measures,
for all t € [0,T], by
Vi€ [0,T], X{" := Xyar, and pf = L(X]). (2.14)

Remark 2. Since X is a cadlag process and H is almost surely locally bounded, it is obvious that almost
surely T,, = T for n bigger than a random constant.

Let us start with the continuity of the sequence of approximate flows (u™),, and a uniform moment estimate
as in Proposition 1.

Proposition 2. We have
supE|X]? — XF — 0, (2.15)
n s—t

which yields the continuity of ¢ € [0,T] — u} € Ps(R?) for all n > 1. Moreover, the following uniform moment
estimate holds true

Esupsup | X7'|? < +oo0. (2.16)
n>1t<T
Proof. 1t follows immediately from Proposition 1. O

We can now state the main approximation result that we will use to prove Theorem 2.5.

Proposition 3 (Approximation). We have almost surely sup | X]" — Xi| - 0. Moreover, for all ¢t € [0,T7,
tST n—-+00
Pg(RY)
i = M.

Proof. The first point is a direct consequence of the fact that T,, = T for n large enough (see Remark 2). For
the second convergence, we show that E|X]* — X;|? — 0 for any t € [0,7T]. For the drift term, we work in
LAV1(Q) and apply the dominated convergence theorem. Indeed, (T},),, converges to T and the domination is
a consequence of Assumption (M) by Jensen’s inequality. We now deal with the Poisson integral which can
be written as

[e.e]
> K(Th, Zi)lg, <y, -
k=1

Since the sum is almost surely finite, it is clear that for ¢t < T

o o
> KTk, Zk) g, <onr, Nl > K(Th, Zi)1g,
k=1 k=1
We conclude with the dominated convergence theorem. For the domination, one has

o0
< KTk, Z) g <

k=1
_ /()T/g K (5, 2)| N (ds, d2).

The right-hand side term belongs to L reasoning as in (2.12) if # < 1 and as in (2.13) if 8 > 1 with Assumption
(J2). Eventually, for the compensated Poisson integral, we work in L'*7(€2). It follows from BDG’s inequality
that

o
> K(Tw, Zk) g conr,
k=1

14~

tATy, . t ~
E / H(s,z) N (ds,dz) — / H(s,z) N (ds,dz)
0 B1 0 JB1

1ty

tATy, 2
<CE </ / |H(s,2)|* N(ds,dz) ds)
t B1

AT},
< CE/ / |H (s, 2)|"™ dv(z) ds.
t B1
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The upper-bound tends to 0 owing to the dominated convergence theorem and Assumption (J1). O
We end this preliminary section with a compactness result on the sequence of approximate flows (u");,.
Proposition 4. The set {u}, n > 1, ¢ € [0, T]} is relatively compact in Pg(R%).

Proof. Let (ug})r be a subsequence of {uj', n > 1, € [0,T]}. Up to extraction, we can assume that s, —

s € [0,T)]. If there exists ko such that nj = ny, for infinitely many k& > 1. The continuity of t € [0,T] — ,u?ko
allows to conclude that along this subsequence

Ps(RY)  ny,
n
:u‘s: — Us 0.

Otherwise, we can assume that ny — +o00. The triangle inequality yields

Wi (g, ps) < sup Wis(g, 1) + We(pg*, ps)-
nz

The first term of the right-hand side of the preceding inequality converges to 0 owing to Proposition 2, as well
as the second one because of Proposition 3. O

2.3. Proof of Itd’s formulas of Theorem 1 and Theorem 2.

Proof of Theorem 1. In 1t&’s formula (2.5), there are three types of integrals: the drift term, the small jumps

term coming from the compensated Poisson integral and the big jumps term stemming from the Poisson in-

tegral. They will be always treated separately in the proof. Let us fix t € (0, 7] and prove It6’s formula at time ¢.
Step 1: All the terms in It6’s formula (2.5) are well-defined.

If B > 1, the drift term is well-defined since Holder’s inequality implies that

T T 1/8 T Ji 1/
/ E ds < <IE/ INE ds> <E/ ds> .
0 0 0

The right-hand side term is finite thanks to Assumption (M) and Assumption (3) in Theorem 1 since (i¢)se[o,7]

aviu(/‘S)(XS) - bs

1)
om 8@%“(#3)()(8)

is compact in Pﬁ(Rd) by Proposition 1. If 5 < 1, Assumption (3) in Theorem 1 ensures that there exists C > 0
0
Oy =—u(ps)(Xs) - bs

such that
T
E
/0 om

which is finite thanks to Assumption (M). We consider now the big jumps term in (2.5). The growth condition
in the definition of the linear derivative (see Definition 1) and Assumption (J2) ensure that

T
ds < CE/ |bs| ds,
0

) 0
E | —u(ps)(Xs- + K(s,2)) — —u(ps)(Xs-)| < C [ 1+Esup | Xs|® + |K(s,2)]? ]
om om s<T

The right-hand side term belongs to L'([0, T] x B{, ds®@v) because of the moment estimate (2.10) in Proposition
1 and Assumption (J2). We finally focus on the small jumps term. Note that if v = 0, since we have assumed
that 8 <+ 1, then § <1 and Assumption (3) in Theorem 1 ensures that for all compact K C Pg (RY), there

exists C such that for all v € R?, we have

sup < Ck.

neK

05 u(i)(v)

m

Thus, the mean value theorem gives that for all s € [0,7] and for all z € By

D) (X H(s,2)) — () (X,-) — H(s, 2) - Do pu(ua) (X )| < OJH (s, 2) (2.17)

= C|H(s,2)|'™.
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If v > 0, then (2.17) holds true. Indeed, it follows from Taylor’s formula and Assumption (2) in Theorem 1
that for all s € [0,7] and z € By

o) Xy 4 H52) — o) () = H(s.2) Oyl (X, )|
1

- / [&,%u(,us)(Xs +rH(s,2)) —av%u(,us)(Xs)} H(s, 2)dr (2.18)
0

< C’|H(s,z)|1+7.

Assumption (J1) allows us to conclude that the small jumps term is well-defined.
Step 2: It6’s formula for X".

We fix n > 1 and we aim at proving It6’s formula (2.5) for the localized process X" defined for all ¢ € [0,T]
by X{* = Xiat,. For m > 1, we define a subdivision of [0, ¢] by

k
Vk € {0,...,777,}, tzl = Et

We will omit the index m and denote by (tx); this subdivision. By definition of the linear derivative, one has
for all k € {0,...,m}

1
i)~ ) = [ B (GuG,) - 5N ) dr (2.19)

where M} := T+ (1 —r)ug , omitting again the dependence in n and m. Let us denote by F' the function
s=u(MPF). We can apply the standard Ito formula for F and X™ which yields for all ¢ € [0, 7]

tAT,
FOX) = POG) + [ V() b ds
0
tATy
+/0 /% [F(XJ- + K(s,2)) — F(X1)] N(ds, dz) (2.20)
tA\Ty B
+/0 /B1 [F(XI + H(s,z)) — F(X)] N(ds,dz)

tATh
+ / / [F(X 4+ H(s,z)) — F(X~)— H(s,z) - VF(XI.)] dv(z) ds.
0 B1
Now, we aim at taking the expectation in the previous formula. The compensated Poisson integral is centered.
Indeed, almost surely for all s € [0, AT),) and for all z € B;
XI |+ |H(s, 2)| < 2n,

by definition of T),. Thus, the mean value theorem ensures that for some constant C,, > 0 depending only on
n and F, we have almost surely for all s € [0,¢ A T},) and for all z € By

F(X] + H(s,2) — F(XI) < CulH(s. 2)

Thus, by definition of T, and by Assumption (J1), one has almost surely for all s € [0,¢ A T},) and for all
z € B
|F(X™ + H(s,2)) — F(X™)]* <n?Cy|z)?.

From this inequality, we deduce that

tATy,
IE/ / [F(X™ + H(s, 2)) — F(X™)? du(z) ds < +oc.
0 B1
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It follows that the compensated Poisson integral is a true centered martingale. For the Poisson integral, we
use the growth property of F' coming from the definition of the linear derivative. One has

PXT + K(s,2)) — F(X™)| < C (1 +sup X, 1P + K (s, zwf) .
s<T
Thus, Assumption (J2) and the moment estimate (2.10) in Proposition 1 prove that
tATy
E/ / IF(X™ 4 K(s,2)) — F(X™)| dv(z) ds < +o0.
0 i
This yields

tAT,
E /0 / PO K (s,2)) = FOG)] A 02

tATn
= E/O /% [F(X 4+ K(s,2)) — F(X1)] dv(z) ds.

Taking the expectation in the other term of It6’s formula (2.20) can be done arguing as in Step 1. It follows
that

EF(XP) = EF(X?) +E / N OV F (X - by ds (2.21)
0
tA\Ty
+E /0 / (PO K (sy2) = FX)] () s

tATy
VE / / [F(X™ + H(s, 2)) — F(X™) — H(s, ) - 9yF(X™ )] dv(z) ds.
0 B1

Recall that F is equal to 2-u(MPF). Thus, by using (2.19) and (2.21), one has

m—1

u(pp) —ulpg) = > ulpf ) — ulup) (2:22)
k=0
= Il + I2 + 137

where

)
v Mk X7 - s )
0 5mu( )(XE) - bsdsdr

S~

I
3
L
o\
>,

=
3
s >
3

e
Il
o

iu(Mf)(X;Z + K(s,2)) — %u(M,{“)(X;Z )] dv(z) dsdr,

oy
1
3
L
o\
>
=
e
> ®
=
T
| — |
[«
3

B
Il
o

M X+ H(5,2) ~ oou(ME )

&
Il
3
L
o\
>,
=
T3
3
=5
3
S

e
Il
o

)
—H(s,2) - Op—u(MPF)(X™ )] dv(z) dsdr.
om
Our goal is now to let m tend to infinity in (2.22). For the small jumps term I3, it can be rewritten as
ol A A O v/l
I3 = E —u(M™® X" +H — — (M"Y (X
o= e[ [ [gamnt e ton + ps2) — gt

—H(s,z)- &,%U(MTL’”S/” )(Xg)} dv(z) ds dr,
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since |ms/t| is equal to k if and only if s € [tx, tx41). The continuity of the flow s +— u? € Pg(R?) ensures that
for all € [0,1] and s € [0, ]

Mpel

m——+00

The continuity of %u and av%u on Pg(R?) x R? implies that

) 0 )

v [ms/t] n Y [ms/t] ny _ . v |ms/t] n
(M) (XT 4 H(s,2)) — s u(ME)(X) — Hs, 2) - By o u(ME™/ ) (X )
o DX H(s,2) () (XD~ H(s, ) - Do) (X2,

Note that the set {vu? + (1 —v)u?, s,t € [0,T], v € [0,1]} is compact in Ps(R?) thanks to Proposition 4. As
done at the end of Step 1 in (2.17) and (2.18), Assumption (2) in Theorem 1 implies that the integrand in I3

is bounded, up to some multiplicative constant, by |I§ s|1T7|z|*7. Assumption (J1) proves that this quantity
belongs to L'([0,1] x [0,t] x By x Q,dr ® ds ® v ® P). Thus, the dominated convergence theorem ensures that
I3 converges, when m — +o0, towards

tATh
B[ G+ H s 2) ~ S0 — 20X | do() .
Using the same arguments, we prove that

B [ [t + KGe2) = aGnon) | dee) s

From the growth condition in the definition of the linear derivative, we deduce that almost surely for all
s€0,T],re[0,1],z€ B;,neN

‘%u(Mf)(X? + K(s,2)) — U(Mf)(X;L*)

1)
— §C’<1+sup|Xs|ﬁ+|K(s,z)|ﬁ> .
om s<T
The upper-bound belongs to L([0, 1] x [0,t] x Bf x Q, dr ® ds ® v ® P) by Assumption (J2). This justifies the
use of the dominated convergence theorem, as we did for I3. Finally, I; can be handled in the same way, the

domination being an immediate consequence of the localization of the process and the continuity of av%u.
Letting m tend to infinity in (2.22), one has for all t € [0, 7]

u(pi') — u(pg)

_E / n (a 55 w(p)(XP) - b8> ds (2.23)
+E/T/[ XL+ K(5.2) — () (X2)| dv(z) s
+E/MT”/B [ J(XT 4 Hi(s, z))—%u(us)(X") 9, %u(us)(X") H(s,2)| dv(2)ds
ﬁm+@+£.

Step 3: It6’s formula for X.
Our goal is now to let n tend to infinity in Ito’s formula (2.23) for the localized process. For the left-hand
side term of (2.23), we have already seen in Proposition 3 that for all ¢ € [0, 7

Ps(RY)
By e
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The continuity of u on Ps(R?) ensures that u(u}') — u(y). For the right-hand side of (2.23), let us start with
the limit when n tends to +oo of Aj. It follows from the continuity of av%u and from Proposition 3 that
almost surely for all s <t

5 B
@)%U(MS )(Xs ) ’ bslsSTn n—>_+>oo av%u(:us)(Xs) < bs.

For 5 < 1, we use the dominated convergence Theorem justified by Assumption (3) in Theorem 1 and Assump-
tion (M). For 3 > 1, we conclude with a uniform integrability argument in the space L([0,t] x ,ds ® P).
Indeed, note that b € L5([0,t] x ) and

t

supE /

n>1 0

thanks to Assumption (3) of Theorem 1 and the relative compactness of {u?, n > 1, s < T'} of Proposition 4.

Thus, the sequence (8y52-u(ul)(X™?) - bsls<t, ), is uniformly integrable in L'([0,¢] x Q,ds @ P). We have thus
proved that

B/

1)
v i Xn ]-s )
0 5mu(lus)( s) <T» ds < 400

t
5
4 E /0 Ou () (X;) - by ds.

We now focus on the big jumps term As. The continuity of %u and Proposition 3 prove that almost surely
for all s € [0,t], z € Bf

0

5w (X + K (s,2)) - %u(u?)(X?—)

The growth assumption in the definition of the linear derivative together with Assumption (J2) ensure that
for all s € 0,t], z € Bf, n e N

D) (X K (5,2)) — pou() (X,

n—+oo dm

) 0
() (X + K(s,2)) - —U(u?)(X;‘)‘ e (1 +sup [ X, + |K (s, z>|ﬁ> .
m om s<T

Using Assumption (J2) and the moment estimate (2.10), one has

¢
E/ / <1 + sup | X, | + \K(s,z)\ﬁ> dv(z)ds < +o0.
0 ¢ s<T
Thus, the dominated convergence theorem yields

t
) )
Ao B (K Ko, ) (06| dvte) s

Eventually, we let n tend to infinity in the small jumps term Ag thanks to the dominated convergence theorem.
For the domination, we use the compactness of (u™), given by Proposition 4 and Assumption (2) in Theorem
1. Reasoning as in the end of Step 1 in (2.17) and (2.18), we have almost surely, for all s € [0,t], z € By, n € N

D u() (XD 4 H(s,2) — ) (XL ) — 0o u)(XI) - H(s,2)| < OIH (s, 2)/7.

om s

It follows from Assumption (J1) that the dominated convergence theorem can be applied. It yields

tATy
s e[ ) (X H52) = () () = 05l (X, ) - H(s, )| avto) as.

——+00

We conclude the proof by taking the limit n — 400 in (2.23). O

Proof of Theorem 2. It is enough to prove that the map (t,z) € [0,T] x R? — u(t,z, ji;) is of class C'. Then,
we conclude by applying the standard 1t6’s formula for this function and for the process (Y;); since O u(t, z, jut)
is v/-Hélder continuous uniformly in time. Let us fix £ € R? a compact subset, z € K, t € [0,T] and h € R
such that ¢t + h € [0,T]. We have

U(t + h,x,/,tt+h) - U(t,x,,ut) = [U(t + h7x7,ut+h) - u(t7x7,ut+h)] + [u(t7x7,u't+h) - U(taﬂfaﬂt)] .
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The continuity of dyu on [0, 7] x R? x Pz(RY) ensures that

1 1 t+h
Eu(t + h, @, o) — u(t, @, pegn) = E/ u(s, z, pietn) ds
t

— 0, t.x ).
heo0 tu( s &y t)
Then, LlSiIlg It0’s formula of Theorem 1, we obtain that

U(t, z, Mt-i-h) - U(t, z, Mt)

_ /t T <8véiu(t,x,,us)(Xs)-bs> ds (2.24)

2t 1) (X + (s, 2) 5ot 1) (X, )

—&,%u(t,aﬁﬂus)(Xf) - H(s, z)] dv(z) ds.

First, note that the function (s, t,z) € [0,T]*xK — E (9, 22u(t, x, 15)(X;) - bs) is continuous. Indeed, it eas-
ily follows from the continuity of &,%u and b, the fact that for all ¢ € [0,T], X;,- = X; almost surely, and from a
uniform integrability argument. The uniform integrability of the family (av%u(t, x, ps)(Xs) - bs)s,t,xe[O,TPxIC
comes from the integrability assumption on b and from Assumption (4) in Theorem 2. It follows from the
dominated convergence theorem that the function

(s,t,2) € [0,T)? x K E [%u(t,x,us)(Xs + K(s,2)) — %u(t,x,us)(Xs)} dv(z)
B

is continuous. Indeed, the domination is easily deduced from Assumption (2) in Theorem 2, the assumption
on K and from (2.10). Finally, the function
(s,t,z) € [0,T)? x K —

1) 1) 1)
IR ot ) 4 H(5.2) = St (X ) = Oy gou(tn i) (X ) - H(s,)] ()

is also continuous using the dominated convergence theorem. Indeed by, Assumption (3), we find that almost
surely for all z € K, z € By, s,t € [0, T

o) (X H(5,2)) = ot i) (X, ) = Bt o) (X ) - Hs.2)

< C'sup(|H,]|2)"1.
s<T
This shows that

1
E(u(t7 xz, ,U,H_h) - U(t, xz, ,U,t))

f:S/BCE [%u(t,x,m)(Xt +K(t,z) - %u(t,x,,ut)(Xt,) dv(z)

J ) J
+ /31 E [%U(t,%ut)(Xt +HH(2)) = soult, @, ) (X)) = Ovg—ult, @, i) (Xi-) - H(t, 2) | dv(2).
We have thus proved that ¢ € [0,T] + u(t, z, yi;) is differentiable and that u(t, -, y1;) is continuous on [0, 7] x R

and satisfies 1td’s formula (2.7).
O
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3. BACKWARD KOLMOGOROV PDE ON THE SPACE OF MEASURES AND EMPIRICAL PROJECTION

In this section, we use our Itd’s formula to derive the backward Kolmogorov PDE on the space of measures
associated with a general Lévy-driven McKean-Vlasov SDE. More precisely, it describes the dynamics of the
associated semigroup acting on functions defined on the space of measures under regularity assumptions on it.
In the Brownian case, it has been done in Chapter 5 of [CD18a] and in [CARF21b|. Let us introduce Z = (Z;);
a Lévy process on R% which has the following Lévy-Ité decomposition

Zy = /Ot /Blz./\N/'(dS,dz) —I—/Ot/fz/\/'(ds,dz), (3.1)

where N is the associated Poisson random measure with Lévy measure v. We fix our assumptions on the Lévy
process Z. We assume that there exists 8 € (0,2] and 7 € [0, 1] with 5 < 14+ and such that the Lévy measure
v satisfies the following properties.

(J1°) We have

/B 12|57 d(2) < +o0. (3.2)
1
(J2°) For all t € [0,T], Z; has a finite moment of order £ i.e.
/ 2% dv(2) < +oo. (3.3)
By

Note that we can always take v = 1 by definition of a Lévy measure. We are interested in the following
McKean-Vlasov SDE on the time interval [0, 7]

dX; = bt(Xt, ,ut) dt + O't(Xt— s ,ut) dZy,
Mt = ﬁ(Xt), (34)
Xo=¢&€ Lﬁ(Q,fo),

where b : [0,7] x R? x Pg(R?) — R? and o : [0, 7] x R? x Pg(R?) — R4 are measurable.

We make the following assumptions on the McKean-Vlasov SDE (3.4).

(H1) There is weak existence and uniqueness for (3.4) for any initial distribution pg in Pg(R9).
(H2) If B > 1, there exists C' > 0 such that for all t € [0,7], z € R? and u € Ps(R?)

(2, )] < C (1 + [z + Mp(p))
ot (z, p)| < C(1 + Mg(p)), (3.5)

where Mg(p) = ([ga z[° d,u(x))% .

If B < 1, there exists C' > 0 such that for all t € [0,7], z € R? and u € Ps(R?)
‘bt(l’aﬂ)‘ < Ca
lov(z, )] < C. (3.6)

(H3) The coefficients b and o are continuous on [0, 7] x R? x Pg(RY).

Note that under these assumptions, Lemma 4.1 in [FL21] ensures that (u); belongs to C°([0,T]; Ps(R?)) and
that

E sup |X|° < +ooc. (3.7)
te[0,7

The action of the semigroup associated with (3.4) is given in the following definition.

Definition 3 (Semigroup). For a function u : Pg(R?) — R, the action of the semigroup associated with the
McKean-Vlasov SDE (3.4) on the map u is given by ¢, defined by

m:{ 0,T) x Pg(RY) — R

(top) > u(LXE)), (3.8)
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where ﬁ(X;*C_t’” ) denotes the distribution of any solution to (3.4) at time T starting at time 7' — ¢ from a
random variable ¢ with distribution p. This makes sense by the well-posedness assumption (H1) for (3.4).

Theorem 3 (Backward Kolmogorov PDE). Assume that (H1), (H2), (H3) are satisfied and that the function
¢y, satisfies the following properties.
(1) The function ¢, belongs to C([0,T] x Pz(R9);R), O;¢, exists and is continuous on (0,7] x Ps(R%),
and finally 3¢, and 9, 3>, exist and are continuous on (0,7] x Ps(RY) x R

(2) If v > 0, for any compact K C Pg(Rd) and a > 0, there exists C' > 0 such that for all 4 € K, z,y € R?
and t € [a, T

) 0
Ot 1)(0) = g1, | < Cl ="

(3) For any compact K C Pz(R?) and a > 0, we have

sup sup /
t€la, T pe JRE

sup sup sup
t€[a,T] pek veRrd

B/

5
Ovs—0u(t, w)(v)|  du(v) < +oo if f>1,

0o tult, 1))

<400 iffg <1

Then, the function ¢, satisfies for any ¢ € [0,7) and u € Pz(R?)

¢u(T —t, M)|t:T = u(lu)v .
where the operator .%; is given, for any s € (0,7] and p € Pg(Rd), by
Zidu(s, 1)
= [0l )0 (v, o)
)
-/ / [ Sulos )W+ 00, 1)2) — (s, 1)0) | d(2) dn(w) (3.10)
R4 c m

0 1)
L ot (e)2) = 5l ) (0) = g, 100) - (a0, )2) | () du)
Rd J B, m om
Proof. First, note that by definition of ¢, and thanks to the well-posedness assumption (H1), the function

t €[0,T] = ¢u(T —t, ) is constant. Differentiating with respect to ¢ the function t — ¢(T — t, u) thanks to
It6’s formula of Theorem 2, one has for all t € [0,T)

0= —0ipu(T —t, 1)
/ o8 ¢u —t, ) (v) be (v, ) dpe (v)
[ / [ )0+ oo )2) = (T = )] ) )
[ [fmoe =t o m)2) = 5o =)0

—avimm@ o)) (Jt(v,ut)Z)] v (=) dps(v)

We conclude the proof by noting that the flow of measures (u;); associated with the McKean-Vlasov SDE
(3.4) can be initialised at time t with any measure u € Pg(R). O

Let us recall the definition of empirical projection.
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Definition 4 (Empirical projection). Fix u : P (RY) — R. For all N > 1, the empirical projection uN of u is
defined for all z = (z1,...,2x) € (RD)N by

uM () = (@),

N
where 7Y = % E O -
Jj=1

We also state the following Lemma on the regularity of the empirical projection. The proof is completely
analogous to that of Proposition 5.91 of [CD18a].

Lemma 1. Let u : Pﬁ(Rd) — R be a function admitting a linear derivative %u satisfying the following

properties.
(1) For all p € Pg(Rd), Lu(p) € CHR%GR).
(2) The functions 0, 6 u and 812}%u are continuous on Pg(RY) x Re.
(3) For all v € R?, the function u € Ps(RY) 31)5—U(M) (v) has a linear derivative

o 0
/ / d
which is C! with respect to v’ and such that E?v 50 5fnu is continuous on Pg(RY) x RY x RZ

Then, for all N > 1, the empirical projection u” of u is of class C2. Moreover, we have for all & =

(z1,...,2x) € (RHN and 4,5 € {1,... N}

1 )
Dui (a1, an) = - Ds (N (),
and
Oy, 00 )= Loy 20, @) @i ) + 1y ) ()
T ;U (L1,..., TN —N2 Ulém vému He :Ehx] 1= ]N x5 U Mg 33‘] .

We consider now the mean-field interacting particle system associated with the McKean-Vlasov SDE (3.4).
The goal is to approximate in some sense Zu(fily ) by the generator of the particle system applied to the
empirical projection u” of u. This will be crucial to prove quantitative weak propagation of chaos using the
Kolmogorov backward PDE, as explained in Chapter 5 of [CD18a).

Let us denote by (Z™), an i.i.d. sequence of Lévy processes having the same distribution as Z = (Z;)¢, and
by (X#), an i.i.d. sequence of random variables with common distribution uo € Pg(R?). For a fixed integer
N > 1, the system of N particles associated with (3.4) is defined as the solution to the following classical SDE
on (RH)N

dx;N = bt(X’ NNy dt+ o(XPN EN ) dzj, Vi <N,

iy =4 Zaxg,N, (3.11)
=1

XN = X3
We can write for all « < N and for all ¢ € [0,T]

Zl = // 2 Ni(ds,dz) + // 2 N(ds, dz),
B ¢

where NV is the Poisson random measure associated with Z*. Then, we set for all ¢ € [0, T
Z}
¥ = | ¢ | e®)™
zY
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As the Lévy processes (Z7),, are independent, the process (ZY); is a Lévy process in (R%)V. Tts Poisson random
measure NV and its Lévy measure vV are defined as follows. For all ¢ : [0,T] x (R)N — R*, one has

T N ot
/ / (b(s,w)NN(ds,d:c):Z/ #(5,0,...,0,2;,0,...,0) N*(ds, dz;)
0 J(RHN = Jo JRrd

N t )
-y /0 [ 605,20 V" (ds, ), (3.12)
=1

where &; := (0,...,x,...,0) € (RON for x € RY, where = appears in the i-th position. For all ¢ : (R)Y — Rt
one has

N
x) dv (x) = x;)dv(x). 3.13
f o f@ 8N @) > J 0@ dve) (313)

Note that since (Z"),, are independent processes, for all t € [0, T], the support of the random measure NV (¢, dzx)

is contained in
N-1

U {0pa}’ x R x {0pa}¥ 17 € (RN
=0

Let us define for all t € [0, 7], = (z1,...,7y) € (RHN

bt(xlyﬂ]mv) O't(ilﬁl,ﬁév) 0 0
by (x) := : e RHYN oN(x):= 0 0 c RNdxNd
(o, iz ) 0 0 oylan, 7))
1,N
X,
Thus, writing XtN = : , SDE (3.11) defining the particle system can be rewritten as
NN

t
AXY = b (XP)dt + o (X2 dZ,

(3.14)

Let us recall the definition of the stable operators (L;); associated with the particle system (3.11). For any
f: (RHN — R of class C? and for any x = (z1,...,zy) € (R)YN, we define L, f by

Lif(x) := by(x) - V() +/ fl@+ox)z) = f(x) = V(@) (00(2)21)5)<1) dV(2). (3.15)

(RN

Proposition 5. Let u : PB(Rd) — R be a function satisfying the assumptions of Theorem 1 and Lemma 1.

Assume moreover that %%u and 81,/%8@%u exist and are uniformly bounded on Pg (R%) x R? x R?. Then,
we have for all ¢ € [0,7] and for all x = (z1,...,zy) € (RN
1 & ) 5
LtuN(xl, ceTN) = ,,%tu(ﬁg) + N kZ_l /]Rd /0 %u(mfzw)(:ﬂk + Ut(azk,ﬁiv)z) — %u(mfzw)(xk)
i)+ o, Y)2) — (Y o) | dwd(z)
om ® e dm

= Ly ) + O (%) :

k

where my, ,, = wﬁiat(wﬁg)gk + (1 —w)El.
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The last term is interpreted as an error term and we will have to control it to prove our propagation of chaos
estimates in Section 4.

Proof. We easily check that we can apply the operator L; to the empirical projection u” thanks to the regularity

assumptions. It yields for all = (x1,...,zy) € (RN
1 & 5
N,y —N —N
al 1, 6
37 g ay5,) — ul) = g w) - o)1) ()
k=1
1 = 5
_ —N —N
=N ;bt(xkaﬂw )av%u(ﬂw ) (k)
ey // (om0 ouCon,EY)2) — (k. o) )
Rd m mtzu] xk Ut xk?uw 5mu mt xk
)
- av%u(ﬁg)(l’k) : (Ut(ﬂfkyﬁiv)ﬁ\z\gl) dw dv(z)

N 1
_ 1 ) _ 0
~Zu)+ 5 3 [ [ gt oo m)2) - Futmd ) @)
k=1

N [%u(ﬁg)(m + oy(zk, iy )z) — %u(ﬁg)(fﬂk) dw dv(z).

It remains to show the bound on the error term between Liu(x) and Zu(m)). We split the domain of

integration R of the last integral into By and BYf and we first consider the integral over Bf. Defining mf sy =

rmf,z,w (1 —r)ay =my + rwuwﬂT (@)5, Ve have

1
/f /0 %u(mﬁz’w)(xk + gt(xk,ﬁév)z) - %u(mﬁz,w)(xk)

- [+ oo )2) — )| dwdn(z)

TN / : /[o 1P [5m S U ) @k + 00w, Tig )2, 2+ 0@, i )2) (3.16)
) X N
_%%U(mt@,w,r)(wk + oz, Iy )2, xk)] dr dw dv(z)
k _N 6 6 &
N /c /0 2 [5m 5m w(my, ) (T, T + 0 (Tp, g )2) — %%u(mtzwr)(xk,xk)} dr dw dv(z).

Since 2~ is uniformly bounded and v(B{) < 400, we deduce that

k o 9 k

_N 0 o <
/c /0 2 |:5m 6mu(ms,z,w,r)(‘rk7 Tp + Ut(xky Mg )Z) Sm 6mu(ms,z,w,r)(‘rk7 xk):| dr dw dV(Z) =

=S

For the integral on Bj, one has
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1
/Bl /0 %u(mﬁz,w)(xk + oy, TN )z) — %U(mfzw)(xk)
_ [%u(ﬁg)(azk +ou(wn, iy )2) — %U(ﬁg)(ﬂﬁk)] dw dv(z)

1) 1)
[ ] (o utinke o + oo )20, 0 o+ b)) - vl )2) didw ()
B: [071]2 5m 5m

1 0 0 _ _
=5 o L [ mts o o Bt ot )2

5. 6 _ _
- %av%u(mf,z,wm)(xk + hO't($k, M:ZI:V)Z7 ﬂfk):| ’ (O-t(xkv MwN)z) dr dh dw dl/(Z)
. 1 1) 1) k N —N —N
w5 Lo [ttt o + o T+ )N T
oz, TY)2) dl dr dh dw dv(2).

We conclude the proof using that ¢ and 9,520, 52-u are uniformly bounded and that [ B, |22 dv(z) is finite.
O

4. PROPAGATION OF CHAOS FOR A MEAN-FIELD SYSTEM OF INTERACTING STABLE ORNSTEIN-UHLENBECK
PROCESSES

We now study a nonlinear stable Ornstein-Uhlenbeck process driven by an a-stable process with « € (1,2),

written, for ¢ > 0
t ~
Zy = / / 2z N (ds, dz).
0 JRd

We assume that Z is non degenerate in the following sense. Writing y = 70 € R? with » € RT and § € S4 1,
where S denotes the unit sphere in R?, the Lévy measure v of Z decomposes as
dr
v(dy) = du(0) 17

where 1 is a non-zero finite measure on S*'. We assume that v satisfies the following non-degeneracy assump-
tion.

(ND) There exists > 0 such that for all A € R¢
WP < [ 10 dute) (1.1)

Let A, A', B € My(R) be matrices of size d x d such that B is invertible, § € [1,a), and & € LP(Q, Fy) with
distribution g € Pg (R%). We study the following nonlinear SDE on the time interval [0, 7]

{ dX; = (AX,+ A'EX,)dt + BdZ,

Xy —e (4.2)

Note that weak uniqueness holds for SDE (4.2) i.e. the distribution of (X;); depends only on the distribution
1o of Xy and not on the random variable X, chosen.

We consider the mean-field system of interacting Ornstein-Uhlenbeck processes associated with (4.2). Let
us denote by (Z"),, an ii.d. sequence of a-stable processes having the same distribution as Z = (Z;), and
by (X#), an i.i.d. sequence of random variables with common distribution uo € Pg(R?). For a fixed integer
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N > 1, the system of N particles associated with (3.4) is defined as the solution to the following classical SDE
on (RH)N
. 1 X
dXPN = AXNdat+ A=N" XV dt + Bdzi, Vi< N
t t + N ; t + t > AN, (4.3)
XN = X3
We now state our quantitative weak propagation of chaos result in the next theorem.

Theorem 4. Let C be the class of continuous functions u : Ps(R?) — R admitting two linear derivatives %u

and %%u such that %u(u) and %%u(u) are Lipschitz continuous with Lipschitz constant smaller than 1.

Then, there exists a constant C' = Cp independent of u € ¥ and N > 1 and non-decreasing with respect to T’
such that for all u € € and N > 1, we have

B JuGr) ~ uur)]| < CEWAGR ) + O (44)
and
E(u(i) — u(pr))| < CEWA(E, o) + o (4.5

Note that in the particular case where the initial distribution o belongs to Po(R?), we have

E(u(fy) — ulur))| < Na T (4.6)

Remark 3. e The initial data terms can be handled using [FG15], in particular in the case where g has
more moments than 3. Indeed, one has if 1o € P,(R%)

1
N—%+N—(1—a), if d=1 and ¢#2,
_ (11
EW1 (T s o) < C N=:In(l1+N)+N (1 q>, if d=2 and q#2,
1
N—5+N‘(1—a), if d>3 and gq# 7%

e Let us denote by [[¢||Lip := sup,, w for ¢ : R — R. The set

{qs : Pg(R?) — R, Jp: RY — R, with [|¢]|nip < 1, and ¢(u) = /Rd odp, Y € Pg(Rd)}

is contained in C. This allows quantify the convergence with respect to Wj. More precisely, for the
mean-field limit, we have by the Kantorovich-Rubinstein theorem and if g € Po(R?)

sup Wi([X; "), ) = sup  sup  |Be(X;") - / o dp
t€[07T] tG[O,T} P ”QO”LipSl R

N
1
= sup sup |E (N Z¢(vaN)> _ /Rd o duy

tG[O,T} P, ”QOHLHDSl

= sup  sup E/ pdi —E | odu
tel0T o, lpllp<t | JRe

= sup sup [E@(E) — Eo(u)]
te[0,T] o, lellLip<1

< i

- No—-1’

since the constant C' in Theorem 4 is non-decreasing with respect to T
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Remark 4. In order to obtain our estimates of propagation of chaos, we follow the method mentioned in
Chapter 5 of [CD18a] (pages 506 — 508). We need to apply the operator L; associated with the particle system,
defined in (3.15), for the empirical projection x € (RH)N — ¢, (t,7L) of ¢,, which was defined in Definition
3. In order to use the backward Kolmogorov PDE satisfied by ¢,, we need to control the difference between
Lidu(t, 7Y ) and L ¢, (t, i), as done in Proposition 5. However, the assumptions on %%gbu are not satisfied.
Indeed, for this interacting Ornstein-Uhlenbeck system, we can only show (see Proposition 6) that for any fixed
t € (0,7, p € Ps(RY), and v,v" € R?

5 5 / / /
< oull, v)| < C(1 : 4.
L Gut, m)(0,0)| < O+ ol + o]+ ol o' (1)

This is due to the unboundedness of drift which is only at most of linear growth with respect to = and p. The
error term in (3.16) is not directly well-defined since [pq |2|* dv(z) = +00. To get around this difficulty, we will
consider in a first step truncated versions of the operators L; and .Z; by removing the big jumps of the noise.
Namely we replace v by the restriction of v on the ball By, where N is also the number of particles interacting.
We refer to (4.20), (4.21) and (4.23) in the proof of Theorem 4, where the terms are not well-defined without
removing the big jumps.

We thus set for ¢ € [0, 7]
t o~
ZNny = / / 2N (ds,dz). (4.8)
0 /By

Then, we consider the McKean-Vlasov SDE (4.2) driven by Zy. The solution to this SDE is denoted by (X )¢
and satisfies

{ dXN,t = (AXN,t + A,EXN’t) dt + B dZNﬂg, (4 9)

X() = f € Lﬁ(Q,f()).

We denote by pn; the distribution of Xy, and by ¢n, the solution to the backward Kolmogorov PDE
associated with the McKean-Vlasov SDE (4.9) defined in Definition 3.

Before proving the preceding theorem, we state in the following proposition regularity properties and bounds
on ¢y, that we will use.

Proposition 6. For all v € ¢ and N > 1, the function ¢y, satisfies the following properties.

(1) The function ¢y, belongs to C°([0, T] x Ps(R9); R), 0;¢n ., exists and is continuous on (0, 7] x Ps(R%).
Moreover %(ﬁN,u’ av%mu and 83%(15]\/,“ exist and are continuous on (0,7 x Pg (RY) x R,

(2) The functions %80%(;5]\1,“ and Oy %&,%gb]\m exist and are continuous on (0,77 x Ps(R?) x RY x R4

(3) There exists three continuous functions on (0,7 denoted by g1, g2 and g3 such that gy is globally
bounded on [0,T] and go € L'(0,7) which satisfy the following properties. For all u € C, N > 1,
t € (0,7, p € Ps(R?) and v,v" € R?, one has

é gl(t)7

1)
Oy %ﬁbN,u (t, 1) (v)

56 ,
av’%av%(b]\f,u(tu M)(Ua v ) S gZ(t)7 (410)

< g3(1).

1)
ag%¢N,u(t7 w)(v)

The proof is postponed to the Appendix (Section B).

We can now prove the propagation of chaos estimate for the interacting Ornstein-Uhlenbeck processes.
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Proof of Theorem 4. We assume that the matrix B equal to the identity I; since it does not change anything
to the proof. Let us fix N > 1. As we did in (4.8) for Z = (Z;);, we remove the big jumps of the i.i.d. copies
(Z"); of Z by defining for all i € N and t € [0, T]

t ~ .
A ;:/ / 2z N'(ds,dz).
’ 0 JBy

For the sake of clarity, we set for t € [0, 7], z € R? and u € P;(R?)
b(x,pn) = Ax + A'/ zdu(x).
R4

Then, we consider (Xpy;); the nonlinear Ornstein-Uhlenbeck process driven by Zy together with X ]J\\; =
(le\}];[, e ,X]Z\\,f’tN ): the associated interacting particle system, i.e. the solutions to

dXni = b( XNy, ) dt + dZyy,
pne = L(XNg), (4.11)
XN70 = f c Lﬁ(Q,fo),

and

dXJZV]\t[ = b(XNt,uNt)dt—l—dZNt, Vt € [0,T], Vi < N,

N, = NZ<5 ot (4.12)

i, N
Xt = XO.

Let us emphasize that we remove the jumps that are bigger than the number of particles N. Recall that the
operator £y associated with (4.11) defined in Theorem 3 is given, for all s € [0,7] and u € Pg(R?), by

Lona(on) = [ Orzomalsun)(v) (o) o) (4.13)

b amomae @ 2) = ol )(0) = s nals,m)0) 2] () duto)
R J By om m

In order to establish (4.4), our aim is to control E|¢y (T —t, 1Y) — ¢u(T — t,1t)|, for t < T uniformly in N.
We decompose it in the following way

Elonu(T — t, 77 ) — dnvu(T — t, )|
<Elpnu(T — 1) — dnu(T — AN )| + Elon (T — 6, 7iN ) — Onu(T —t, 1ing)]
+Elonu(T —t, uny) — dnu(T — 1, p1e)|.

Since 80%(;5]\[’“ is bounded on [0,7] X PB(Rd) x R? uniformly in N by Proposition 6, we deduce by the
Kantorovich-Rubinstein theorem that for some constant C' > 0, we have for all N > 1,¢ € [0,T), u,v € Ps(R?)

‘¢N,u(T - taﬂ) - ¢N,u(T - t7 V)’ S CWl(,U*a V)'
Thus, we obtain

Elpnu(T — .77 ) — dnu(T — t, )| < CEWL (T, N 4) + Elénu(T — 7N y) — nu(T — t, in)|
+ CEWi (1N, poe) (4.14)
=: A + Ay + As.

First, we deal with A;. Note that we can write

t t _
Xy = xfN = /0(b(X]ka,ﬁ%S)—b(Xf’N,ﬁéV)ds+/0 / 2 N¥(ds, dz).
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Using the fact that b is Lipschitz continuous on R? x P;(R%), one has for all ¢ € [0, 7]

t
EXyy —xPY < /OEyX]’; —XkN]ds+/ ZE\X}VZ XJNyds+// 2| dv(2)

t t 1 N )
< EIXyY — XBV)d / =D EXL -
<C /0 ’ N,s s ’ s+ 0 szl ‘ N,s

Na—l

Gronwall’s inequality ensures that there exists a constant C' = Cr depending only on 7" and such that for
any t € [0,T]

k,N E,N
EW; (7, N,) < —ZEIX XN < S (4.15)
k=1
We follow the same lines of reasoning to treat As. Indeed, writing for all ¢ € [0, T]
¢
Xova = X = [ (WX sins) = BXe ) ds + / | = Ras.ae)
0 C
we deduce as previously that there exists C' = Cp > 0 such that for any ¢t € [0, 7]
C

EW1(pn, e, p1t) < No 1 (4.16)

It remains to treat the term Aj in (4.14). Using Lemma 1 and the regularity properties satisfied by ¢y
stated in Proposition 6, we obtain that the function (¢,2) € [0,7) x (RN s ¢n (T — t,TY) belongs to
CH2([0,T) x (RHN). Moreover, for all t € [0,T) and & = (z1,...,2y5) € (RN, we have

1 av%QSN,U(T - tvﬁﬁ)(fnl)
8m¢N,u(T_t7ﬂ]wV) = N :

O 5= dNwu(T — t, i ) (zn)

We denote by NV the Poisson random measure associated with ZY = (Z',..., ZN) defined in (3.12) and
by vV its associated Lévy measure defined in (3.13). Applying the standard Ito formula for this function and
the (R%)V-valued process (X]]\\,[’t)t and noticing that the map ¢ € [0,7] — ¢n(T — t, un,y) is constant, we
obtain that for all ¢ € [0,T)

ONu(T — 7N y) — dnal(T — t, pive) — (Onu(T T ) — Onu(T, o))
/ 8tngu -5 ﬁ%,s) ds
1 _N iN iN N
o ; [ e = s O XYY ) s
t
N —N —N N
+ /0 /(BN)N |:¢N,u(T — Saﬂxg’s;i-z) — oNu(T — S,ng,f) — OzONu(T — S7MX1]\\;,37) cz| dvN(z)ds

t
—~N
[ [m,u(T—s,n%N )~ bl — s )]N (ds, dz) (4.17)
0 (Bl)N N,s— N,s—

t
—~N
+/ / [<Z5N,u T— S,ﬁN — ONu(T — s,ﬁN ] N (ds,dz
0 J(Bax\B)N ( Xx’s,-l-z) ( Xx’si) ( )
=y + o+ I3+ 14+ Is.
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Note that

t
u T — 7_N - u T — 7_N d N d
/0 /(BN\Bl)N |:¢N7 ( ’ NXﬁ,S*ﬁ_Z) o, ( ’ NX%S* ):| v (=) ds

is well-defined. Indeed, recalling that for h € R, h~j =(0,...,0,h,0,...,0) € (RHN
j-th coordinate, one has

t
I S

, where h appears in the

AT T ) — ol — s, >' N (2) ds
N,s—

- (bNu SaﬁN s ) ¢N,u T — SaﬁN ‘ dv(z)ds
Z/ /BN\B1 XJI\\TI,S*—FZl) ( XJI\\,iS,) ( )
1 . .
<< quu —s,mi )XW+ hz)| |z] dwdv(z) ds
N = Jo Jexm ’

¢
§C’/ gl(T—s)ds/ |z dv(z),
0 Bn\B1

where mf;%w = wE%N vz T (1- w)ﬁ%]\, . We conclude since g; is bounded by Proposition 6.
N,s— K

N,s—

Using the form of the Lévy measure of the particle system in (3.13), we can write

I3—Z/ /B |:¢Nu S7ﬁ%x ,+z~i)_¢N’u(T_S7ﬁ%x 7)

1 — 7
505 ¢Nu( W%g )(XN-) - 2| du(z)ds

NZ [ ] [ovatr = s+

; i 1 _ i
—5—¢Nu< —som ) (XR) = 50 2 (T — 5, )(X o) - 2| dwdv(z)ds,

N,s—
where mszw—wuXN - +(1— )/LXN

. In order to make appear the backward Kolmogorov PDE (3.9),
we decompose I3 in the followmg way

N 0 —N
I - / /R /B N[ bl = 8T o+ 2) = Fonull = s.%x )@

1)
av—m,u(T—s,ﬁ%g )(z) - 2 d()duxw (z)ds

- 5 | n
u - XZ’N7 —_— u T — s, 7 X?n B
/ /B / |:5m¢N szw)( N,s +Z) 5m¢N, ( S ms’z,w)( N.s )
1=1 N
— “»N 0 _N i,N
+ ¢Nu( — S ,uxN )(XNS )_ 5m¢N,u(T— S,/Lxx 7)(XN787 —|—z) du)dy(z) ds
=: I3,A+I3,B-

Since (XX ) selo,] is cad-lag, we deduce that almost surely for almost all s € [0,]

N _ =N _ =N
//'Xg NXII\\{S HN,s-
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Thanks to the backward Kolmogorov PDE (3.9) in Theorem 3 applied with 5 € [1,a) and v = 1 and justified
by Proposition 6, one has

¢
L+ I+ 134 = / —0ipNu(T — S,ﬁ%s) + ZNoNu(T — S7ﬁ%,s) ds
0
=0.
Thus, we obtain the following decomposition

ONu(T — TN ,) — ONal(T =t pne) — (dnu(T 700 ) — dnu(T, o))
—ii/t/ [ [aomal® = somi YOGS ) @ — st O
-5 2 Jy Jon Jo 5 O $,mg ) (X - + 2 5 PN 8, 2 ) (X o

g _N iN 0 _N iN
+ %QSN,U(T — s,,uXIJ\\;yS )(XN’S,) — %ng,u(T - S,uxx,s )(XMS, +2)| dwdv(z)ds

' —N
+ /0 /BN\Bl |:¢N,U(T — S)ﬂ%]f\\;&i_kz) - ¢N,u(T — S,ﬁ%N ):| j\f (ds,dz) (418)

N,s—

t
—~N
+ / / |:¢N,U(T - syﬂ%N +z) - ¢N,U(T - syﬂ%N ):| N (d87 dZ)
0 JB; N,s— N,s—
=I3p+ 14+ Is.
It follows that for all ¢t € [0,T)

Elonu(T — t,Tin,) — dnul(T —t, une)| < Elonu(T, 1) ) — dnvu(Ts po)| + E(|3,5] + | Iu] + I5]).  (4.19)

We treat each term separately. For I3 g, we write

I3

1~ [ 5 .
N (O w T — , i XZ’N7
N ;/0 /BN /[071}2 [8 5m¢N’ ( § ms,Z,w)( N,s + hz)

1) _N i\N
- av%(ﬁN,u(T_SaNXN )(XN787 —|—h2’):| Zdhdwdy(z) ds

N,s—

N ot
_ 1 0 0 i iN iN
N ;/o /BN /[0,113 [6ma” S PNl = 8ms 2 ) (X o+ e, X+ 2) (4.20)

o o ; iN iN
— %&,%qﬁN,u(T — s, m8727w7r)(XN’s, +hz, Xy - )} zdr dhdw dv(z) ds

N
1 t 5 5 | » N
= — = Uy — uT—, gsz X77 ,X’7
N ;/0 /BN /[0,1]4 [av 5ma 5m¢N’ ( 83 M 2w, ) N,s + hz N.s +k‘z)z}
- zdk dr dhdwdv(z)ds,

0 o 0 =N — =N N ;
where my , . 1= rmyg o, + (1 — r)uXIJ\\], = ,uXIJ\\r,F + rw,uXIJ\\],S e We deduce that there exists a constant

C > 0 independent of N such that for all t € (0,77

N ¢
1
ElI3 | < — E// go(T — s 2|? dv(z) ds
fanl< g 8 [ [l o)lePavta)
C

<

T (4.21)
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Let us recall that mi,z’w = wﬁé\f( N Lz T (1- w)ﬂ% ~ - It follows from the Cauchy-Schwarz inequality and

N,s—
the L?-isometry of compensated Poisson random integrals that there exists a constant C' > 0 independent of
N such that we have for all ¢ € (0,T]

1
2

2
t —~N
IE|I4| <|E </ / ‘qu,u(T_Svﬁf)V(N +z) _¢N,u(T_s7ﬂf)V(N ):| N (dS,dZ))
0 (Bl)N N,s— N,s—

-(z=[,

-(2=) ],
< <§:E/;/Bl%|gl(T—8)|2C’2|z|2du(z)ds>§

i=1

¢N,u(T_Saﬁ§x 7+5i)_¢N7U(T_S’ﬁ§x 7)

2 2
dv(z) ds> (4.22)

2 2

dv(z)ds

/ %ng,u(T —s,ml ) (XN + hz) - zdhdw

<<
SUN
Finally, for I5, BDG’s inequalities and the fact that 1 < a < 2 yields for all ¢t € [0,T)

t
E|I5|§ E //
0 J(Bn\B1)N

o

—~N @
T =gy yz) = OnulT = 5,Tixx ﬂ N (ds,dz>> )

1
t 2 5 a
<C (E / / , (T_syﬂ%N +z) _¢N,u(T_Svﬁ§N ) NN(dS,dZ)]
0 (BN\Bl)N N,s— N,s—
é < ) (T - 87ﬂ%1\f +z) - ¢N,U(T - 87ﬂ%1\f ) NN(dS, dz)) (423)
BN\Bl N,s— N,s—
1
= ENI / / ! &,iqﬁ]\/,u(T —s,m. w)(X]i\’,]\s[, + hz) - zdhdw| dv(z)ds )
pa gy [N Jpap om ” ’
Z / / —q (T —s)| |z|%dv(z)ds
Bn\B1 N
;
= Nl_é .

As a consequence of (4.18), (4.21), (4.22), (4.23), and the fact that (o« — 1) A4 > 1 — 1 we have for a
constant C' > 0 that for all N > 1 and ¢t € [0,T")

1
In(N)ea
E‘¢N7U(T - tvﬁ%,t) - ¢N,u(T - t?:u'N,t)’ < E’¢N,u(T, ﬁév) - ¢N7U(T7 IU’O)‘ +C ]él—)l :

@

(4.24)

Note that our assumptions ensure that the function ¢, (7,-) is Lipschitz continuous with respect to the
Wasserstein metric Wi uniformly with respect to N. It is a consequence of the Kantorovich-Rubinstein theorem
since %qﬁ ~Nu(T, ) is Lipschitz continuous uniformly with respect to p and N by Proposition 6. We thus obtain
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foral N >1,t€(0,T)

1
In(N)=
BlonT — %) — owlT — i)l < CEWI Y o) + O (425)
Using (4.14), (4.15), (4.16) and (4.25), we deduce that for all ¢t € [0,T)
1
In(N)«
Blona(T — ) — (T — b, )| < CEWI(, o) + C o)™

We conclude the proof of (4.4) by letting ¢ tend to 7" thanks to the continuity of ¢n,. The second estimate
(4.5) is also proved. Indeed, coming back to (4.18), we see with the previous computations that I, an I5 are
centered because of the martingale property of compensated Poisson random integrals. Thus, we obtain that

E(onu(T — t,7iNy) — dnal(T — t, )| < [E(bnvu(T, 100 ) — (T 10))| + ElI3 5.

The initial data term is handled in the same way as previously and the control of E|I3 p| has already been done
in (4.21). We thus obtain that for all ¢ € [0,7)

_ B C
[E(@n (T = 67 ) = onu(T =t )| < CEW (g, jo) + w7

and we conclude by letting ¢ tend to T'. Finally, to prove (4.6) in the case where the initial condition belongs
to P2(R%), we use the same argument as at the end of the proof of Theorem 3.6 page 37 of [CdRF21a]. To do
this, we note that for a constant C' > 0 independent of N, we have for all u € Pﬁ(Rd) and for all v,v’ € R?

0 9

(T, ) (0, 0)| < 1+ [ol) (1 + 0],

thanks to Proposition 6. It yields

=1

’E((bN,u(Ta ﬁév) - ¢N,u(T7 ILLO))‘ <

which ends the proof.

APPENDIX A. ESTIMATES ON THE DENSITY OF A STABLE ORNSTEIN-UHLENBECK PROCESS

Fix Z := (Z;); an a-stable process on R, with a > 1 and having a non degenerate Lévy measure. More
precisely, writing y = 70 € R? with » € Rt and 6 € S !, where S*! denotes the unit sphere in R%, the Lévy

measure of Z decomposes as

dr
v(dy) = du() -7

for 41 a non-zero finite measure on S%~!. In Appendix A, we denote by (-,-) the usual scalar product on R?.
The Lévy symbol associated with Z is given by

v = [ [0~ 1= i) avty).
R4
We introduce, for & € (0, +oc], the truncated symbol 15 defined for A € R by
w) = [ [ - 1-ig)] ).
ly|<6
We assume that v satisfies the following non-degeneracy assumption

(ND) There exists > 0 such that for all A € R¢

WP < [ 1O dulo)



34 THOMAS CAVALLAZZI

Let us denote by N the Poisson random measure associated with Z and by N its compensated Poisson
random measure. For any ¢ € [0,7], we can write

Zt:/t/Rdz./v(ds,dz).
//Z>ta N (du,dz),

where Z' and Z? are independent Lévy processes with Lévy symbols respectively given, for all A € R?, by

BN = V) =2 () and B2 = ¢ 4 ().
We also introduce, for N € N such that N > Ti, the truncated process defined for s € [0,7] by

ZNs = Zs—/ / z/\N/'(du,dz).
0 J|z|>N

Z3 ::/ /1 2z N (du, dz),
0 Jia<|z|<N
Zf\,’s = —/ /1 zdv(z) du.
0 Jta<|z|<N

We have the following decomposition for Zy

Let us fix t € (0,7]. We define Z' = (Zl)

and Z2 := Z, — Z!. Thus, one has

We set for s € [0, 7]

and

Ing =2} + Z3 + Zy,

where the three random variables are mutually independent.

Let A, B € My(R) be two matrices such that B is invertible. The Ornstein-Uhlenbeck process Y := (V});
associated with Z is defined as the solution to the following well-posed SDE

dY; = AY,dt + B dZ,,

starting at ¢ = 0 from 0. Using [td’s formula, one can see that Y can be expressed as
¢
Y; = / =B dz,. (A1)
0

We also consider the Ornstein-Uhlenbeck process (Y +): defined in the same way but with Z replaced by the
truncated stable process Zy. It writes, for t < T

t t t
YN,t — / e(t—S)AB dZs2 + / e(t—S)AB dZAfg\f,s + / e(t—S)AB dZ;IV’S
0 0 0

V24 VE, 4V,
We begin with the existence of a density for the small jumps term Y2 of the truncated stable Ornstein-

Uhlenbeck process Yy.

Proposition 7. For all t € (0,7] the distribution of Y;? has a density with respect to the Lebesgue measure
p2(t,-) which belongs to the Schwartz space S(R?) of regular and rapidly decreasing functions. Moreover, for any
m > 0, and for any multi-index 8 € N%, there exists a constant Crm.g > 0 such that for all t € (0,7, z € R,

one has
g CT7m7 |':L'| o
wp2(t,x)‘ < tTBB <1 + t_l . (A.2)

a
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Moreover, for all v > 0, there exists a constant C' > 0 depending only on T',d, a, 7, 5,7 such that

y—18]

/ @[ 0852 (¢, 2)| dx < Ot (A3)
Rd

Proof. We fix t > 0. Reasoning as page 105 of [Sat99], the characteristic function of 57;2 is given by the function

t
p € RY = ¢y(p) := exp </0 VH(B*e A p) ds) .

Changing variables in v := 7 and p := -, one has for p € R4

t
1
t to - px _sA¥ A* d?"
o¢(p) = exp / / / B e pr0) (B e p, r6) du(6) —7a ds
o Jo §d—1 riTe

1 1 (B toA* tl 9 toA* 1 dp
— oxp (/ / / (BN D) g (B A 8 p0) du(6) o dv)
0 0 Sdfl p

1
= exp </ wl(B*et”A*tép) dv) .
0

Reasoning as in Lemma 3.2 in [CHZ20], there exists n > 0 such that for any ¢q € R?
Re(¢1(q)) < —n(lg|* A lg]). (A4)

We have thus for any g € R?
1 1
exp < / 1 (B ta g) dv)‘ = exp < / Re(v1 (B e tag)) dv>
0 0

1
< exp <—77/ |B*et”A*t§q|a A |B*et”A*t§q|2dv> .
0

We now prove that there exists n7 > 0 such that for all s € [0,7] and for any ¢ € R¢
|B e q| > nrlq| (A.5)
First, note that
|B*esA*q|2 _ (BB*ESA*Q, esA*q>
> e qf?,

for 71 > 0 since BB* is positive-definite because B is invertible. We prove that there exists 72 > 0 such that
for any ¢ € R? and s € [0, 7]

e ql? > 2laf?,
which will conclude the proof of (A.5). Reasoning by contradiction, there exists (s,), € [0, 7] and (gn). €
(RHN with |g,| = 1 for all n and such that for all n

(e5nATgsnA . (A.6)

S

I, qn) <

By compactness, one can assume that (s,), converges to s € [0,7] and that (g,), converges to ¢ € R, with
lg| = 1. Letting n tend to infinity in (A.6), we obtain that ¢ = 0 since e*4 is invertible. This is a contradiction.

Thus, there exists a constant ny > 0 such that for any ¢ € R and t € [0,T]

1
exp </0 ¢1(B*et”A*q) dv> ‘ < exp (—77T|q|°‘ A |q|2) ) (A7)



36 THOMAS CAVALLAZZI

This proves that the characteristic function of Y;? is integrable. It follows that the distribution of Y;? has a
density with respect to the Lebesgue measure denoted by $%(t,-) and given, for all x € RY, by

~ 1 —i({x ! * tvA*  ~
p2(t,az) = W/Rde (@r) exp (/0 V1 (B*e! A tip)dv) dp

Changing variables in ¢ := ta p yields

d
~2 o i / _i<q’£> /1 * tvA*
p(tz) = 2 Jo © exp | | Y1(B*e™” q)dv | dg.

Let us define for all t > 0 and ¢ € R?

9¢(q) == exp < /0 1 (B ) dv> .

We have proved in (A.7) that for any ¢ € R?

lg¢(q)| < e lal*Alal®) (A.8)
It follows that for any ¢t > 0, p%(¢,-) belongs to C>°*(R%) and that for any multi-index 3 € N¢
S )
" fe 1 T .
P2 (t,x) = @ e e v/ (—iq)’gi(q) dg. (A.9)

Now, we prove that for all t € (0, T] gi € C°(R?). For the derivatives of order 1, we differentiate under the
integral to obtain that for j € {1,...,d}

v *ev * d
q].gt (/ / /Sd . t ABH] < Bret ! @:p9) _ 1> d/‘(&) # dv) gt(Q)v

where [v]; denotes the j—th component of a vector v € R?. This term is well-defined since the continuity of
t € [0,T] — e ensures that there exists C > 0 such that for all ¢ € R%, v € [0,1], € S¢!

eilape™BO) _ 1| < Crlalp. (A.10)

We can easily prove by induction that for any b € N%, 9°g,(q) exists and can be expressed as a linear combination
of terms of the form

N 1 rl M, oA ’ coA 58 d
v i(q,pe o
El/o /0 /Sll[p Bol;, (¢ Lui=1) du(®) 255 dv | gila).

where N > 1, M; > 1 and k; € {1,...,d}.

Using (A 8), we deduce that there exists two constants C' > 0 and D > 1 depending on T" and b such that
for all ¢t € (0,T]

H / / / TL [l (059 1,,.,) A(6) 1 o lu(a)] < C(1+ D)
Sdl,:

Indeed, the only difficulty appears when M; = 1 since fol P p{i% is equal to infinity. However in this case, we
can use (A.10) and the fact that
' o dp
p < +o0.
/0 pl—l—a

This shows that for all multi-index a,b € N¢
sup 198 g¢(q)l| Ly ety < o0 (A.11)
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We easily see that the same controls hold replacing g;(q) by (—iq)?g:(¢). Thus, one has for m > 0

sup sup (1+ o)™ | Fy((=ia) gl @)| <€ Y sup07(~ia) ()
t<T xcRd YENT [y|<m t<T

< 400,

Li(r)

where F; denotes the Fourier transform with respect to the variable g € R<. Using (A.9), it follows that for a
constant C' = Cr, g > 0, we have for all ¢ € (0,7 and for all z € R4

. C 2\
‘86112(,5,3;)‘ < eI <1 + L—J) .

This ends the proof of (A.2). The moment estimate (A.3) directly follows from (A.2) choosing m large
enough and from a change of variables.

0
We can now prove the same results for the Ornstein-Uhlenbeck process Yy .

Proposition 8. For all N > 1 and for all ¢t € (0,77 the distribution of Yy has a density with respect to the
Lebesgue measure denoted by pN (t,-) € C®°(R%R*). Moreover, for any 8 € N¢ and v € [0,a) there exists a
constant C' > 0 depending only on 7', d, a, 1, B, such that for any N € N

/ 21105 (¢, )| do < L. (A.12)
Rd
The same results hold for (Y;); which has a density p(¢,-) satisfying the moment estimate (A.12).

Moreover, for any N > 1 and ty € (0, 7], px belongs to C1>([tg, T] x R?) and p™(t,-), d;p™(t,-) belong to

S(RY) uniformly in time on [tg, T]. More precisely, for all m > 0, and for any multi-index 3 € N%, there exists
a constant Cy) 7, g~ > 0 such that for all z € R?, one has

sup |02p™ (t,2)[ < Cp v (14 [2) 7, (A.13)
te(to, T
and
sup 020" (¢, )| < Coosrmpn (14 []) ™, (A.14)
te(to, T

Proof. Proof of (A.12). Let us fix t € (0,7]. We recall that we have decomposed Yy as a sum of three
independent random variables

Ve =Y2+ Y5, + Y,

~ t t
=Y? —I—/ /1 =4 B2 N(ds, dz) —/ /1 4Bz du(z) ds.
0 Jta<|z|<N 0 Jta<|z|<N

The density of Yy is thus given for all x € R? by
pN(t7 l‘) = E(ﬁ2(t7 r— Y]%,t - Y/]%,t))

The regularity of p™ (¢, -) follows from Proposition 7 by differentiation under the integral. We now fix v € [0, a).
Then, we write

[ a0 o)l de = [ ol B0~ Vi~ Vi)l do

<C [ (Il +EITRI+ EVP) 027 o) da.
R4
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Using the moment estimate (A.3), it remains to prove that for a constant C' > 0 independent of N, one has for
all t € [0,T

E[YR Y +E[Yx,|" < Cta.

For YNt, note that fo f Lo 2| N'(ds, dz) has the same distribution as ta fol flg\z\ |z| N'(ds,dz). This can be

seen easily using the characteristic functions. Moreover, since v < «, we have

|z| N(ds,dz)| < +oo.
1<]2|
We thus obtain that
gl
E|YS. " =E ) =4 B2 N(ds, dz)
’ ta <|z|<N
t PY
< CrE / /1 |z| N (ds, dz)
0 Jta<|z|
< CTt%.
Finally, for ffﬁu, one has
o4 (t—5)A dr !
ElYy," =E . e Bro e du(0) ds
’ ta <r<N Jgd-1 ¢
tl/a 1 t 1A
)ABO du(6) ds
a—1 / /Sd 1 'u( )
< C’TtE.

This concludes the proof of (A.12). The same reasoning holds for the moment estimate of (Y3);.

Proof of (A.13) and (A.14). As in the proof of Proposition 7, we obtain the following expression for the

density of Y,V
N 1 —i(x,p) ! * SA*
p(tz) = ol [, ¢ e Yn(B*e*” p)ds | dp.
(2m)* Jra 0

We follow the same lines as in the proof of Proposition 7. Indeed, reasoning as in Lemma 3.2 in [CHZ20], there
exists 77 > 0 such that for any ¢ € R?

Re(4n(q)) < —n(la|* Alal?), (A.15)

It follows that for some constant 77 > 0, one has for all p € R%, ¢ € [0, T].

t
exp </0 wN(B*eSA*p) ds> < exp(—tnr(|q|* A ]q\2))

Moreover, we prove that there exists C' > 0 such that for any g € R?

YN (g)] < Clgl?, (A.16)



ITO’S FORMULA FOR POISSON STOCHASTIC INTEGRALS AND APPLICATIONS 39

Indeed, using Taylor formula for the first integral, one has

o (g)] < /

ly|<|g|~*

@) —1 —i(q, )| dv(y) + / €@ —1 — (g, y)| dv(y)
lg|~'<|y|<N

< / ClyPlal? dv(y) + / 2 1 lqllyl dv(y)
lyl<l|q|—1 lg| = <]y|<N

< Clal(la™H*™* + |q|* + Cla|(|g|~)>"
< Clq|*.

Thanks to (A.16), we prove by differentiation under the integral that p™ € C%*°((0,T] x R%) and that

1 —i{x * * ¢ * _SA*
atpN(t,m) = W/Rde ( ’p>wN(B et4 p) exp </0 Yy(B*e A p) ds> dp.

As for (A.11), we prove that for all multi-index a,b € N, we have

sup
te(to, T

t
paall; <wN(B*etA*p) exp </0 wN(B*eSA*p) ds>>

=: Cyo,1a,b,N < +00.

t
p“(‘)z exp (/ Uy (B*e* A p) ds>
0

L (R) LA(R)

The same reasoning used in the proof of Proposition 7 allows to deduce (A.13) and (A.14).

APPENDIX B. PROOF OF PROPOSITION 6

Proof of Proposition 6. We recall that Xy denotes the solution to SDE (4.9) driven by the truncated stable
process (Zn ). We fix (¢, u) € (0,7] x Pg(R?) and X, a random variable with distribution p. Applying Ito’s
formula for the function f : (¢,z) € [0,4+00) x R? s e~*4x, we obtain that for all ¢ > 0

t t
Xy = e X+ / CHIANEX y o ds + / 1B aAZy .
0 0

By differentiating the map t — e *AEX N,t, we deduce that for all £ > 0
EXy,; = e ATAIEX.
It yields for all t > 0
Xy = e Xo + ( /0 " 1904 grgs(a+A) ds) EXo + /0 Clt-ap dZy 4
=: Xy + K{EXo + Y. (B.1)

The process (Yn ) has been studied in Appendix A. By Proposition 8, for ¢ > 0, it admits a density pv (t,)
satisfying the moment estimates (A.12) and the Schwartz estimates (A.13) and (A.14). Since the moment
estimates (A.12) are uniform in N, we denote Xy by X, for the sake of clarity, and we omit all the subscripts
N. We deduce that X; as a density with respect to the Lebesgue measure depending on the initial data
1 € Pg(R?) and denoted by q(u,t,-). Moreover, using (B.1), we have for all y € R?

pate) = [ plty— s KeM(0)duta). (5.2

where p = p is given by Proposition 8, and M (u) := [pa x du(z), for p € Py(R?).
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We deduce using Proposition 8 that q(p, -, y) is of class C* on (0, 7] and that q(-,¢,%) admits a linear derivative
given for all v € R? by

1)
ool £9)(0) = plty = o = Kb () = [ Dty = e = KM(0) - (50) ).
It is easy to see by differentiation under the integral that for all v,y € R%, one has

5
Ovs—alu,t,y)(v) = — Y oup(t,y — o — KM (u / K{oyp(t,y — e — KM () du(w).

Using Proposition 8, we see that d;g is continuous on Pg(R%) x (0,7] x R? and that 5 q and 0,2 5—q are
continuous on Ps(R%) x (0,7] x R? x R%

Let us fix u € C. Since SDE (4.2) is time-homogeneous, the associated function ¢, is thus given, for any
p € Pg(RY) and for any t € (0,7 by ¢u(t, 1) = u(6(u,t)), where 0(u,t) := q(u,t,y) dy is the distribution of
any solution to SDE (4.2) starting as ¢ = 0 from the distribution u € Ps(R%).

Moreover, reasoning exactly as in the proof on Proposition 2.3 of [CdRF21al, we prove using Proposition 8
that ¢, satisfies the regularity results (1) and (2) of Proposition 6. For the time derivative, one has

da 0m

uu(pat) = [ | S-u001.0))0ua(pt.9)

Moreover, it ensures that for all v € R?

S0 = [ S0, 5 ) (o)
and that
&,im%(t,u)(v) - iuw(u, ) () dyp(t,y — o — KM () dy (B.3)
/R L om0 DRG0ty — e = KM () d(e)

where A* denotes the transpose matrix of a matrix A. Using Proposition 8, we obtain that for all z € R?
/ dyp(t,y — o — KM (p)) dy = 0. (B.4)
Rd
We can thus write (B.3) in the following centered form
0o ult 1)(0)
v m u 7#
0 0
= [ (GO 0)0) ~ a0 )0+ Kb () ) 470y — 40— Kidr(p) dy
Rd m m
] o
[ ] (G000 0)0) = a0 )+ KM() ) Ke0yplty = e — K1) du) d
R4 JRA m m

Using the Lipschitz assumption on %u as well as the moment estimate in Proposition 8, we deduce that there
exists C' > 0 depending only on T, which may change from line to line, such that for any v € R?

Ovsoults 1))

<c / W18, p(t, )| dy
Rd
<. (B.5)
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Similarly, one has for all v € R?

- /Rd <—u(9(u,t))(y) - %U(H(,u,t))(e“‘v + KtM(N))) etA*C?;P(t,y — ety — Ky M(p))et dy.

Using the Lipschitz assumption on 5‘5 u as well as the moment estimate in Proposition 8, we deduce that there

exists C' > 0 depending only on T, such that for any v € R¢

o
2
8v5 du(

<c/ yl102p(t, )| dy

<Ot a. (B.6)

Following again the same lines as in Proposition 2.3 of [CdRF21a], we obtain that for all v € R?, the function
Oy 5= O, (t,-)(v) admits a linear derivative given for all v/ € R¢ by

1) 1) ,
%&;%(ﬁu(ﬂﬂ)(”,v )

6 0
= _/de %%u(ﬁ(u,t))(y,y’) “0yp(t,y — o — KM (u)p(t,y' — et — KM () dy dy’

+/]R3d %%u(@(u,t))(y,y')em Oyp(t,y — ety — KM ()
Ayp(t,y' — ea — KM (p)) - (Kyo') dy dy' dp()

1) .
T /R OB ) () Bp(t,y — o — KoM () K dy

aom

— [ O D)) KDyt — e — KoM () dy

— /Rad %%u(&(u,t))(y YK, Oyp(t,y — € Ap — KM (pu))p(t,y — e — KoM () dy dy dp(x)

+/ 00, 0) (5K Dyt y — € — KM (1)
R

4 Om dm
(Oyp(t,y' — € Al — KM (1)) K dy dy' du(2) dp(z)

+f L 00n )W)l y — e — KD () Ko dy ().
R2d m

By differentiation under the integral, we easily deduce that for all v,v" € R?
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§ .6 .
5mav%¢u(t7 ,u)(v, v )

) " N
:AM%%wW%WW@W”Mwwﬁ%—MMWWMM@my—ww_memwy

Dy

5 8 \
+ / S 5 00 1)) (. ) Oyp(t,y — o — KM () @ Kfoyp(t,y' — e — KM () dy dy' dp()
R3d 0mM Om

o .
+ / 5—u(9(,u, £))(y)et 851)(15, y — e — K, M(p) Ky dy
Rd 0N

b [ SO0, 0) ) K7 Rty — e — KM ())e dy
Rd OM
[ 00 0) e KE Dyt = = KM (1) @ €0,/ = 40! = KM () dy dy )
*AM%ﬁ%wmemymﬁMMy—#%—&MWD
® (K;oup(t,y — o’ — KyM(w))) dy dy' dp(x) dp(a’)

+A-iwmmmwm%ayex—memwwmw

2d OM

It follows from (B.4) that we can write

1) 1)
5 5m

- Qigywmmwywﬁigmwmmw%+mmeﬂu+&MwQ
Yoty — v — K M(p) @ e Oyp(t.y — ' — K M(u)) dy dyf
+AM(iﬁwwmmwng%ggmew%+Kmmmw%+MMw@

A oyp(t,y — o — KM () ® Kfoyp(t,y' — ez — KM () dy dy' du(z)

av’ (Zﬁu(t,,u)(’l),?]/)

S
—

>
—

mm@—gyw%mw%+meQ&W%www%—memwy

B0 )0) ~ S )+ KiM() ) K7 Bplt,y = ! = Kb ) dy

[ (G 00s0)) = S0 )+ KM .40+ KoM () )

K oyp(t,y — e — KM (1) @ eV 0yp(t, y' — €' — KM () dy dy’ dp(x)
%ﬂWmm@d%gig—WmD@%+&M()m’+&MUO
K{Oyp(t,y — e — KoM () © (K{Oyp(t,y' — e’ — KM () dy dy' du(z) du(z’)

1)

UWMW@—%ﬂWMWW%+&MWOKw%H/e$—&MWMMMWﬂ
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5 5§ & . . s
5-u and 5-=-u as well as the moment estimate in Proposition 8, we

deduce that there exists C' > 0 depending only on T such that for any v,v’ € R?

5
SC(/ Iyllaﬁp(t,y)ldw/ Iyllayp(t,y)ldy/ Iayp(t,y)ldy>
Rd Rd Rd

om
<Cta. (B.7)

Using the Lipschitz assumption on

0 /
av’ 80%(;5“(75,,[0(’0,21 )

Note that the right-hand side term belongs to L!(0,7T) since a € (1,2). Thus, (B.5), (B.6) and (B.7) ensure
that the point (3) is Proposition 6 is satisfied. It concludes the proof.
O

Acknowledgements. I would like to thank Paul-Eric Chaudru de Raynal for his supervision, advices and for
his careful reading of the paper.

REFERENCES

[BLPR17] Rainer Buckdahn, Juan Li, Shige Peng, and Catherine Rainer. Mean-field stochastic differential equations and associ-
ated pdes. Ann. Probab., 45(2):824-878, 03 2017.

[Carl0] Pierre Cardaliaguet. Notes on Mean Field Games, from P.L. Lions lectures at Collége de France, 2010.

[Cav2l] Thomas Cavallazzi. It6-Krylov’s formula for a flow of measures. arXiv:2110.05251, 2021.

[CCD15]  Jean-Frangois Chassagneux, Dan Crisan, and Francois Delarue. A probabilistic approach to classical solutions of the
master equation for large population equilibria. hal-01144845, 2015.

[CD15] René Carmona and Frangois Delarue. Forward-backward stochastic differential equations and controlled McK-

ean—Vlasov dynamics. The Annals of Probability, 43(5):2647 — 2700, 2015.

[CD18a] René Carmona and Frangois Delarue. Probabilistic Theory of Mean Field Games with Applications I, volume 83 of
Probability Theory and Stochastic Modelling. Springer International Publishing, 2018.

[CD18b| René Carmona and Frangois Delarue. Probabilistic Theory of Mean Field Games with Applications II, volume 84 of
Probability Theory and Stochastic Modelling. Springer International Publishing, 2018.

[CDLL19] Pierre Cardaliaguet, Frangois Delarue, Jean-Michel Lasry, and Pierre Louis Lions. The master equation and the con-
vergence problem in mean field games, volume 381 of AMS-201. Princeton University Press, 2019.

[CdRF21a] Paul-Eric Chaudru de Raynal and Noufel Frikha. From the backward kolmogorov pde on the wasserstein space to
propagation of chaos for mckean-vlasov sdes. Journal de Mathématiques Pures et Appliquées, 156:1-124, 2021.

[CdRF21b] Paul-Eric Chaudru de Raynal and Noufel Frikha. Well-posedness for some non-linear diffusion processes and related
pde on the wasserstein space. Journal de Mathématiques Pures et Appliquées, 2021.

[CHMO06] Peter E. Caines, Minyi Huang, and Roland P. Malhamé. Large population stochastic dynamic games: closed-loop
McKean-Vlasov systems and the Nash certainty equivalence principle. Communications in Information and Systems,
6(3):221 — 252, 2006.

[CHZ20] Zhen-Qing Chen, Zimo Hao, and Xicheng Zhang. Holder regularity and gradient estimates for SDEs driven by cylin-
drical a-stable processes. Electronic Journal of Probability, 25:1-23, 2020.

[CM17] Dan Crisan and Eamon McMurray. Smoothing properties of McKean-Vlasov SDEs. Probab. Theory Related Fields,
171:97-148, 2017. arXiv:1702.01397.

[CST22] Jean-Frangois Chassagneux, Lukasz Szpruch, and Alvin Tse. Weak quantitative propagation of chaos via differential
calculus on the space of measures. The Annals of Applied Probability, 32(3):1929 — 1969, 2022.

[dRP22] Gongalo dos Reis and Vadim Platonov. Itd6-Wentzell-Lions Formula for Measure Dependent Random Fields under Full
and Conditional Measure Flows. Potential Analysis, 2022.

[DT21] Frangois Delarue and Alvin Tse. Uniform in time weak propagation of chaos on the torus. arXiv:2104.14973, 2021.

[FG15] Nicolas Fournier and Arnaud Guillin. On the rate of convergence in Wasserstein distance of the empirical measure.
Probability Theory and Related Fields, 162(3-4):707, August 2015.

[FL21] Noufel Frikha and Libo Li. Well-posedness and approximation of some one-dimensional Lévy-driven non-linear SDEs.

Stochastic Processes and their Applications, 132:76-107, February 2021.

[GPW20] Xin Guo, Huyén Pham, and Xiaoli Wei. Itd’s formula for flow of measures on semimartingales. arXiv:2010.05288, 2020.

[Gra92] Carl Graham. McKean-Vlasov Ito-Skorohod equations, and nonlinear diffusions with discrete jump sets. Stochastic
Processes and their Applications, 40(1):69-82, 1992.

[JMWO07] Benjamin Jourdain, Sylvie Méléard, and Wojbor Woyczynski. Nonlinear SDEs driven by Lévy processes and related
PDEs. ALEA Lat. Am. J. Probab. Math. Stat., 4:1-29, 2007. arXiv:0707.2723.

[JT21] Benjamin Jourdain and Alvin Tse. Central limit theorem over non-linear functionals of empirical measures with
applications to the mean-field fluctuation of interacting particle systems. FElectronic Journal of Probability, 26, 2021.
[Lio] Pierre-Louis Lions. Cours au Collége de France. https://www.college-de-france.fr/site/pierre-louis-1lions/_course.htm.

[LLO7] Jean-Michel Lasry and Pierre-Louis Lions. Mean field games. Japanese Journal of Mathematics, 2(1):229-260, 2007.


https://www.college-de-france.fr/site/pierre-louis-lions/_course.htm

44

[McK67]
[MMW15]|
[NBK*20]
[Sat99)]
[Szn91]

[TTZ21]

THOMAS CAVALLAZZI

Henry P McKean. Propagation of chaos for a class of non-linear parabolic equations. Stochastic Differential Equations
(Lecture Series in Differential Equations, Session 7, Catholic Univ., 1967), pages 41-57, 1967.

Stéphane Mischler, Clément Mouhot, and Bernt Wennberg. A new approach to quantitative propagation of chaos for
drift, diffusion and jump processes. Probability Theory and Related Fields, 161(1-2):1-59, 2015.

Neelima, Sani Biswas, Chaman Kumar, Gongalo dos Reis, and Christoph Reisinger. Well-posedness and tamed Euler
schemes for McKean-Vlasov equations driven by Lévy noise. arXiv:2010.08585, 2020.

Ken-iti Sato. Lévy Processes and Infinitely Divisible Distributions. Number 68 in Cambridge Studies in Advanced
Mathematics. Cambridge University Press, 1999.

Alain-Sol Sznitman. Topics in Propagation of Chaos, volume 1464 of Lecture Notes in Mathematics, pages 165—251.
Springer Berlin Heidelberg, 1991.

Mehdi Talbi, Nizar Touzi, and Jianfeng Zhang. Dynamic programming equation for the mean field optimal stopping
problem. arXiv:2103.05736, 2021.

UNIVERSITE DE RENNES 1, CNRS, IRMAR - UMR 6625, F-35000 RENNES, FRANCE
Email address: thomas.cavallazzi@univ-rennesl.fr



	1. Introduction
	2. Itô's formula for the flow of measures of Poisson stochastic integrals
	3. Backward Kolmogorov PDE on the space of measures and empirical projection
	4. Propagation of chaos for a mean-field system of interacting stable Ornstein-Uhlenbeck processes
	Appendix A. Estimates on the density of a stable Ornstein-Uhlenbeck process
	Appendix B. Proof of Proposition 6
	References

