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Abstract

Manufacturing strains and subsequent residual stresses are key elements in the behavior of thin-
walled structures, as they induce buckling, warping, and failure. This work proposes a combined
experimental and numerical analysis of these features by investigating the additive manufacturing
of a thin-walled structure using directed energy deposition.

In-situ measurements of temperature and in plan displacement fields during fabrication are
identified over the entire part and all along the process by using infrared and optical cameras. One
novelty of this work is to determine the displacement field without stopping fabrication unlike most
of the existing approaches, which significantly simplifies the monitoring of the process.

In addition, a numerical modeling of the process has been developed to investigate the formation
of residual stresses. One novelty of the proposed approach is to reach reasonably short computation
time, by decoupling thermal and mechanical problems, which is interesting for parametric studies.
Results are relevant, as the computed temperature and displacement fields are in good agreement
with the in-situ measurements. A complementary buckling analysis also shows the ability of the
model to predict when fabrication has to be stopped due to excessive out of plan deflection. The
presented model can therefore be used as a tool to select suitable process parameters for a given
part.

Keywords: Additive manufacturing, Direct Energy Deposition, Digital Image Correlation, In-situ
experiments, Thermo-mechanical simulation

1. Introduction

The Directed energy deposition (DED) additive manufacturing (AM) technology has attracted
significant interest in the recent years [1, 2] as it enables to produce complex thin-walled structures
with significant productivity. As in other AM technologies, the fabrication process involves the
deposition of elementary metal volumes at temperatures significantly higher than the rest of the
structure, which in turn is responsible for manufacturing strains and subsequently residual stresses.
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Residual stresses control is a major challenge in DED, as thin-walled structures are subjected
to warping, buckling or fracture. Thus, prediction and control of residual stresses are key for
the development of the technology and applications in mechanical engineering. Consequently,
there has been a growing interest in monitoring the manufacturing process by installing in-situ
measurement systems [3, 4]. One of the objectives is to link the process parameters to the final
microstructure and residual stresses (see for example [5–10]). However, there is a lack of fast
predictive models of the process to consider extensive parametric studies to fine-tune the process
parameters.

Residual stresses result from incompatible strains due to temperature gradients around the
deposition zone, and are therefore a consequence of coupling between temperature kinetics and
mechanical behavior. Ideally, in-situ observation should track simultaneously temperature and
displacements fields or defects, and a series of results have been published in the last decade.
A high-speed camera has been used to characterize laser-powder interaction in selective laser
melting (SLM) additive manufacturing [11]. Moiré-like method has been utilized during fused
deposition modeling process to retrieve distortions [12]. Surface topography has been measured
by digital fringe projection techniques during SLM [13]. An In-situ multispectral photodetector
has been used for porosity identification [14]. Adaptive vision-based detection of defects has been
performed for DED in [15]. Residual stresses have been estimated applying a non-destructive
post-processing using 3D digital image correlation (DIC) techniques in [16]. Unlike SLM, the
part is easily observable during fabrication in DED, which facilitates the application of in-situ
DIC techniques as reported in [9, 17]. However, these studies rely on painted speckle patterns that
necessitate to interrupt fabrication, wait for the part to cool down completely before applying the
paint and resume fabrication, which is very limiting for monitoring purposes. On the contrary,
[18] used the natural contrast of the part to perform the DIC without paint. However, fabrication
was interrupted to focus the camera.

In-situ experiments have also been developed for temperature measurements. Infrared ther-
mography has been employed to study the influence of the melt pool temperature and cooling rates
on microstructure evolution of 316L stainless steel [19, 20], or to estimate temperature fields of
thin-walled parts obtained by gas metal arc welding (GMAW) [21]. In addition, thermocouples
fixed under the build platform, and infrared pyrometers have been used to validate simplified
numerical simulations [22, 23].

Despite of the coupling of the thermo-mechanical problem, only few studies have addressed
simultaneous in-situ measurements of temperature and displacements. In [24], thermocouples,
infrared imaging, displacement sensors and DIC techniques have been jointly employed to provide
temperature and displacement fields in laser solid forming process. However, DIC is not performed
on the part but only on the build platform using a painted speckle pattern.

The quantitative estimation of residual stresses necessitates not only a precise measurement of
temperature and displacement fields but also a numerical simulation of the entire manufacturing
process. One of the major difficulties stems from thermal and mechanical coupling at the origin of
residual stresses, involving a wide range of time and space scales, ranging from the local scale of the
fast moving high temperature melt pool with temperature gradients and cooling rates of the order
of 106 to 107 K/m, and 104 to 105 K/s respectively, to the global scale of the manufacturing time of
several hours and the centimeter-sized parts. On the one hand, many papers focus on very detailed
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simulations of the process, especially powder melting, the hydrodynamic problem determining
the melt pool shape, and crystallization during cooling (see for example [25–32]). However, such
numerical simulations are computationally costly and are often limited to a single layer. On the
other hand, macroscopic simulations have been developed in order to simulate the entire process
(see for example [6, 9, 17, 24, 33–39]). Nevertheless, these methods are computationally too costly
to be applied to the modeling of complete structures, and are therefore inappropriate for parameter
optimization.

As a consequence, there is a need for fast numerical simulations of the process for the compu-
tation of residual stresses during fabrication and after releasing of the build platform. Simplified
linear thermal analyses have been proposed in [22, 40], combining the image source method with
the Rosenthal solution for a semi-infinite plate [41]. These methods are limited to simple flat-wall
geometries and neglect heat sources due to solidification. Recently, a fast numerical approach has
been proposed for the fully coupled thermo-metallurgical problem and applied for the manufactur-
ing of thin-walled structures by DED [23, 42], which enables to consider complex geometry. This
approach was used to predict grain growth during DED additive manufacturing [43] based on fast
grain growth models [44, 45].

The aim of this work is to conduct simultaneous infrared and visible light in-situ imaging
of a thin-walled part during fabrication, and to provide a numerical strategy to estimate residual
stresses. A first novelty is to perform the DIC on the entire part without stopping fabrication by
only using the natural roughness of the part (i.e., without painted speckle pattern). Moreover,
the DIC algorithm is applied backward in time. Thus, the reference configuration is the final
part when all matter has been deposited and the final configuration is the deposition of the first
layer, which enables to cover the complete deformation history of the complete part. A second
novelty is the numerical strategy to compute the mechanical response and residual stresses, which
is based on a weak coupling of thermal and mechanical problems and based on the temperature
computation strategy developed by Weisz-Patrault [23]. Residual stresses during fabrication are
then computed by post-processing the thermal field within a finite element (FE) model, where the
structure has been represented by shell elements. Thus, both the thermal and the FE model can
rely on different time and space descriptions, which enables to significantly reduce computation
time in comparison with a fully coupled thermo-mechanical model. Indeed, high cooling rates
during solidification imply extremely fine time steps for the thermal problem, although structural
mechanical effects take place at the scale of the entire structure, and do not necessitate such a
fine time discretization. In addition, to capture mechanical structural effects, the entire geometry
should be considered, although the thermal problem can be efficiently solved by exploiting specific
simplifying assumptions, which enables to reduce the geometry dimension (e.g., heat fluxes are
mostly aligned with the build direction, see. [23]). Therefore, the proposed model enables to reach
short computation time, for instance only 20 min are necessary to simulate the construction of 30
layers of a 100 mm long thin-walled structure using a laptop with a 7-cores processor running at
2.7 GHz. Moreover predictions are in good agreement with experimental measurements. This
opens up the perspective to answer parameter optimization problems.

This paper is organized as follows. The experimental setup, emissivity calibration for the
infrared camera, and the backward DIC procedure are detailed in section 2. The following
section 3 presents the fast numerical simulation of the process, which enables to quantify residual
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stresses at all stages of the manufacturing process. The comparison between experiments and
numerical results as well as general remarks are discussed in section 4. In addition, a linear
buckling analysis is provided to capture the interruption of fabrication due to excessive deflection,
and a post-buckling analysis is provided to capture the final shape of the part. Conclusive remarks
are provided in section 5.

2. Experiments

2.1. Fabrication
The material under scrutiny is a MetcoClad™ 316L-SI stainless steel, whose chemical com-

position is provided in table 1. This grade is similar to AISI Type 316L (UNS S31603). However,
MetcoClad™ has a higher content in silicon to prevent oxidation.

Table 1: Chemical composition in weight percent

Fe Ni Cr Mo Si Mn C Others
Balance 12 17 2.5 2.3 1 0.03 ≤0.5

A thin-walled specimen has been additively manufactured with a DED technology, with a
BeAM™ machine. The specimen length is L = 100 mm. The build platform, also denoted as
the substrate, is a 2 mm thick plate made of 316L steel folded at 90◦, as depicted in figure 1a.
The particular geometry of the substrate enables to avoid laser reflection on the substrate, which
could disturb infrared measurements. The position of both infrared and optical cameras in the
manufacturing enclosure is pictured in figure 1b. In order to generate almost steady-state process
parameters, the laser heat source is switched on during the forward displacement only, with a
constant velocity Vbeam = 32.62 mm/s and beam power Pbeam = 245 W. As a consequence, a
dwell time tdwell = 2.41 s corresponding to the backward displacement is available between each
layer, allowing to capture visible spectrum images without the presence of the intense laser light.
The thin-walled structure is built with a constant layer height h = 0.2 mm up to buckling due to
thermal and residual stresses. In the present case, the failure occurred after the fabrication of 207
layers, corresponding to an approximate wall height H ' 41 mm.

2.2. Temperature measurements
Thermal field measurements where conducted using an Optris Xi 400™ infrared camera with

a 288H×382W resolution. Thermocouple measurements on a similar printed structure heated by
a hot plate allowed to finely calibrate the emissivity of the material. The obtained emissivity was
approximately 0.32 on a temperature ranging from 20 to 500◦C. Two thermal images with the
laser beam respectively switched on and off are displayed in figures 2b and 2d. One can notice
the moving heat source and the fast heat diffusion, which in turn enable to neglect temperature
gradients along the print direction in comparison with the build direction (see Weisz-Patrault [23]).
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Build direction

Print direction

Thickness direction

Unidirectional laser path
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207 layers

(a) Schematic view of fabrication. (b) Picture of the experimental setup.

Figure 1: Fabrication strategy and experimental setup.

2.3. Distortion measurements
In plan displacements measurements are performed by backward DIC from a series of im-

ages acquired during fabrication. Optical images where captured using an Allied Vision Pike
505B™ camera with a 1506H×2452W resolution facing directly the wall with an additional
lightning with a LED spotlight. To obtain the image contrast required for DIC analysis, the camera
exposure parameters were carefully set before fabrication on a test sample, which also prevents
automatic exposure errors due to changing lighting situations. Two images with the laser beam
respectively switched on and off are presented in figures 2a and 2c. One can notice the disturbance
created by the heat source in optical images. Therefore, only the images corresponding to the dwell
state (i.e. when laser beam is switched off) may be used in the DIC.

In the current application, due to the layer-by-layer building process, the region of interest
(ROI) in the DIC is continuously evolving, which implies a growing correlation domain Ω(t). The
growth stops at the final stage at time tf at which Ω(tf ) represents the entire manufactured part.
In order to facilitate the analysis, the DIC procedure is not performed in chronological order, as
the reference configuration would be different for each material point, since material points are
added to the domain at a different times. Instead, the DIC procedure is performed backward in
time, from the final stage to the initial stage, which enables to have a single reference configuration.
A similar temporal backward DIC was employed in [46]. As a consequence the reference ROI
Ω(tf ) is now well defined and contains all the material points. The position vectors in the current
configuration Ω(t) and in the reference configuration Ω(tf ) are denoted respectively by x(t) and
X , and are associated to the current image g at time t and to the reference image G at time tf . An
image is defined here as an application associating to a position vector the value of the gray level
of the corresponding pixel. The DIC procedure consists in finding a backward transformation map
denoted by ϕ(X, t) : X ∈ Ω(tf ) 7→ x(t) ∈ Ω(t). The estimation of ϕ is an ill-posed problem
that should be regularized using Tikhonov-Phillips method. The backward transformation ϕ is
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(a) Optical image taken during laser beam is on. (b) Infrared image taken during laser beam is on.

(c) Optical image taken during laser beam is off. (d) Infrared image taken during laser beam is off.

Figure 2: Comparison of images when the laser is on and off.

therefore the solution of the following optimization problem:

ϕ = min
ϕ∗

 ∫
Ω(tf )

[g(ϕ∗(X, t)) − G(X)]2 dΩ + αreg

∫
Ω(tf )

‖∇F ∗‖2 dΩ

 (1)

The first and second term in the preceding cost function represent the DIC and the regularizing
function (where F ∗ = ∇ϕ∗ is the transformation gradient), and αreg is a regularization coefficient.
The minimization problem (1) has been solved using an iterative Gauss-Newton algorithm. For
further details about the DIC problem setting refer to [46, 47].

Consider a material point corresponding to the position vector X in the reference configuration
that is deposited at time t0 in x0 = x(t0). The displacement of this material point at time t reads
u(X, t) = x(t) − x(t0), therefore:

u(X, t) = ϕ(X, t) − ϕ(X, t0) (2)

The minimization problem (1) along with (2) are used to compute the displacement field arising
during fabrication.
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3. Fast numerical simulation

This section presents the numerical strategy to compute residual stresses occurring during
DED, which combines heat sources, heat conduction, solidification and mechanical deformation.
However, one can split the problem into (i) a fully coupled thermo-metallurgical problem including
solidification, solid-state phase transitions, and the underlying heat sources (i.e. enthalpy changes),
and (ii) a subsequent mechanical problem relying on thermal information as input. This is justified
as phase transitions induced by mechanical strains and self-heating can be neglected. It should be
noted that a similar strategy has been successfully developed for a different process in [48].

As already mentioned, this strategy enables to use different numerical approaches and different
time and space descriptions for each one of the two problems. Thus, the fully coupled thermo-
metallurgical problem can be solved with the fast thermal analysis proposed by Weisz-Patrault [23],
and then residual stresses are computed as a post-processing by using the free general purpose
FE code Cast3m [49]. When the material undergoes solid-state phase transitions under stress,
transformation induced plasticity arises [50]. However, solid-state phase transitions are negligible,
as austenitic 316L stainless steel has been used. Thus, transformation induced plasticity has not
been considered, and thermal expansion is the only load for the mechanical problem.

For the sake of conciseness, the reader is refereed to [23] for details regarding theoretical basis
of the thermal analysis. In the following, the proposed mechanical model, which takes temperatures
as input and provides residual stresses as output, is presented.

To save computation time, the part was meshed using shell elements (i.e., 2D Reisner-Mindlin
theory) and the folded plate used as substrate was replaced by an equivalent beam elements (i.e.,
1D Timoshenko theory). As shown in figure 3, there is an offset between the center of mass of
the substrate section and the location of the interaction loads between the substrate and the part,
which in turn results in bending. Thus, to correctly take into account the substrate behavior, a
kinematic coupling between traction/compression and bending responses has been imposed to the
beam. This kinematic coupling is modeled by relating the displacement of the beam along the
print direction ux and the section rotation θ as follows: ux = a × θ (where a denotes the offset).
The equivalent section Ssub (mm2) and moment of inertia Isub (mm4) are calibrated by fitting two
elastic FE computations based respectively on shell and equivalent beam elements. As shown in
figure 3, for this comparison the applied load is a uniform force per unit length changing sign a
the center, and boundary conditions consist in blocking displacements (i.e., ux = 0 along the print
direction, and uz = 0 along the build direction) at the location where the substrate is clamped. In
addition, the substrate is assumed to remain purely elastic with temperature independent Young
and shear moduli denoted by Esub and µsub respectively.

The important step is adding new matter when the existing part has already undergone defor-
mation. The bounding between new and existing matter is interpreted as a kinematic condition,
which results in strain incompatibilities at the interface. Residual stresses are due to these strain
incompatibilities irreversibly embedded in the part as well as the irreversible plastic strain gener-
ated in the melt pool vicinity due to significant thermal expansion. Thus, residual stresses are not
released after complete cool down at a uniform temperature and detachment from the substrate.

The mechanical problem is solved incrementally, with time steps denoted by k corresponding
to the growing domain Ωk. At each time step, the initial stress, displacement and plastic strain
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Applied loads Beam elements

Shell elements

Figure 3: Numerical simulation of the substrate to calibrate the equivalent beam.

fields read σk−1(x) uk−1(x), and εp
k−1(x) (for x ∈ Ωk−1), and are obtained from the previous

time step. The imposed thermal strain ∆εth
k (x) at time step k reads:

∆εth
k (x) = α (Tk(x) − Tk−1(x)) I (3)

where α denotes the thermal expansion coefficient, and Tk(x) is the temperature field at time
step k, and I is the second order identity tensor. Since fully liquid metal is deposited, the
deposition temperature is higher than the liquidus temperature. Moreover, liquid material does
not undergo significant stress in the melt pool, and therefore thermal expansion is only considered
when solid-state has been reached, (i.e., temperature is below the solidus temperature).

In the following, an isotropic elasto-plastic material is considered with von Mises flow rule and
kinematic hardening as thermal cycles are expected. Of course at high temperature visco-plasticity
better describes the material behavior. However, since cooling rates are very significant, the time
spent in visco-plastic regime is very short, and viscosity has been neglected. Since temperature
significantly evolves during the process, mechanical material properties are updated from one time
step to the other. Thus, the Young modulus E(T ), the shear coefficient µ(T ), and the yield stress
σY (T ) are given as functions of temperature. Linear laws are sufficient for the Young and shear
moduli, which reads:

E(T ) = E0 (1 − βE (T − T0)) (4)

where T0 = 273.15 K, E0 (MPa) is the Young modulus at T0, and βE is a dimensionless coefficient.

µ(T ) = µ0 (1 − βµ (T − T0)) (5)

where µ0 (MPa) is the shear modulus at T0, and βµ is a dimensionless coefficient. An exponential
law is however better suited for the yield stress, which reads:

σY (T ) = σ0 [1 + β exp(−γ(T − T0))] (6)

where σ0 (MPa) is the yield stress at high temperature, T0 = 273.15 K, and β, γ are dimensionless
parameters. Hardening and thermal expansion coefficients respectively denoted by HY (MPa) and
α (K−1) are however considered as constant parameters.

8



It should be noted that material properties are usually subjected to statistical dispersion (e.g.,
variability of powder, fluctuations of process parameters etc.). Experimental investigations coupled
with Bayesian calibration techniques could be used to determine a probability density function
of material properties (see e.g., [51]). However, such a probabilistic framework has not been
considered in this contribution as it would involve to perform several numerical simulations of
the process for different draws of material parameters, which would significantly increase the
computational cost.

As already mentioned, displacements along both the print and build directions are locked at the
middle of the substrate beam denoted by x0 (i.e., ux(x0) = uz(x0) = 0). Free boundary conditions
are imposed on the rest of the boundary (i.e., ∀x ∈ ∂Ωk/ {x0} , σk(x).n(x) = 0, where n is a
unit normal vector). At each time step k the mechanical problem to solve reads:

div (σk) = 0 (equilibrium)
εk = 1

2
(
∇uk + ∇uT

k

)
(compatibility)

εk = εe
k + εp

k + ∆εth
k (strain decomposition)

σk = 2µ(Tk)
(

εe
k + E(Tk) − 2µ(Tk)

2(3µ(Tk) − E(Tk))
tr (εe

k) 1
)

(behavior)

(7)

where εe
k denoted the elastic strain. The stress, displacement and plastic strain known from

previous time step k − 1 are imposed as initial condition. The cumulative plastic strain rate reads
ṗcum =

√
2
3 ε̇p

k : ε̇p
k, and the elastic domain is defined by f(σk) ≤ 0 where the function f reads:

f(σk) =
√

3
2

(sk − Xk) : (sk − Xk) − σY (Tk) (8)

where sk is the deviatoric stress, and Xk is the center of the elastic domain. If f(σk) < 0 or
if f(σk) = 0 and (∂f/∂σ) : σ̇k < 0, then the transformation is purely elastic (i.e., ε̇p

k = 0).
However, if f(σk) = 0 and (∂f/∂σ) : σ̇k ≥ 0 plastic deformation takes place considering the
following flow rule and kinematic hardening: ε̇p

k = 3
2

(
sk − Xk

σY (Tk)

)
ṗcum (flow rule)

Ẋk = HY ε̇p
k (kinematic hardening)

(9)

In the following, the index k is discarded for the sake of clarity. For shell elements five
generalized kinematic unknowns (degrees of freedom) are introduced: three translations denoted
by ux, uy, uz and two rotations denoted by φx, φz, where the print, thickness and build directions
correspond to x, y, z respectively. Moreover the mechanical state relies on eight generalized stress
components. Thus, the in-plane stress resultants N , bending moments M and shear resultants Q
are related to stresses as follows:

Nij =
∫ w

2

− w
2

σijdy Mij =
∫ w

2

− w
2

yσijdy Qi =
∫ w

2

− w
2

σiydy (10)
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where (i, j) ∈ {x, z}2. From the computed quantities Nij, Mij, Qi using the FE computation, one
can compute an estimation of three dimensional Cauchy stresses, by assuming a linear dependence
on the thickness direction y for σij and homogeneous σiy (for (i, j) ∈ {x, z}2) one obtains:

σij = 12Mij

w3 z + Nij

w

σiy = Qi

w

and σyy = 0 (11)

where (i, j) ∈ {x, z}2, and w denotes the layer thickness.
Within the framework of additive manufacturing, matter addition during the process has been

traditionally modeled by one of the two FE techniques [28]: element penalization or element
activation. Element penalization techniques consist in generating a single final mesh for the
complete part and assign very low mechanical properties in all elements. Then, when new matter
is progressively added to the part, realistic mechanical properties are assigned to the corresponding
elements. The main drawback is that the stiffness matrix size corresponds to the entire part even
at the beginning of fabrication. Element activation techniques consist in meshing at each time step
only the actual part, which implies some sort of remeshing, which is the main drawback of the
method. In Cast3m however, instead of remeshing the entire structure, a new sub-model containing
the new element can be added to the existing model. But stiffness matrix assembling involves
storing for each sub-model all the necessary information about the mechanical behavior. Thus,
information about the mechanical behavior is repeated as many times as the number of elements
in the structure, which tends to saturate the temporary memory (RAM), and to significantly slow
down the computation.

In this contribution, a hybrid strategy between element penalization and element activation
has been developed to overcome difficulties of both approaches. Instead of adding a new sub-
model containing only one element to the existing model, a sub-model containing an entire layer
is activated, which significantly reduces the number of sub-models (i.e., as many as the number
of layers). In each layer, element penalization techniques are then used by progressively setting
realistic material parameters in the elements (considering that the penalized Young modulus is set
to 30 MPa). This hybrid approach enables us to benefit from element activation advantages without
saturating the RAM.

A further memory saving feature is the fact that only one element is used along the layer height,
because the aspect ratio of the elements should be kept in the order of 1 to avoid bad conditioning,
which implies a rather thin mesh along the print direction.

In addition, to avoid exchanging large data files between the thermal model and the FE model,
the temperature is extracted only at the center of each element at each time step. Therefore the
imposed thermal strain (3) is defined as a constant piecewise field. High temperature gradients take
place in the vicinity of the melt pool, and are smoothed by the proposed numerical implementation.
However, since the mesh is rather thin along the print direction the loss of information associated
to temperature gradients is reasonable. In addition, since the proposed approach is meant to study
structural effects at the scale of the entire structure, this approximation is acceptable in this context.
A flowchart of the simulation framework is provided in figure 4 to summarize the approach.
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Fast temperature analysis

Input data
Process parameters
Thermal properties

Solidification properties

Output data
Temperature field in the entire part

all along the process
Stored in a text file
temperatures.txt

Input data
Process parameters

Mechanical properties
Mesh size and time discretization

temperatures.txt

Start

Initialize
Create the entire mesh

Interpolate temperatures.txt
(one value per element,

at all time steps)

End

Activate layer 

Initialize time step 

Assign material properties
according to current

temperature

Penalization
Assign very low 

mechanical properties

Finite Element Computation

Stress field
Displacement field  
Plastic strain field

Solve elasto-plastic problem  

Compute thermal eigenstrain

For deposited elements
at the current time step  

For remaining elements

Output data

Stress field
Displacement field  
Plastic strain field

Linear buckling analysis

yes

yes

no

no Post buckling analysis

Output data
Residual stress after buckling

Figure 4: Flowchart of the simulation framework (where Nlay denotes the number of layers, n the current layer, Ntime
the number of time steps per layer, and k the current time step).

4. Results and discussion

4.1. Material parameters
A thin-walled structure has been additively manufactured with a unidirectional lasing strategy.

Since the build platform is not a simple horizontal plate with a known thickness as considered in
[23], an equivalent thermal behavior has to be calibrated by adjusting the heat transfer coefficient
(HTC) between the substrate and the air underneath denoted by H̃pla, so that the substrate thermal
behavior is sufficiently well captured. The deposition temperature denoted by Tdep is approximated
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as in [52] by the following analytical form:

Tdep = IRbeam√
πλliq

arctan

2

√
Dliqtbeam

Rbeam

 (12)

Where Rbeam is the laser beam radius, λliq and Dliq are respectively the thermal conductivity and
diffusivity of the liquid metal, I = Pbeam/(2πR2

beam) and tbeam = Rbeam/Vbeam with Vbeam the
laser beam velocity.

Since we used the same machine and material as in [23], most parameters such as heat transfer
coefficients, material properties or the extracted heat due to the gas flow carrying the powder,
are identical. The reader is therefore referred to [23] for all the details. For the present thermal
analysis, only the parameters specific to this study are listed in table 2.

Table 2: Material and simulation parameters for the thermal computation

Number of layers Nlay (-) 250
Duration to build one layer tlay (s) 3.10
Dwell time tdwell (s) 2.41
Laser beam power Pbeam (W) 245
Laser beam speed Vbeam (mm/s) 32.62
Thermal conductivity of the liquid metal λliq (W.mm−1.K−1) 0.035
Thermal diffusivity of the liquid metal Dliq (s−1.mm2) 6.67
Laser beam radius Rbeam (mm) 0.338
Build platform equivalent thickness hpla (mm) 2
HTC build platform/air underneath H̃pla (W.m−2.K−1) 7000
Deposition temperature Tdep (K) 1858

Temperature dependent material properties for the mechanical problem are fitted from data at
high temperatures obtained in [53] for the yield stress and in [54] for Young and shear moduli, and
at room temperature from data reported in previous studies [46, 55] characterizing 316L obtained
by the same DED process as used in the present work. However, data at high temperatures
are provided for 316L obtained by other fabrication processes such as rolling. Since material
properties depend on the microstructure resulting from the fabrication process, a bias may have
been introduced, which is a limit of the proposed material properties identification. For instance
the yield stress is presented as a function of temperature in figure 5. For temperatures higher than
900 K, the yield stress σY (T ) is extrapolated using the exponential law (6) in a range that has not
been experimentally tested, which is also a limit of the proposed material properties identification.
However, as shown in the following, computed displacements are in good agreement with DIC
measurements, which confirms that the proposed approximate material properties are reasonable.
The coefficients arising in (4), (5) and (6) are listed in table 3, as well as simulation parameters and
the identified properties of the equivalent beam for the substrate.
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Table 3: Material and simulation parameters for the mechanical computation. (Temperature dependence of material
parameters is captured by simple laws whose coefficients are listed).

Equivalent beam for the substrate
Section Ssub (mm2) 32.5
Moment of inertia Isub (mm4) 30000
Offset a (mm) 35
Young modulus Esub (MPa) 190000
Shear modulus µsub (MPa) 74218.75

Part
Length of the thin-walled structure L (mm) 100
Layer thickness w (mm) 0.75
Layer height h (mm) 0.2
Mesh size (print direction) ∆x (mm) 0.8
Mesh size (build direction) ∆z (mm) 0.2
Young modulus at 273.15 K (4) E0 (MPa) 192835
Dimensionless coefficient (4) βE (MPa/K) 4.2 × 10−4

Shear modulus at 273.15 K (5) µ0 (MPa) 77765
Dimensionless coefficient (5) βµ (MPa/K) 4.3 × 10−4

Yield stress at high temperature (6) σ0 (MPa) 66
Dimensionless coefficient (6) β (-) 4.435
Dimensionless coefficient (6) γ (-) 2.236 × 10−3

Hardening coefficient HY (MPa) 1200
Thermal expansion coefficient α (K−1) 19.2 × 10−6

4.2. Comparison between in-situ measurements and numerical results
The proposed numerical strategy has been carried for 250 layers. The computation took

approximately 24 hours on a personal computer with a 7-cores processor running at 2.7 GHz, and
only 20 min where needed to simulate 30 layers, which is an interesting result when compared to
the 50 hours reported in [9] for a similar 30 layers structure on a 6-cores workstation. Fabrication
was stopped after 207 layers due to the buckling of the part and therefore following results are
presented for the 207 layers structure.

A comparison between the temperature field obtained by the proposed numerical strategy
and the infrared measurements is presented in figure 6. The infrared camera saturates at around
600 K, and the same scale has been used for the numerical simulation, even though temperatures
reach much higher values near the melt pool. It should be noted that infrared pyrometers with
higher temperature range have been used in [23] to validate the proposed thermal analysis. Good
agreement between measurements and numerical results is observed in figure 6. In addition, thermal
cycling is presented in figure 7 at four different positions along the build direction z = 0 mm,
z = 4.4 mm, z = 10.8 mm, and z = 17.8 mm. The numerical simulation is in good agreement with
infrared measurements considering measurements uncertainties and modeling assumptions. More
significant discrepancies are observed near the substrate, which may be explained by (i) difficulties
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Figure 5: Yield stress as a function of temperature. Experimental data at room temperature are extracted from [46, 55]
for 316L obtained by DED, and data at higher temperature are extracted from [53] for 316L obtained with different
fabrication process.

in capturing the complex thermal behavior of the substrate, and (ii) difficulties to accurately measure
the temperature near the substrate due to residual reflection.

300 320 340 360 380 400 420 440 460 480 500 520 540 560 580 600 620 640 660
(K)

Figure 6: Comparison of temperature fields between computation (left) and infrared camera measurements (right).
The same colorbar is used for both figures.

Displacements along both print and build directions are compared to the DIC results in figure 8.
Considering measurement uncertainties and resolution, very good global agreement is observed.
Indeed, the correlation coefficient between computed and measured displacements is r = 0.97 for
the print direction, and r = 0.90 for the build direction. However, measurements are slightly less
symmetric than numerical results with respect to the central vertical axis of the wall, which is
likely due to measurement uncertainties as significant regularization was necessary to perform the
DIC procedure.
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Figure 7: Measured and computed temperature as a function of time for 4 positions along the build direction.
Difficulties in thermal imaging have been noticed between 600 s and 750 s, which explains discrepancies in this time
interval.
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Figure 8: Comparison of displacements along print and build direction for DIC measurements and FEM computation.
The same colorbars are used for the DIC measurements and FEM computation.

In addition, the identified components of the residual stress tensor (denoted by σxx, σzz, σxz)
and the cumulative plastic strain (denoted by pcum) are presented in figure 9 at the final stage of the
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build, when the part is fully cooled down and reached the room temperature. It should be noted that
direct measurements of residual stresses (i.e., using X-ray diffraction techniques) have not been
carried out to validate the estimated residual stress field because of significant surface roughness
and unmelted particles. However, the material behavior is assumed to be sufficiently well known
so that the good agreement between measured and computed displacements reported in figure 8
gives confidence in residual stresses presented in figure 9. High level of tension are observed along
the print direction for the few last layers. Indeed, thermal contraction due to cooling in the last
layers occur on a stiff body, which tends to generate tension. In addition, residual compression is
significant along both the build and the print directions, which may result in buckling during the
process. The cumulative plastic strain is significant and reaches at least 5-7% in almost the entire
part, and reaches 44%1 near the substrate at the edges, which is due to the edge effect leading to
very significant stress along the build direction.

0

0.02

0.04

0.06

0.08

0.1

-100

0

100

200

300

100
200
300
400
500
600

0
-100

-100

0

100

200

-200

Figure 9: Residual stress and cumulative plastic strain fields at the final stage, when the part is fully cooled down and
reached the room temperature. (Oscillations may be noticed in the stress field along the print direction (i.e., σxx),
which is likely due to the coarse mesh size.)

4.3. Buckling analysis
As already mentioned, fabrication has been stopped at 207 layers because of the part buckling.

In this section, a linear buckling analysis is proposed to determine whether the proposed approach
enables us to capture, at least approximately, the risk of buckling resulting from the chosen process
parameters. The linear buckling analysis is performed after the deposition of each layer. The
residual stress field obtained in the proposed simulation is imposed, and the first mode critical
factor denoted by λ1 (i.e., the amplification factor of the load needed to reach the critical load

1the scale has been saturated to 10% in figure 9 for the sake of readability
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leading to buckling) is computed along with the corresponding deformation mode. The critical
factor λ1 is provided as a function of the layer number denoted by n in figure 10. For n = 207 the
critical factor is λ1 ≈ 1.4, which is a reasonable buckling predictor, as it is well known that critical
factor overestimates the load for which buckling theoretically occurs for λ1 = 1.
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Figure 10: Linear buckling analysis, λ1 as a function of the layer number n

In addition, a post-buckling analysis has been conducted. The first mode of deflection has
been computed (i.e., out of plan displacement field), and used to introduce a geometrical defect in
the wall structure after 207 layers. The defect amplitude is set to half the wall thickness. Then,
the stress field depicted in figure 9 is progressively applied under large displacement assumption
(i.e., geometrical non-linearity). To avoid remeshing, the computation has been stopped for 95%
of the load, as some mesh elements were undergoing excessive deformation, which would have
needed to remesh. The corresponding out of plan deflection field is presented in figure 11, and
reaches 1.2 mm, which is a sufficient misalignment between the part and the laser to make the
fabrication fail. Thus, the proposed fast numerical strategy enables not only to estimate residual
stresses arising during fabrication, but also to capture the resulting buckling behavior associated
to specific process parameters.

5. Conclusion

In this paper, an in-situ experiment coupling both temperature and in plan displacement fields
measurements is presented. Measurements have been carried out by infrared and optical cameras,
without interrupting fabrication, and backward digital image correlation procedure has been used.
The measurement system is easy to install and enables to monitor the most important quantities
with respect to the formation of residual stresses (i.e., temperature and distortion).

In addition, a relatively fast numerical simulation of the process has been proposed. The model
has been compared to the in plan displacement measurements, and good agreement has been

17



Figure 11: First buckling mode of deflection.

observed (i.e., correlation coefficient r ≈ 0.97 along the print direction and r ≈ 0.90 along the build
direction), which gives confidence in the estimation of residual stresses. The cumulative plastic
strain is around 5% in most of the part, and reaches 10 to 40% near the substrate. Compression
reaches 100 MPa along both the print and the build directions. Thus, a linear buckling analysis
has been provided to determine whether expected residual stresses result in buckling. Findings are
consistent with the experiment as the computed first mode critical factor is around 1.4 when the
fabrication has been stopped at 207 layers due to the part buckling. In addition, a post-buckling
analysis also enables to capture the final shape (i.e., out of plan deflection), which is also in good
agreement with the experiment (i.e., final shape of the part after buckling).

Thus, this work can be used as a tool to select suitable process parameters for a given part.
Interesting outlooks stems from the coupling of fast numerical simulation and in-situ measurements
for real time control of the process by using machine learning.
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