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A B S T R A C T 

We revisit the reliability of metallicity estimates of high velocity clouds with the help of hydrodynamical simulations. We 
quantify the effect of accretion and viewing angle on metallicity estimates derived from absorption lines. Model parameters are 
chosen to provide strong lower limits on cloud contamination by ambient gas. Consistent with previous results, a cloud traveling 

through a stratified halo is contaminated by ambient material to the point that < 10 per cent of its mass in neutral hydrogen consists 
of original cloud material. Contamination progresses nearly linearly with time, and it increases from head to tail. Therefore, 
metallicity estimates will depend on the evolutionary state of the cloud, and on position. While metallicities change with time 
by more than a factor of 10, well beyond observational uncertainties, most lines-of-sight range only within those uncertainties at 
an y giv en time o v er all positions. Metallicity estimates vary with the cloud’s inclination angle within observational uncertainties. 
The cloud survives the infall through the halo because ambient gas continuously condenses and cools in the cloud’s w ak e and 

thus appears in the neutral phase. Therefore, the cloud observed at any fixed time is not a well-defined structure across time, 
since material gets constantly replaced. The thermal phases of the cloud are largely determined by the ambient pressure. Internal 
cloud dynamics evolve from drag gradients caused by shear instabilities, to complex patterns due to ram-pressure shielding, 
leading to a peloton effect, in which initially lagging gas can catch up to and even overtake the head of the cloud. 

Key words: Galaxy:halo – Galaxy:evolution – hydrodynamics – turbulence – methods:numerical. 
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 B  AC K G R  O U N D  

he Galactic halo hosts a population of clouds whose line-of- 
ight velocities are inconsistent with Galactic rotation (Wakker & 

an Woerden 1997 ). Historically, identified by their neutral gas 
omponent observed via H I 21 cm emission, their mass budget 
s actually dominated by ionized gas (Fox et al. 2004 ; Shull et al.
009 ; Lehner & Howk 2011 ). These high velocity clouds (HVCs)
ange from large comple x es of man y de grees to structures at the
esolution limit. Their diversity suggests different origins (Wakker & 

an Woerden 1997 ; Putman, Peek & Joung 2012 ). 
HVC metallicities may provide key information about cloud 

rigins. Metallicities range between 10 − 50 per cent solar (Wakker 
t al. 1999b ; Fox et al. 2010 ; Shull et al. 2011 ; Richter et al. 2013 ;
ollins, Shull & Giroux 2007 ; Richter 2017 ), possibly indicating 

atellite or circum-Galactic material as an origin. Intermediate and 
ow velocity clouds (IVCs, LVCs) have higher metallicity, suggesting 
 Galactic wind source (Putman et al. 2012 ). Yet, mixing with or
ccretion of ambient material affects the reliability of metallicity 
onstraints as indicators of HVC origin (Gritton, Shelton & Kwak 
 E-mail: fheitsch@unc.edu 
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014 ; Kwak, Shelton & Henley 2015 ; Armillotta, Fraternali &
arinacci 2016 ; Fox et al. 2016 ; Henley, Gritton & Shelton 2017 ). 
The contamination problem is one of turbulent mixing (Esquivel 

t al. 2006 ; Kwak & Shelton 2010 ). Yet, turbulent mixing is a
hallenging problem, especially in inviscid hydrodynamic simula- 
ions. Convergence is hard to reach, and mixing can be dominated
y the numerical scheme (Shin, Stone & Snyder 2008 ; Goodson
t al. 2017 ) and by the physics included in the modelling (Vietri,
errara & Miniati 1997 ; Vieser & Hensler 2007a ; McCourt et al.
015 ; Sander & Hensler 2021 ). More recently, the focus has shifted
o contamination by accretion relying on cooling. A sizeable fraction 
f the HVC population may be Galactic fountain material (Fraternali 
t al. 2015 ; Marasco & Fraternali 2017 , see also Putman et al. 2012 ).
as launched from the disc generates a w ak e, leading to condensation 
f halo gas due to radiative losses (Gronke & Oh 2020 , see also
eitsch & Putman 2009 ). Up to 100 per cent of the original cloud
ass may be accreted from the ambient gas (Gritton, Shelton &
alyardt 2017 ). 
Best suited as a laboratory for HVCs are the Smith cloud (Smith

963 ; Bland-Hawthorn et al. 1998 ; Lockman et al. 2008 ) and Com-
lex C (Hulsbosch & Raimond 1966 ). Distances and orientations are
ell constrained (Wakker et al. 2003 ; Putman et al. 2003 ; Lockman

t al. 2008 for the Smith Cloud; Wakker et al. 2007 ; Thom et al.
008 for Complex C), to the point that trajectory reconstructions 
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ave been attempted (Nichols et al. 2014 ; Fraternali et al. 2015 ).
enley et al. ( 2017 ) compare their simulation results with the
mith Cloud, exploring different evolution times and viewing angles.
hey conclude that the probability to find ‘original’ cloud material
ecreases with distance from the leading head of the cloud, and that
herefore the origin of the Smith Cloud remains uncertain. 

We revisit the contamination scenario, focusing on the probability
o identify original cloud material in the neutral gas phase. Our
nalysis differs in four aspects from Henley et al. ( 2017 ): (1) Instead
f a wind-tunnel experiment, the cloud is dropped in a Galactic
ravitational potential; (2) The analysis of ‘original’ cloud content
s generalized to arbitrary viewing angles; (3) Column densities for
etallicities are derived from line ratios, which in turn are determined

y a Gaussian decomposition of the emission and absorption line
rofiles using ROHSA (Marchal et al. 2019 ); (4) We allow the gas to
ool below 10 4 K. Radiative losses at 10 5 K already lead to cooling-
nduced fragmentation (Shull & Moss 2020 ). Cooling below 10 4 K
an lead to the formation of cold neutral gas via thermal instability
Field 1965 ; Wolfire et al. 1995a , b ), and thus can enhance o v erall
ragmentation of the cloud (Tanner, Cecil & Heitsch 2016 , for this
ffect on Galactic wind models). 

We generated a set of hydrodynamic models of HVCs traveling
hrough a diffuse halo medium (Section 2). We assess the probability
o find cloud material at arbitrary positions (Section 3.2) and estimate
he effects of contamination and viewing angle on abundance
stimates (Section 3.4). We explore correlations between centroid
elocities and metallicities (Section 3.5) and between column den-
ities and metallicities (Section 3.6) as indicators for contamination.
aveats and consequences for observational estimates are mentioned

n Section 4. 

 M O D E L  D ESC RIPTION  

e use a modified (Appendix A) version of Athena 4.2 (Stone et al.
008 ), an Eulerian (fixed) grid code solving the equations of inviscid,
ompressible hydrodynamics in conserv ati ve form 

∂ρ

∂t 
+ ∇ · ( ρu 

u u ) = 0 , (1) 

∂ρC c 

∂t 
+ ∇ · ( ρC c u 

u u ) = 0 , (2) 

∂ρC h 

∂t 
+ ∇ · ( ρC h u 

u u ) = 0 , (3) 

∂ρu 

u u 

∂t 
+ ∇ · ( ρu 

u u u 

u u + P ) = −ρ∇�, (4) 

∂E 

∂t 
+ ∇ · ( ( E + P ) u 

u u ) = ρL , (5) 

ith the total mass density ρ, the gas velocity u 

u u , the pressure P and
he total energy 

 ≡ 1 

2 
ρu 

u u 

2 + 

P 

γ − 1 
. (6) 

he ‘dye’ for the cloud ( C c ) [the halo ( C h )] is initialized to 1 wherever
here is cloud [halo] material, and to 0 elsewhere. The adiabatic
xponent is set to γ = 5/3, and the mean molecular weight to μ =
 in units of m H . The latter choice affects cloud masses and sound
peeds. Therefore, we will quote mass ratios and any time-scales are
pproximations. The ef fecti ve equation of state is determined by a
ombination of heating and cooling processes L (Section A4) applied
o the total energy equation (equation 5). We use the HLLC solver
Toro, Spruce & Speares 1994 ) in combination with a third-order
unge–K utta inte grator (Section A3). 
NRAS 509, 4515–4531 (2022) 
.1 Initial and boundary conditions 

ot much is known about the ‘initial’ shape and structure of HVCs,
f such a concept is valid at all. A popular choice is to assume
 spherical cloud with some density and temperature profile (e.g.
uilis & Moore 2001 ; Vieser & Hensler 2007a ; Heitsch & Putman
009 ; Gritton et al. 2014 ; Sander & Hensler 2021 , but see Cooper
t al. 2009 , though in a different context), which is then exposed to
 wind, or, in our case, is falling through the Galactic halo. Such a
et-up emphasizes the cloud survi v al aspect of a HVC simulation.
his is not surprising, since many previous studies using such initial
onditions were interested in the survi v al of original cloud material.

We approach the choice of initial conditions differently, since
niform-density initial conditions can leave a clear imprint on the
loud structure for a substantial time (Henley et al. 2017 ). We do
ot aim at setting up a realistic cloud in the initial conditions, but
e develop initial conditions that evolve into a realistic cloud, and

ake that cloud as our starting point for the analysis. The reader
ould think of this as a burn-in phase; the first half of the simulation
 ∼140 Myr) is used to set up the cloud. During this phase, the cloud
ostly preserves its initial structure and consists of original cloud
aterial, with only minor contributions from ambient gas. Since we

re considering an idealized numerical experiment investigating the
ontamination of a model cloud by ambient gas, it does not matter
hether the cloud formed via stripping of gas from dwarf satellites

Nichols et al. 2011 ), via Galactic winds/outflows (Fraternali et al.
015 ), or via any other scenario. 
In this spirit, we imagine that the HVC starts its voyage at an

nitial distance of ∼30 kpc abo v e the plane, pro viding the cloud with
ufficient room to lose any imprint of the initial conditions. We encase
he cloud in a simulation domain such that it rests in the lower eighth
f the box. The box measures 1 × 1 × 8 kpc 3 with 256 cells along the
hort dimension. The box is three times as wide as the initial cloud
iameter, which is resolved by 85 cells. This should suffice to capture
he large-scale dynamics of the cloud in three dimensions (Pittard &
arkin 2016 ; Goodson et al. 2017 ). We set an initial cloud mass of
 c = 5 × 10 6 M �, comparable to that of Complex C (Thom et al.

008 , see also Wakker et al. 2007 ) or – depending on the distance
stimate – the Smith Cloud (Bland-Hawthorn et al. 1998 ; Lockman
t al. 2008 ). The latter authors arrive at a lower mass limit for H I of
0 6 M � based on a comparison of several distance estimates placing
he cloud at 12.4 ± 1.3 kpc. The cloud is chosen to be sufficiently

assive so that some of its neutral gas survives the passage through
he halo (Heitsch & Putman 2009 ). The initial , average cloud density
s n H ≈ 10 cm 

−3 , or a factor of 10 2 –10 3 higher than the average HVC
ensity for Complex C (Thom et al. 2008 ; Shull et al. 2011 ). Once
e start the analysis, peak cloud densities have dropped to ∼1 cm 

−3 ,
ith average densities of ∼0.1 cm 

−3 . 
The cloud itself is realized via a double top-hat density profile,

ith temperatures corresponding to the two-phase equilibrium tem-
eratures (see Section A4 for details on the thermal physics). We
dentify neutral gas (H I ) via the ionization fraction x i that is implicitly
alculated as a function of total density n tot in our thermal physics
escription. Thus, the neutral column density is N (H I ) = 

∫ 
n tot ( s )(1 −

 i ( s ))d s along a line of sight s . Initially at rest, the cloud does not have
n ionized gas component, but this component will develop during
he burn-in phase, reaching 50 per cent of the total cloud mass. 

A fixed gravitational potential accelerates the cloud towards the
isc. The potential consists of a combination of dark matter halo,
pheroidal bulge and disc potentials (Strickland & Stevens 2000 ;
ooper et al. 2008 ; Tanner et al. 2016 ). We assume a Galacto-centric

adius of 8.5 kpc, compared to 7.6 kpc for the Smith Cloud (Lockman
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t al. 2008 ). For simplicity regarding boundary conditions, we let 
he cloud drop perpendicularly to the Galactic plane. We do not 
ssume a dark matter halo confining the cloud (Quilis & Moore 
001 ; Nichols & Bland-Hawthorn 2009 ; Galyardt & Shelton 2016 ),
or do we include self-gravity (Sander & Hensler 2021 ). 
We place the cloud in an initially isothermal, hydrostatically 

tratified halo determined by the gravitational potential, with T = 

.2 × 10 6 K (Gupta et al. 2012 ; Miller & Bregman 2013 , 2015 ).
enley & Shelton ( 2014 ) discuss the justification for non -isothermal
odels, at lower temperatures. Our choice of an isothermal model is
oti v ated by numerical considerations of stability. Non-isothermal 
odels are prone to convection (Henley & Shelton 2014 ), and in

ombination with lower assumed temperatures (Wang & Yao 2012 ) 
ould require additional mechanical heating mechanisms such as 
alactic winds or cosmic rays (Girichidis et al. 2016 ) to achieve the
ppropriate scale heights. The required densities ( n ≈ 10 −4 cm 

−3 at 
 = 30 kpc) in our model halo are low enough that the cooling time is
onger than the typical crossing time through the simulation box, and 
herefore, the ambient gas temperature does not change drastically 
s long as the gas is not perturbed by the cloud’s passage. Lower
alo temperatures would result in stronger cooling and thus in faster
ontamination of the cloud by ambient halo gas. We neglect any 
ossible co-rotation of the warm halo gas with the Galactic disk (Qu
t al. 2020 ). The cloud is initially in thermal pressure balance with
he halo, at a pressure of P / k B = 660 K cm 

−3 . We apply a grid of
 elocity perturbations dra wn from a turbulent spectrum with index 
 v| 2 ∝ k −4 on a wavenumber range 1/ r c ≤ k ≤ (2 � x ) −1 , where r c is
he cloud radius. The specific choice of the turbulent spectrum does 
ot affect the results. The velocity perturbations are normalized such 
hat they generate a turbulent pressure ρσ 2 / k B = 330 K cm 

−3 , or
0 per cent of the thermal pressure. The velocity perturbations break 
he initial symmetry of the set-up, suppressing numerical artefacts 
ypical for inviscid solvers in the presence of highly symmetric initial 
onditions. The kinetic energy from the turbulent motions make the 
loud expand during the burn-in phase, pushing some cloud gas from
he neutral into the ionized component (Section 3.2). 

We assume solar metallicity ( Z /Z � = 1) for the cloud, and Z /Z � =
0 −3 for the ambient gas. Miller & Bregman ( 2015 ) infer Z /Z � =
.3 for the halo, and metallicities for the Smith Cloud and Complex
 are estimated at Z/Z � = 0 . 53 + 0 . 21 

−0 . 15 (Fox et al. 2016 ) and Z /Z � =
.1 −0.3 (Collins et al. 2007 ), respectively. Therefore, our choices 
re not moti v ated by observ ations, but rather by an attempt (a)
o clearly distinguish between cloud and halo material, and (b) 
o provide strict lower limits for cloud contamination estimates. 
hoosing metallicities closer to observed values would make it 
arder to distinguish between cloud and halo material, and higher 
alo metallicities would lead to faster cooling and thus more accretion 
f halo gas entrained in the cloud’s w ak e. Tak en together with the
ssumed halo temperature, our model cloud is therefore less likely 
o be contaminated than observ ed clouds. Ev en with these extreme
hoices, distinguishing between cloud and ambient material pro v es 
o be a challenge. 

Cloud and halo gas are identified by passively advected scalar 
elds that can be imagined as a kind of dye being evolved together
ith the hydrodynamical equations (equations 2 and 3). The cloud 
ass at any time is given by 

 c = 

∫ 

ρ( x ) C c ( x ) d 3 x, (7) 

ith a colour field C c that is initialized to 1 within the cloud and 0
therwise. The gas density is given by ρ = μm H n , where we set μ =
. Similarly, we identify original halo material, using a tracer field
 h . 
Following Shin et al. ( 2008 ) and Goodson et al. ( 2017 ), we

ntegrate the hydrodynamical equations within the rest frame of 
he cloud (Section A5) to impro v e the numerical accuracy. Since
he cloud mo v es downward within the simulation box, the upper
nd lower boundary conditions in the vertical direction need to 
e modified. For the lower boundary condition, we calculate the 
ydrostatic density at the current vertical position of the boundary, 
nd feed the corresponding hydrodynamic quantities to the boundary 
ells. The upper boundaries are set to ‘open if leaving’. 

.2 Data analysis 

nstead of post-processing, we have Athena generate position- 
osition-velocity (PPV) cubes at 9 inclination angles from 10 ◦ to 
0 ◦ on the fly (Section A1). The cubes contain H I -21 cm and
ptically thin generic metal absorption line spectra at each position. 
he metallicities can change drastically within the cloud. An average 
etallicity can be derived by adding up column densities along the

ine of sight. To get a more accurate measure of the metallicity at each
osition, we mimic the observational procedure to estimate column 
ensities for individual velocity components for both H I -21 cm and
he generic metal tracer. We decompose all spectra ( ∼6 × 10 4 spectra
er time step, resulting in a total of ∼4.5 × 10 5 spectra) into Gaussian
omponents using ROHSA (Marchal et al. 2019 , see Appendix B for
etails). 

 RESULTS  

.1 Raw data and o v erall ev olution 

he cloud passes through the stages typical for HVC simulations, 
rom a flattened appearance (see Henley et al. 2017 ; Sander & Hensler 
021 , for a demonstration) to an elongated head–tail structure. The
loud develops a diffuse, shock-compressed halo and a dense, small 
ore. These are transients arising from the initial conditions, and they
ecay quickly to values consistent with the ambient pressure, leading 
o a more extended cloud that develops a tail (Fig. 1 , top row). We skip
hose early stages in our analysis, since they are nearly completely
etermined by the choice of initial conditions (Cooper et al. 2009 ).
am pressure decelerates the outer, more diffuse material, resulting 

n differential drag (Peek et al. 2007 ) and therefore in a centroid
elocity gradient. The cloud begins to stretch out. Buoyancy effects in 
he stratified halo may start to play a role. At this point, a combination
f radiative cooling and hydrodynamic instabilities fragments the 
loud (Fig. 1 , centre row). The cloud hits the Galactic plane at v 0 

300 km s −1 , close to the ballistic velocity, and in approximate
greement with the analytic estimates of Shull & Moss ( 2020 ). We
iscuss the amplitude of the impact velocity further in Section 4.1.4.

.1.1 Trajectories 

ig. 2 compares the model cloud trajectory with that of test particle
louds, following the approach of Benjamin & Danly ( 1997 , see their
g. 3). We extend their discussion by considering mass accretion 

n addition to drag forces. The trajectories are calculated for three
olumn densities (10 18 , 10 19 , 10 20 cm 

−2 ), including drag (label ‘d’)
nd both drag and mass accretion (label ‘d + a’). Using d( m v) / d t =
( z) − C d v 2 n h ( z) m/N c , the underlying equations are 

˙ = g( z) − ( C d + C a ) v ṁ l (8) 
MNRAS 509, 4515–4531 (2022) 
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Figure 1. Integrated maps of the model cloud traveling through the halo toward the Galactic plane, at 200, 250, and 300 Myr (compare to Fig. 3 ). The cloud is 
viewed under an inclination angle of αi = 50 ◦. At αi = 90 ◦ the cloud mo v es towards the observer. Each map is accompanied by its profile along the vertical axis. 
The spatial extent is given in kpc on the map’s abscissa and the profile plot’s ordinate. Colour bars show quantities indicated on the profile plot’s abscissa. From 

left to right: Neutral (H I ) column density, centroid velocity (equation [11]), total line width (equation [10]), cloud mass fraction, and metallicity in terms of 
centroid velocity and position along the cloud’s long axis (see the text). The first three quantities are calculated from the ROHSA component fitting (Section B2) 
of H I -21 cm emission, and the last two quantities are based on the simulation raw data. At early times, column densities, centroid velocities, and metallicities 
show gradients, while at late times, the dynamics and hence the maps get more complex. 
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˙ l = 

n h ( z) 

N c 
| v | , (9) 
m  

C  

NRAS 509, 4515–4531 (2022) 
ith ̇z ≡ v. For all models except the red dotted line of Shull & Moss
 2020 ), the gravitational acceleration g ( z) < 0 is derived from the
odel halo (Section 2.1). The ambient halo density is given by n h ( z),
 d = 1 is the drag coefficient, m l ≡ ln m ( t ) the logarithmic mass,

art/stab3266_f1.eps
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Figure 2. Phase space trajectories following Benjamin & Danly ( 1997 ) 
for ballistic clouds, compared to the hydrodynamical models (red curve). 
Blue, orange, and green trajectories stand for clouds at the indicated column 
densities. We compare models with drag only (solid lines), and with drag and 
accretion (dashed lines). Local terminal velocities (Benjamin & Danly 1997 , 
their equation 2) are shown in grey for three column densities (labels T18, 
T19, T20). With increasing cloud column, drag is less efficient in decelerating 
the cloud. The red dotted line indicates the analytic estimate by Shull & Moss 
( 2020 ) using a logarithmic potential. 
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nd N c ( t ) is the cloud’s column density. We quantify the accretion
fficiency by an accretion coefficient, C a = 1. 

Drag and accretion result in the same expression, yet headed by 
ifferent factors. Obviously, only accretion changes the mass. Low- 
olumn density clouds approach the terminal velocities (Benjamin & 

anly 1997 , shown in grey), and this is still valid for accreting clouds.
he hydrodynamical cloud (red line) does not reach a local terminal 
elocity, but it approaches a ballistic trajectory. For the first 100 Myr,
he cloud stays fairly coherent (Fig. 3 b), dropping nearly ballistically 
hrough the halo. The cloud starts to fragment and to accrete material,
reaking up the coherent structure. Meanwhile (Figs 1 and 3 d), the
olumn density is increasing, due to accretion of ambient material 
Marinacci et al. 2010 ; Gritton et al. 2014 ; Fraternali et al. 2015 ;
ronke & Oh 2020 ) and because of the increasing ambient pressure

Heitsch & Putman 2009 ). For comparison, we also show the cloud
elocity estimated by Shull & Moss ( 2020 , red dotted line). This
nalytic estimate does not include drag, and therefore is expected 
o o v erpredict the v elocity. In addition, Shull & Moss ( 2020 ) use a
ogarithmic potential, which is steeper closer to the disc than our 
omposite potential (Section 2), but flatter at larger distances. 

The cloud is sufficiently massive to punch through the disc, in 
ontrast to the results from models comparing HVCs with and 
ithout dark matter halo confinement (Galyardt & Shelton 2016 ). 
he authors used a similar model setup and parameters as in 
eitsch & Putman ( 2009 ) and this paper. The cloud is dropping

hrough a stratified halo, eventually hitting the disc. The initial cloud 
ass is 5 × 10 6 M �, and the cloud hits the disk at ∼300 km s −1 .
et, Galyardt & Shelton ( 2016 ) find that their model cloud with-
ut dark matter confinement cannot punch through the disc. The 
ifference seems to arise from the assumed Galactic disk densities. 
ith n = 0.1 cm 

−3 , our mid-plane density is on the order of the
verage cloud density. Yet, this mid-plane-density is somewhat low 

Ferri ̀ere 2001 ; Cox 2005 ). Shull, Danforth & Anderson ( 2021 )
nd n = n HI + 2 n H 2 = 0 . 5 · · · 1 . 5 cm 

−3 at the solar circle. For their
odels, Galyardt & Shelton ( 2016 ) quote a mid-plane density of
 30 cm 

−3 (their Fig. 2 ). 
The simulation stops when cloud material reverses direction, since 

he role of the boundary conditions would have to be switched. 
he motions are trans-sonic at this point for a considerable time.
ransients interacting with the boundaries start to affect the cloud 
volution and thus to invalidate the results. 

.1.2 Internal dynamics and peloton effect 

ig. 1 shows all quantities reconstructed from the ROHSA component 
tting (Section B2) of H I -21 cm emission. The cloud is viewed under
n inclination angle of αi = 60 ◦. At earlier times (top row), column
ensities, centroid velocities, metallicities, and cloud mass fractions 
xhibit gradients. After 50 Myr (centre row), the dynamics have 
urned more complicated and the distinct gradients (top row) have 
anished. Of special interest is the structure of the centroid velocity,
hich starts developing inversions. Clumps of blue-shifted (faster) 
aterial appear o v er the whole length of the cloud. These inversions

an also be seen in the associated vertical profiles. At early times,
he fastest material is leading. Gas directly behind the cloud head
s shielded from the ram pressure of the ambient medium (see also
orbes & Lin 2019 ). Radiative losses lead to condensation, so that

he trailing gas contracts and – still shielded from ram pressure – can
atch up to the leading head, ev entually o v ertaking it. In other words,
as parcels within the cloud start to switch positions, not unlike in a
eloton during bicycle races. 
The line-of-sight velocity dispersion σ los (the third column of 

ig. 1 ) is generally smaller in the leading part of the cloud, indicating
hat these regions are less turbulent. This is consistent with some
bservations of HVCs (Br ̈uns, Kerp & Pagels 2001 ; Peek et al. 2007 ),
s are the gradients in the centroid velocity. At later times, the cloud
tarts to heat up dynamically and gets more turbulent. We calculate 
los via the second moment of the position–position velocity cube, 

2 
los = 

∑ 

N (v los )(v los − v cen ) 2 ∑ 

N (v los ) 
, (10) 

here the sum extends over all velocity channels v los , N (v los ) is the
olumn density for a given velocity channel, and v cen is the column-
ensity-weighted centroid velocity 

 cen = 

∑ 

N(v los )v los ∑ 

N(v los ) 
. (11) 

ur calculation of σ los contains both thermal and non-thermal 
ontributions to the dispersion. Ho we ver, at the e volutionary stage
f the cloud, the bulk of the gas resides more or less uniformly in
he warm regime, around T = 7 × 10 3 K (Fig. A1 ), corresponding to
n isothermal sound speed of ≈8 km s −1 . This is smaller than most
ispersions shown in the third column of Fig. 1 , suggesting that gas
ynamics, not gas temperatures, drive the variations in σ los . 

.1.3 Metallicities and contamination 

he fourth column of Fig. 1 shows the cloud mass fraction derived
rom the simulation data. The cloud mass fraction measures the 
mount of original cloud material in the observed (neutral) cloud. 
t early times, the cloud mass fraction indicates original cloud 
aterial contaminated by entrained gas along the cloud (grey to 

range transition in the cloud mass fraction). With increasing time 
center and bottom row), the cloud mass fraction drops, and the cloud
onsists largely of accreted material. The cloud mass fraction in the
enter ro w sho ws higher (green versus orange) values at the outskirts
lose to the leading head, corresponding to the red-shifted centroid 
elocities. This is again the peloton effect at work, with originally
eading material (higher cloud mass fraction, green) being o v ertaken
y newly accreted material (lower cloud mass fraction, orange). 
MNRAS 509, 4515–4531 (2022) 
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Figure 3. (a) Probability to detect original, neutral cloud gas (equation 12) as a function of position along the cloud’s major axis and model evolution time. The 
probability drops to less than 10 per cent at times > 250 Myr. (b) Same as (a), but along the cloud’s trajectory. (c) Average H I column density along the cloud’s 
long axis, similar to (a). The column density increases towards late times, indicating accretion. (d) H I column density split into contribution from original cloud 
(purple) and accreted halo (green/blue) material. (e) Mass history for H I at temperatures T < 10 4 K, T < 10 3 K and T < 10 2 K, measuring the gas mass in the 
warm and cold neutral component. Subsequent analysis is limited to 140 < t < 240 Myr, after the cloud has lost the imprint of the initial conditions, and before 
it hits the Galactic plane. 
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The fifth column relates the channel velocity v los at each position
long the cloud’s long axis to the metallicity for each channel
nd position. We generate a position–velocity plot showing the
etallicity of each position–velocity pair instead of the intensity.

n other words, each position along the long axis of the cloud is
epresented by a spectrum where the brightness temperature has been
eplaced by the channel’s metallicity. This information is usually
ot accessible via observations unless high-resolution spectra are
vailable for both tracers, but it provides us with a detailed view of
he correlation between line-of-sight velocity and metallicity. The
bscissa shows the channel velocity over the same range as indicated
y the colourbar in the centroid velocity maps (second column).
he ordinate shows, as in all other panels, the position along the
loud’s long axis. Colour indicates the metallicity for each position
nd velocity channel. The position–velocity map is derived from
he full position–position–velocity cube by integrating over the x
horizontal) axis. At early times (top row), the position–velocity
istribution shows a gradient from blue-shifted, leading velocities,
o red-shifted, trailing ones. The gradient indicates that the ‘tail’ of
he cloud is red-shifted with respect to the head, and therefore lagging
ehind the head. In the bottom panel, this gradient has vanished, but
etallicities are generally lower at higher velocity for all positions,

uggesting contamination. Ambient material at low metallicity is
ntrained all along the cloud, but it lags behind the main body of
he cloud, and therefore travels at more positive (red-shifted) line-
f-sight velocities. 
Since most of the cloud material gets replaced by ambient gas, the

arlier statement about heating of cloud material should not be taken
iterally. The velocity dispersion increases mostly because ambient
aterial is entrained in the cloud’s w ak e, then cools and later appears

s neutral gas (Gronke & Oh 2020 ). Actual heating of original cloud
aterial plays only a minor role. While the cloud appears to be
NRAS 509, 4515–4531 (2022) 
eated dynamically, this is just an effect of coherently moving cloud
aterial being replaced by more turbulent ambient material. 

.2 Probability for cloud material 

he probability for neutral gas to be cloud material P (cloud | H I )
llows us to assess whether metallicities can constrain cloud origin
cenarios. If z is the coordinate along the cloud’s long axis, also taken
s the local tangent to the trajectory, the probabilities are calculated
y determining the ratio of the tracer fields in terms of a mixing
arameter averaged laterally over all positions at a fixed z, 

 ( cloud | H I , z ) = 

1 

2 

(
1 + 

C̄ c ( z ) − C̄ h ( z ) 

C̄ c ( z ) + C̄ h ( z ) 

)
, (12) 

here the subscript c , h denote cloud and halo material, respectively.
he average colour field C̄ c ( z) is defined as 

¯
 c ( z) = 

∫ 
ρ( x ) C c ( x )(1 − x i ( x )) d x d y ∫ 

ρ( x )(1 − x i ( x )) d x d y 
, (13) 

here x and y are the lateral axes, i.e. perpendicular to the trajectory.
he local gas density is given by ρ, and the ionization fraction is
 i ( x ). The probability P (cloud | H I , z) is normalized to 1 for each z. 
Fig. 3 summarizes the time evolution of the probability to find

loud material along the long axis of the cloud (panels [a,b]). Initially,
he neutral gas component (panel [c,d]) consists of 100 per cent cloud

aterial, but the probabilities decrease once a tail forms around
00 Myr. The cloud ends up mostly consisting of accreted material.
robabilities < 1 indicate that ambient material transitioned to the
eutral phase via cooling (compare panels a, c, d). Its spread along the
rajectory (panel b) suggests that this material is entrained in the w ak e
f the cloud, consistent with the metallicity and cloud mass fraction
aps of Fig. 1 . Fig. 3 (e) shows the mass of gas at temperatures ≤10 4 ,

art/stab3266_f3.eps
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Figure 4. Time evolution of mass fractions o v er the whole cloud extent 
(solid) and the leading third (head) of the cloud. Mass fractions refer to the 
current cloud mass. The cloud tail accretes a factor of ∼30 more material than 
the head. The cloud ends up with ∼10 per cent of original cloud material, 
both in head and tail. 
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0 3 , 10 2 K, as a measure of the cold gas component. At the end of the
urn-in phase, the cold neutral component drops to less than a per cent
f the neutral cloud mass because of the initial o v erpressure within
he cloud (Section 2.1). Once the cloud hits the plane at t ∼ 240 Myr,
he neutral component grows again, via accretion. 

Fig. 4 provides a simplified view of the distribution of accreted 
ass. We split the cloud into a lower third (the ‘head’ – dashed lines)

nd the remaining two thirds (the ‘tail’ - solid lines). The inversion
etween head and tail in the total H I gas indicates that initially, the
ead is heated by compression (dip in mass fraction around 20 Myr)
nd then starts to cool again. Meanwhile, the tail loses most of its
eutral gas. At around 100 Myr, the total H I -mass (blue) rises abo v e
he cloud H I -mass (orange), a trend that is amplified until the end,
hen ∼90 per cent of the tail’s neutral gas consist of accreted gas.
ained H I (green) supports this interpretation, since it converges on 

he total H I mass. The mass fraction for the head show a similar
volution, e xcept that the y stay a factor of ∼30 below the tail mass
ractions at late times. Therefore, most of the gas is accreted in the tail,
onsistent with Henley et al. ( 2017 ). The mass ratios demonstrate that
or our evolved cloud, only 10 per cent of the neutral gas is original
loud material. See also Sections 3.4 and 4.2. 

We restrict the subsequent analysis to the time range between 
40 and 240 Myr, when the cloud has evolved away from its initial
onditions, but has not yet crossed the disc’s mid-plane. 

.3 Thermal evolution 

he neutral gas mass drops again after the cloud punches through 
he disc (Fig. 3 e), suggesting that the ambient thermal pressure may
e the driver for the o v erall mass evolution. Fig. 5 takes a closer
ook at the thermal state of all gas in the simulation domain. Pressure
Fig. 5 a), temperature ( 5 b) and density ( 5 c) distributions in terms of
ass fractions are shown against simulation time. Red lines indicate 

mbient halo values for pressure and density. The bulk of the ambient
as stays at the isothermal halo temperature of 2.2 × 10 6 K, because
f the long cooling time. Grey lines in the temperature (Fig. 5 b) and
ensity (Fig. 5 c) history show the thermal equilibrium value derived 
rom the cooling curve (Fig. A1 ) at the current ambient pressure.
t the higher pressures around vertical distances of z = 0 (Galactic
lane), two equilibrium solutions are possible, one for warm (solid) 
nd one for cold gas (dashed). The red and grey lines stand for
eference values taken at the cloud’s centre of mass. 

The pressure distribution (Fig. 5 a) is constrained by the ambient
as pressure for the most part. Ram pressure drives the cloud gas
bo v e the red line, and cloud gas in the w ak e will be at lower
ressure (blue regions below the red line). Approaching the plane, 
he pressure increases o v erall. Once the cloud punches through the
isk, the ambient pressure begins to drop, and the leading (faster)
loud gas (thin blue line below the red line beyond 240 Myr) drops
ore rapidly than the reference value at the centre of mass. 
The dense, cold cloud gas of the initial conditions is nearly gone

t the end of the burn-in phase (around 140 Myr), leaving only warm
as at T ∼ 10 4 K. Since the temperatures in the three thermal regimes
hot, warm, cold) are mostly constant, the densities (Fig. 5 c) follow
 shape similar to the pressure (Fig. 5 a). At around 100 Myr, mass
tarts to flow from the hot component at T = 2.2 × 10 6 K to the warm
as. Once the cloud approaches the plane, the pressure increases such
hat density and temperature can access the two thermal equilibrium 

olutions. The warm phase ( ∼10 4 K) tries to transit to the cold
hase, but dynamics prevent a full conversion, so that it reaches only
he unstable neutral phase (Murray et al. 2018 ). The onset of the
ransition can be seen around 150 Myr and 200 Myr (Fig. 5 b), with
as moving from T = 10 4 K to lower temperatures. While the pressure
t P / k B > 3 × 10 3 K cm 

−3 should suffice for warm and cold neutral
as to co-exist at the same pressure (compare to Fig. A1 ), dynamical
eating competes with radiative cooling (Gazol et al. 2001 , though
n a different context), suppressing the full formation of a cold phase.

Most of the cloud’s thermal state and thus the presence of neutral
as is determined by the ambient pressure (Wolfire et al. 1995b ),
hile dynamical effects lead to a gradual transition between the 

table phases. Yet, conversion from warm to cold neutral medium is
ot complete by any means, rather, any gas leaving the warm neutral
hase cools down only to the unstable neutral phase. 

.4 Time evolution and inclination angle 

ig. 6 shows the time evolution between 140 and 240 Myr (see Fig. 3 )
f the cloud profiles in dependence of inclination angles, from αi =
0 ◦ (nearly in the plane of sky) to αi = 90 ◦ (cloud moving towards
bserver). Quantities and colour schemes are identical to those used 
n Fig. 1 . 

The cloud stretches out and develops a head–tail structure, which 
hen breaks up into fragments moving at different speeds as indicated
y the blue-shifted material throughout the cloud for larger αi 

centroid velocities, second column). Metallicities and cloud mass 
ractions drop with time, indicating contamination of the cloud by 
mbient material. Original cloud material is indicated by grey tones 
cloud mass fraction, fifth column), while ambient gas is shown in
lue tones. At a given time, the cloud mass fraction decreases from
ead (bottom) to tail (top) for all angles but 90 ◦. Therefore, the tail
s contaminated faster than the head, suggesting contamination via 
ccretion into the cloud w ak e rather than by sweep-up of material by
he head. Despite the peloton effect and accretion, finding original 
loud material near the leading part of the cloud is more likely
han towards the trailing part, consistent with the results of Henley
t al. ( 2017 ). The cloud is predominantly contaminated by entraining
mbient material in its w ak e, and not via sweepup and compression.
f sweepup and compression of ambient material were the main 
ccretion mechanism, the leading part of the cloud should contain 
elatively less original cloud material than the trailing part. Gritton 
t al. ( 2017 ) point out that for supersonic motions, condensation
MNRAS 509, 4515–4531 (2022) 
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Figure 5. Pressure (a), temperature (b), and density (c) mass fraction distribution against time in the simulation domain. All gas is shown. The ambient halo 
pressure at the cloud’s centre of mass (reference position) is shown as a red line in (a), and the corresponding halo density as a red line in (c). The halo 
temperature is constant at T = 2.2 × 10 6 K. The gre y curv es show the thermal equilibrium temperature (b) and density (c) for the dense cloud gas (dashed), and 
for the cloud enveleope (solid). At higher pressures, there are two solutions, indicating a thermally bi-stable gas (Fig. A1 ). The ambient pressure drop co-incides 
with the drop in neutral cloud mass (Fig. 3 d). 

Figure 6. Laterally averaged profiles along the cloud’s long axis, against time after burn-in (140 Myr), for four inclination angles. Quantities shown and colour 
schemes are identical to those in Fig. 1 . The ordinate shows the position along the cloud’s long axis, in units of the simulation domain’s lateral extent. From left 
to right: Column density, centroid velocity, non-thermal line-width, metallicity, and cloud mass fraction. Grey tones in the cloud mass fraction indicate highest 
fraction of original material. Therefore, material is accreted predominantly in the tail (top), and not in the head (bottom) of the cloud. All inclination angles 
except αi = 90 ◦ (head-on) show a gradient in metallicity and cloud mass fraction. 
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t the head of the cloud can be suppressed because a bow shock
evelops, but that material still can condense in the w ak e. At
300 km s −1 (Fig. 2 ), the cloud travels supersonically with respect

o the background medium. 
Histograms of characteristic cloud measures (Fig. 7 ) highlight how 

ccretion affects the o v erall cloud properties. The av erage column
ensity increases with time, while the average metallicity and cloud 
ass fraction drop by more than a factor of 10. The width of both
etallicity and cloud mass fraction distributions decrease with time 

or larger inclination angles. The cloud accretes ambient material, 
eplacing the original cloud material, and thus resulting in a more 
omogeneous composition. For α = 10 ◦, the metallicity distribution 
evelops a tail toward lower values, resulting in a spread of o v er
.5 de x. F or small inclination angles, more material at low column
ensities contributes to the lines of sight. Since low column densities
re more likely to arise from accreted material (Section 3.6, for our
odel parameters) lower metallicities indicating ambient gas. 
The cloud decelerates once it has punched through the disc. This

educes the drag along the cloud, and thus the velocity differences of
ccreted material between different cloud locations. Therefore, the 
 v erall v elocity dispersion drops, and the cloud becomes dynamically 
ore coherent. 
Only extreme inclination angles ( αi = 10 ◦, 90 ◦) affect the o v erall

ppearance of the cloud (Fig. 6 ). For small inclination angles, relative
elocities along the cloud trajectory are suppressed, and therefore, 
he peloton effect cannot be observed. Metallicity estimates and 
istributions are consistent except for fully head-on trajectories ( αi = 

0 ◦). Because of the large aspect ratio of cloud length o v er width, only
i ≈ 90 ◦ leads to confusion in metallicities. Variations in metallicities 
nd cloud mass fraction along the cloud’s long axis are consistent 
xcept for αi ≈ 90 ◦. 

The probability to find original cloud material decreases from head 
o tail (Fig. 6 , last column showing the cloud mass fraction), and it
trongly depends on position, time, and inclination angle. Note that 
nding original cloud material is related, but not identical to finding 
ight-lines with high original cloud material content. The difference 
an be seen by comparing the cloud mass fractions in Figs 1 and
 . Small pockets of sight-lines with ∼50 per cent cloud material
urvive, yet their area coverage is vanishingly small compared to the 
loud area (see also Section 3.6). 

Distributions (Fig. 7 ) are differently affected by inclination angles. 
olumn densities generally increase for higher αi , but their distribu- 

ion narrows, while the centroid velocities show the reverse effect, 
ince for low αi , the lag of cloud material along the trajectory does
ot contribute to the velocity spread. At larger inclination angles, at 
east two centroid velocity components are discernible. Linewidths 
lso increase with increasing αi , as more gas is mixed along the line
f sight, leading to velocity crowding. Metallicities and cloud mass 
raction distributions are mostly unaffected by the viewing angle, 
uggesting that the latter two – especially metallicities in terms of 
bservables – are robust against variation in αi . 

.5 Velocity lags and metallicity 

ur discussion suggests that lower cloud mass fractions and ambient 
in our case, lower) metallicities should be correlated with larger 
elocity lags along the cloud. Fig. 8 confirms this expectation for
arly times. The 2D histograms of cloud mass fraction (top) against 
entroid velocity display a distinct negative gradient from small 
v cen = 0) to large lags (v cen > 0). Metallicities (bottom) mostly
ollow the same trend. The correlation becomes more pronounced for 
arger αi , since turbulent lateral motions of the cloud material do not
ontribute. At late times, both cloud mass fractions and metallicities 
evelop two distinct peaks, both spread out over similar velocity 
anges. This is a dynamic signature of the peloton effect: original
nd ambient material are mixed throughout the cloud, travelling at 
imilar velocities. 

.6 Column densities and metallicities 

ue to its proximity, the HVC complex with probably the highest
umber of abundance measurements is Complex C (Wakker et al. 
999b ; Richter et al. 2001 ; Tripp et al. 2003 ; Collins, Shull & Giroux
003 ; Collins et al. 2007 ; Shull et al. 2011 ). Collins et al. ( 2007 )
xplore correlations between [O/H] abundances and H I column 
ensities as a signature of mixing with ambient g as, h ypothesizing
hat higher column densities should show less contamination with 
mbient material. While present, the observed trend is weak due to
easurement uncertainties. The fourth column of Fig. 1 provides 
 modeler’s version of fig. 8 of Collins et al. ( 2007 ). In the center
ow, the cloud mass fraction at the cloud edge (around y = 0) is
ower than that of the cloud’s main body. These regions coincide
ith lower column densities (first column). Note that while Collins 

t al. ( 2007 ) would expect an anticorrelation between metallicity
nd column density, for our model parameters a positive correlation 
etween column density and metallicity indicates mixing between 
mbient and cloud gas. 

Fig. 9 provides a more detailed vie w, sho wing the joint distribu-
ions of cloud mass fraction as a proxy for metallicity, and column
ensity. We show the cloud mass fraction, since the metallicities are
odel-dependent. A positive correlation between cloud mass fraction 

nd column density indicates mixing and accretion. Indeed, for the 
rst two time instances (top and center row), all viewing angles
uggest a positive trend. When the cloud is about to punch through
he disk, column densities rapidly increase, and a substantial amount 
f ambient material is accreted. This leads to a flat distribution with
loud mass fraction – most of the neutral gas is now stemming from
he ambient medium. 

The specific choice of cloud and halo metallicities in our model
recludes quantitative predictions of metallicities within any given 
loud. Yet, the metallicity gradient (Fig. 6 ) across a cloud provides
n opportunity to distinguish between enrichment or dilution of 
loud material, which will occur when the cloud’s metallicity is 
ower or higher than that of the ambient gas, respectively. In the
ase of enrichment, the metallicity gradient along the cloud should 
e positive, since material of higher metallicity gets successively 
ntrained in the cloud’s w ak e (Fig. 4 ). In the case of dilution (as in
ur model cloud), the metallicity gradient should be ne gativ e, as low-
etallicity gas gets entrained. While specific values will depend on 

everal factors including the metallicity contrast between the cloud 
nd the ambient gas, estimating the metallicity gradient across a 
iven cloud even by two or three sightlines may provide information
bout the relative metallicities. 

The Smith Cloud can serve as an example. Although three 
etallicity measurements for the Smith Cloud (Fox et al. 2016 ) do

ot show a clear gradient, the two sight-lines close to the head of the
loud show higher values ([S/H] = −0.09 ± 0.33 and −0.14 ± 0.13),
hile the cloud tail has a lower value of [S/H] = −0.58 ± 0.20. If we
roup the first two values together, the abo v e reasoning would lead
s to conclude that the Smith Cloud’s material has been diluted (not
nriched) by ambient gas of lower metallicity. On the other hand,
enley et al. ( 2017 ) focus on the two higher metallicity estimates

nd conclude that their models are consistent with the Smith Cloud
aving been enriched o v er time by high-metallicity ambient gas, but
MNRAS 509, 4515–4531 (2022) 
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Figure 7. Histograms of all quantities shown in Fig. 6 , against time after burn-in (140 Myr), for all inclination angles. From left to right: Column density, 
centroid velocity, non-thermal line-width, metallicity, and cloud mass fraction. 
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his does not explain the lower metallicity measured in the cloud
 ak e. More observational metallicity constraints, in both the cool

louds and the hot ambient gas, are needed for further progress. 
Fig. 9 provides a measure for the probability to find sight-lines

ith high original cloud material content, at a given point in the
loud’s evolution. While the o v erall cloud mass fraction drops with
ime, pockets of sight-lines with a high cloud mass fraction survive
centre ro w, lo wer inclination angles). Yet their area co v erage is small
ompared to that of accreted material. For example, the probability
o find sight-lines with f cl > 0.5 at � t = 80 Myr is less than 1 per cent.

 DISCUSSION  

e presented an analysis of a hydrodynamical simulation of a gas
loud traveling through the Galactic halo, determining the probability
o find original cloud material within the observed cloud at any given
ime and viewing angle. The model assumes cloud formation via
nfall, possibly due to stripping from dwarf satellites. Other origin
cenarios for cloud formation have been discussed elsewhere (e.g.
i, Oh & McCourt 2018 , for in situ formation). 

.1 Caveats 

.1.1 Missing physics 

e leave out the effects of thermal conduction and magnetic
elds. Br ̈uggen & Scannapieco ( 2016 ) investigated the role of heat
onduction with 3D adaptive mesh refinement models, concluding
NRAS 509, 4515–4531 (2022) 
hat electron thermal conduction does play a role in the e v aporation
f clouds of low column densities. Though applied to a different
cenario, namely the acceleration of cold clouds in a galactic wind,
he underlying physics is similar. Two-dimensional models of cloud
isruption including radiative cooling and heat conduction (Vieser &
ensler 2007a , b ; Armillotta et al. 2017 ) have shown that heat

onduction can help to stabilize the cloud against disruption. The
atter authors exploit the advantages of reduced dimensions and
xplore a range of cloud radii and masses. Kooij, Grønnow &
raternali ( 2021 ) demonstrate numerically that magnetic fields might
uppress thermal conduction (Spitzer 1962 ) and thus help cool gas
surviv e’. Yet the y point out that thermal conduction – even if
uppressed – still affects the evolution of a cloud. 

In a similar study of cloud acceleration in hot winds, McCourt
t al. ( 2015 ) conclude that, when using tangled magnetic fields,
he clouds start to mo v e with the background medium in near
ressure equilibrium, rather than being disrupted. The magnetic field
uppresses the dynamical instabilities (see also Grønnow et al. 2017 ),
hile it links the cloud to the ambient gas via sweep-up of field

ines, thus increasing the drag force abo v e hydrodynamic values. To
apture the effect of magnetic fields fully, three-dimensional simu-
ations are necessary (Grønnow, Tepper-Garc ́ıa & Bland-Hawthorn
018 ), since in two dimensions, interchange modes cannot develop
Stone & Gardiner 2007 ). Still, magnetic fields seem capable of
uppressing some of the condensation of ambient material into the
 ak e (Grønnow et al. 2018 , see also Field 1965 for the suppression
f thermal instability in the presence of magnetic fields); therefore,
e expect that including magnetic fields in our models would slow
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Figure 8. Time history (columns) of the cloud mass fraction f c (top) and metallicity log Z (bottom) as function of the centroid velocity ( x -axis), for several 
inclination angles (rows). Times � t are given after burn-in (140 Myr). Cloud mass fractions systematically drop with higher (red-shifted) velocities, and with 
increasing time. For the metallicities, both statements are generally true, though the viewing angles can hide the signature. Colour scales of marginalized 
histograms are identical to those of Fig. 1 . 
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own the cloud and suppress cloud disruption, resulting in less mass
ost and therefore in a higher probability to detect cloud material 
long the tail (Fig. 3 ). 

.1.2 Metallicities and disk structure 

ur choice of initial cloud and specifically halo metallicities will 
educe the condensation of halo gas in the w ak e of the cloud
ompared to more realistic (higher) halo metallicities. Therefore, 
ur contamination estimates are lower limits, since higher halo 
etallicities would lead to more gas condensing in the wake of

he cloud via cooling. Also, metallicity gradients would be less steep 
han found in our analysis. Omitting the thin disc with its colder and
enser (neutral) gas component in our simplified halo model also 
uppresses accretion of ambient gas. 

.1.3 Beam smearing 

e assume pencil beams for both absorption and emission. All 
VC metallicity estimates are derived by combining H I 21 cm 

easurements taken at a finite beamwidth with UV metal-line 
easurements taken at an infinitesimal beam (pencil) width and are 
herefore sensitive to beam-smearing effects, in which small-scale 
sub-beam) structure in the radio data could impact the actual H I

olumn along the UV pencil beam. Wakker et al. ( 1999a ), Wakker
t al. ( 2001 ) quantified this effect for a few lines of sight, extending
o a list of H I 21 cm columns for all available HVC sightlines
Wakker, Lockman & Brown 2011 ). They estimated that, typically, 
 I columns are accurate within 10 −25 per cent, or ±0.04 −0.10 in

og N H . We will leave the consideration of beam-smearing effects for
 future contribution. 

.1.4 Impact velocity 

he cloud’s velocity relative to the ambient gas is not only rele v ant for
ydrodynamical considerations, since instabilities can be suppressed 
or supersonic motions (Chandrasekhar 1961 ) and therefore the 
ccretion mechanism changes (Gritton et al. 2017 ), but it also could
erve as a check against observations. Yet, three-dimensional velocity 
nformation for HVCs is available only in rare circumstances. 

Lockman et al. ( 2008 ) determined the three spatial velocity
omponents of the Smith Cloud, with a total space velocity of
 tot = 300 km s −1 and a vertical component of 73 ± 26 km s −1 
MNRAS 509, 4515–4531 (2022) 
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Figure 9. 2D histograms of cloud mass fraction against column density, to test for correlation between metallicity and column density. A positive correlation 
indicates mixing between cloud and ambient gas. Colours stand for the number of sightlines. Times are � t = 60, 80, 100 Myr (top to bottom). Different viewing 
angles are arranged horizontally, from in-the-plane (left) to a head-on view (right). 
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t which the cloud is approaching the disc. Its orbit is highly inclined
nd prograde, so that the Smith Cloud’s v elocity relativ e to the
mbient gas would expected to be much less than V tot . Heitsch et al.
 2016 ) proposed a method to reconstruct the three-dimensional cloud
ropagation direction required to calculate V tot , based on the cloud
orphology in the position-velocity plane and v LSR . Applying the
ethod to a subset of clouds identified in HIPASS (Putman et al.

002 ), they estimate V tot of up to > 300 km s −1 for a few clouds.
et, these estimates, and the resulting relative speed with respect to

he ambient gas, strongly depend on the assumed halo gas rotation
odel. 
Theoretical estimates of the infall velocity depend on the cloud’s

tarting point, on the gravitational potential, and on whether drag is
ncluded. Shull & Moss ( 2020 ) find infall velocities of ∼350 km s −1 

ithout drag and a logarithmic potential (Fig. 2 ), while Ben-
amin & Danly ( 1997 ) including drag estimate terminal velocities
f ∼150 km s −1 . Self-consistent models in which the cloud is
ropped in a stratified halo (Heitsch & Putman 2009 ; Sander &
ensler 2021 ) reach cloud velocities between 150 and > 300 km s −1 .
ind-tunnel experiments explore ranges of 100–350 km s −1 (e.g.
wak, Henley & Shelton 2011 ). 

.2 Consequences for obser v ations 

(i) The peloton effect (Section 3.1.2) could be detected in three
ays: (a) High-resolution (interferometry) observations at the lead-

ng head of a cloud would exhibit ‘unordered’ velocity fields not
ollowing a systematic velocity gradient from head to tail (Fig. 6 ).
NRAS 509, 4515–4531 (2022) 
b) The (thermally) cooler head would show a large non-thermal
omponent. This could be looked for in HI 21 cm data as well as in
V absorption lines (Fig. 6 ). (c) Joint distributions of metallicity and

entroid velocities would show double or multiple peaks (Fig. 8 ). 
(ii) Using metallicities as diagnostics for cloud origin is compli-

ated mostly by substantial contamination especially of the trailing
loud parts due to accretion of ambient gas (Figs 3 , 4 , 6 , see also
enley et al. 2017 ). Though the leading cloud part is less prone

o accrete material specifically at supersonic motions, the peloton
f fect will e ventually also lead to contamination, flattening the
etallicity gradient to a point where distinguishing between original

nd accreted gas might be impossible. 
(iii) Not only does the mass fraction of original cloud material drop

ith time, but also the area co v erage of sight-lines with high original
loud mass fraction decreases rapidly. The probability to find such
ight-lines strongly depends on inclination angle and time (Figs 1 and
 ). Fig. 9 suggests that the probability to find sight-lines with f cl > 0.5
s vanishingly small for evolved clouds. Therefore, in all likelihood,
etallicity measurements in HVCs will not represent original cloud

roperties, but metallicity gradients will provide insight about cloud
ontamination. 

(iv) While the H I column densities vary o v er nearly two orders
f magnitude at any time, the metallicities are spread over half a
ex at most at any given time (Fig. 7 ). Metallicities drop with time
ue to accretion well beyond observational uncertainties (Fox et al.
016 ), yet an individual snapshot shows a largely uniform metallicity.
he spread is larger than observational uncertainties at any given

ime, allo wing observ ational distinction between cloud and ambient
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aterial only if their metallicities differ sufficiently . Viewing angles 
o not affect the metallicity estimates. 
(v) If the ambient metallicity is kno wn, v ariations of the metal-

icity along the cloud can provide information about whether gas 
as been mostly accreted via compression at the leading head or via
ondensation in the trailing tail. 

(vi) Metallicity gradients along the cloud trajectory can provide 
nsight about the relative metallicities of cloud and ambient gas, based 
n the observation that ambient material is successively entrained in 
he cloud’s w ak e (Fig. 6 , Section 3.6). 

(vii) Correlations between metallicity and column density can 
ndicate the presence of cloud gas mixing with ambient gas (Collins
t al. 2007 ). Fig. 9 suggests that such a correlation would strongly
epend on the evolutionary state of the cloud – if such a concept is
pplicable at all. A ‘pristine’ cloud traveling through the halo would 
how a correlation between metallicity and column density, but once 
he majority of a cloud’s mass is actually coming from the ambient
as, the correlation between metallicity and column density should 
e flat. 

.3 Outlook 

hile our parameter choices do allow us to set strong lower limits
n contamination, ultimately, exploring a range of halo and cloud 
etallicities, cloud masses, and trajectories might seem advisable to 

urther constrain how accretion affects realistic clouds. Yet, based 
n our parameter choices, we do not expect results to change 
ualitatively. 
Our model addresses the evolution and contamination of an 

nfalling cloud, but similar contamination mechanisms might be 
xpected for outflowing clouds driven by Galactic winds (e.g. Di 
eodoro et al. 2018 ; Lockman, Di Teodoro & McClure-Griffiths 
020 ). Depending on the balance between ram pressure acceleration 
y the wind and gravitational acceleration, outflow models might be 
loser to wind-tunnel experiments than envisaged here. 

 C O N C L U S I O N S  

e use hydrodynamic simulations of infalling high-velocity clouds 
un with a modified version of Athena (Stone et al. 2008 ) to probe
ow reliably metallicity measurements can identify ‘original’ cloud 
aterial o v er time, along the cloud, and under a range of viewing

ngles. The model parameters are chosen to provide conserv ati ve 
strong) limits on cloud contamination by ambient material. Our 
nalysis has led us to conclude the following: 

(i) The cloud is contaminated nearly linearly with time, until most 
f the original cloud material has been replaced by accreted gas 
Fig. 7 ). The cloud is well defined at any fixed time, but not across
ime, and thus is not defined by constancy in its constituent gas
articles, but by self-propagating density and pressure perturbations. 
he energy necessary to reform the cloud is provided by the potential
nergy of the o v erdensities. 

(ii) Our super-sonically moving cloud is to some extent contami- 
ated at its leading edge by sweep-up, but mostly along the cloud tail,
ue to thermal condensation into the w ak e of the cloud (Fig. 6 ). The
hermal state of cloud gas – whether original or accreted – is largely 
ontrolled by the ambient pressure (Fig. 5 ) and the cloud dynamics. 

(iii) The cloud dynamics can get extremely complex, with initially 
agging material that is shielded from ram pressure catching up to 
he head, and even passing the head, of the cloud (peloton effect).
his would affect centroid velocity gradients and thus drag estimates 
Peek et al. 2007 ), and it could also introduce uncertainties in
etallicity gradients. 
(iv) While the dynamical quantities (centroid velocity and velocity 

ispersion) depend on the inclination angle, the o v erall metallicities
re unaffected by inclination within observational uncertainties, due 
o identification of individual velocity components (Fig. 7 ). Only 
or small inclination angles (i.e. clouds mostly in the plane of sky),
ccreted material at low column densities will display metallicities 
given our model parameters) lower by more than 1 dex compared
o the bulk of the cloud. 

(v) The correlation between metallicities and column densities 
long a range of sightlines not only indicates mixing (Collins et al.
007 ), but also could indicate the evolutionary stage of the cloud. 
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PPENDI X  A :  M O D I F I C AT I O N S  TO  AT H ENA  

he code is available at FH’s github repository. The initialization
le can be found under src/prob/fheitsch/hvc.c . 

1 PPV Cubes 

ecause of the high resolution requirements, we implemented an
n-the-fly analysis, including the calculation of position–position–
elocity (PPV) cubes for selected viewing angles. All lines-of-sight
an be calculated at initialization of the simulation. The block
ecomposition used in the parallelization requires that each processor
umps its version of a rotated PPV cube. These are then added
nd stitched together in a post-processing step. This approach limits
he radiative transfer to optically thin emission and/or background
bsorption. Self-absorption cannot be modelled. We calculate spectra
or two species. 

The H I -21 cm emission is determined for each velocity channel
 as the integral along the line of sight s , 

 b (v) = c −1 
H I 

∫ 

n ( s) φ(v − v( s)) d s, (A1) 
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here n ( s ) is the local density in cm 

−3 along the line of sight for gas
ith T < 10 4 K, and the function 

(v − v( s )) = 

1 √ 

π�v th ( s ) 
exp 

( 

−
(

v − v( s) 

� v th ( s ) 

)2 
) 

(A2) 

escribes the thermal broadening with the local thermal width 
 v th ( s) = 

√ 

2 k B T ( s) /m H , where m H is the hydrogen atom mass,
nd k B the Boltzmann constant. The constant c H I = 1.823 × 10 18 

m 

−2 (K km s −1 ) −1 . Each channel is � v = 1 km s −1 wide. The
rightness temperature can be converted into a total column density 
ia 

( H I ) = c H I 

∫ 

T b (v)d v. (A3) 

The absorption by a tracer species (for example singly ionized 
ulphur, S II , Fox et al. 2016 ) is calculated based on the local
etallicity, 

 = Z c C c + Z h C h , (A4) 

here the subscripts c / h denote cloud/halo material, and with the
um of the ‘colour’ fields identifying cloud and halo material, C c +
 h = 1. The colour field for the cloud C c is defined via equation (7).
e write the absorption coefficient as 

( s) = σS II Z( s) n ( s) , (A5) 

ssuming σ S II = 10 −22 cm 

2 as a cross-section for the tracer. The 
xact choice is irrele v ant for our purposes, and is solely moti v ated
y rendering the resulting absorption line as optically thin, i.e. the 
ptical depth at a given velocity channel v is given by 

(v) = 

∫ 

κ( s) φ(v − v( s)) d s. (A6) 

he column density per channel N (v) can then be calculated as
(v)/ σ S I . We note that we use the same mean molecular weight for
 I and the tracer species. Further, we neglect any issues arising from
arying ionization degrees (Fox et al. 2016 ). In that sense, our ‘metal
bsorber’ is just a generic quantity, providing the simplest possible 
odel. The closest equi v alent to observ ational measurements would 

e metallicity estimates via O I /H I coupled via charge exchange
Collins et al. 2003 ). 

2 Internal energy 

he Athena stock version applies density and pressure floors after the 
econstruction step as a safeguard to prevent negative densities and/or 
ressures in extreme flow situations. For problems involving radiative 
osses, the floor values can lead to unreasonably high heating rates, 
eading to point-wise ‘explosions’. Therefore, we implemented an 
nternal energy integration following Bryan et al. ( 2014 ). Details are
iscussed by Goodson et al. ( 2016 ) and Frazer & Heitsch ( 2019 ). 

3 Time stepping 

o increase the stability of the code in the presence of strong temper-
ture gradients and high-Mach number shocks, we implemented a 
ime-variation-diminishing third-order Runge–K utta inte grator (Got- 
lieb & Shu 1998 ) in Athena. While slower than the CTU and VL
ntegrators of the Athena 4.2 stock version, the benefit of impro v ed
tability while being able to run at Courant numbers of 0.5 seemed
 reasonable trade-off. The RK3 architecture has the advantage that 
rbitrary source terms can be included with ease at third order in time,
.e. at the same order as the hydrodynamical fluxes. This is especially
f advantage in the case of energy source terms such as cooling
Section A4) or co-moving grids (Section A5). Despite the higher 
ime-accurac y, e xtreme flow situations, specifically in the presence 
f radiative losses, can occasionally lead to ne gativ e densities. In
uch cases, the integrator repeats the failed step at half the Courant
ime-step for the whole grid. 

4 Thermal physics 

eating and radiative losses are implemented as a look-up table 
n five variables, namely the gas density n , the temperature T , the
istance from the Galactic plane z to account for reduction of soft
V radiation density, the column density N to account for UV and
 -ray shielding, and the metallicity Z . Tables were generated with
appings-V (Sutherland & Dopita 1993 ). The z-dependence of the 

adiation field follows Wolfire et al. ( 1995b ). Fig. A1 shows the
hermal equilibrium pressures P , temperatures T , and ionization 
egrees against gas density n , in dependence of metallicity (left),
istance abo v e the plane (center), and shielding column (right).
etallicity and shielding can strongly affect the thermal behaviour 

f the gas (Wolfire et al. 1995b ). The calculation of the ionization
egree assumes collisional ionization equilibrium, since we are 
nterested only in the o v erall dynamics rather than the details of
he turbulent mixing layers or the ionization stages of various ions
Kwak & Shelton 2010 ; Gnat, Sternberg & McKee 2010 ). We use the
onization degree to determine the fraction of neutral gas during the
nalysis step. A detailed treatment of the thermal physics across 
phase transitions’ (e.g. Stone & Zweibel 2009 ) including non- 
quilibrium cooling can change the nature of the transition and thus
ould e ventually af fect the ef ficiency of ambient gas condensation in
he cloud w ak e (Gnat 2017 ). 

Heating and cooling are implemented as sources Ė cool to the total 
nergy equation, 

 t E + ∇ · ( u 

u u ( E + P ) ) = Ė cool . (A7) 

o prev ent o v ershoots once thermal equilibrium is reached, and to
 v oid ne gativ e temperatures, we sub-cycle on the cooling using an
daptive stepsize Runge–Kutta–Fehlberg integrator, solving 

d T 

d t 
= f ( n, T , N, Z, z) . (A8) 

he RKF inte grator subc ycles on equation (A8) until a full Courant
ime-step � t is reached. The resulting energy difference � E is used
o calculate 

˙
 cool = 

�E 

�t 
. (A9) 

5 Comoving grid 

here are two advantages to have the simulation domain track the
loud. First, we can limit the simulation domain to a box around the
loud. This allows us to track the cloud for an arbitrary amount
f time, as long as we provide the correct (time- and position-
ependent) boundary conditions. Gritton et al. ( 2014 ) and Galyardt &
helton ( 2016 ) decided to solve this problem by using adaptive mesh
efinement in a domain spanning the whole trajectory of the cloud,
efining only on the position of the cloud. Yet, since we are mostly
nterested in turbulent mixing, we decided to insist on a uniform
patial resolution. Shin et al. ( 2008 ) point out the second advantage,
amely that a comoving grid can be realized by subtracting the centre- 
f-mass velocity from the box, thus reducing the effect of truncation
rrors in the cloud dynamics. We follow their approach, adjusting 
MNRAS 509, 4515–4531 (2022) 
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Figure A1. Thermal equilibrium pressure (top), temperature (center), and ionization fraction (bottom) against density, in dependence of metallicity (left), 
distance from plane (center), and shielding column (right). Metallicity and shielding column have the strongest effect on the thermal behaviour of the gas. The 
ionization fraction is used to calculate the amount of neutral H I . 
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he subtracted velocity such that the leading cloud edge is kept at
 (nearly) constant position within the box (see also Goodson et al.
017 ). The comoving grid is implemented as a change in position
nd velocity applied to the grid coordinates, updated together with
he fluid variables. Thus, the grid positions are updated together
ith the RK3 integration. The RK3 integrator takes care of resetting

he coordinates also, in case a time-step needs to be repeated (see
ppendix A3). 

PPENDIX  B:  RO H S A  

itting the spectra to determine column densities and thus abundances
et with two challenges. First, a single position–position–velocity

ube can contain thousands of usable lines of sight, since we are
ot limited to background sources for absorption spectra. Secondly,
 single line of sight may contain multiple velocity components,
he number of which is not known in advance. The first challenge
andates a fast and efficient fitting mechanism, and the second

hallenge requires the fitting procedure to allow for an arbitrary
NRAS 509, 4515–4531 (2022) 
umber of Gaussian components, yet ideally without o v erfitting the
ata. We use a modified version of ROHSA (Marchal et al. 2019 ) that
ecomposes jointly the emission and absorption position–position–
elocity cubes described in Appendix A1 into multiple velocity
omponents using a Gaussian model. 

1 Model 

he data are the measured brightness temperature T b ( v, r ) and optical
epth τ ( v, r ) at a given projected velocity v. The proposed model

˜ 
 b 

(
v , θ em ( r ) 

)
and ˜ τ

(
v , θ τ ( r ) 

)
are a sum of N Gaussian G 

(
v, θn ( r ) 

)

˜ 
 b 

(
v , θ em ( r ) 

) = 

N ∑ 

n = 1 

G 

(
v , θ em 

n ( r ) 
)
, (B1) 

˜ 
(
v , θ tau ( r ) 

) = 

N ∑ 

n = 1 

G 

(
v , θ τ

n ( r ) 
)
, (B2) 

art/stab3266_fA1.eps
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ith θ em ( r ) = θ em 

1 ( r ) , . . . , θ em 

n ( r ) , θ τ ( r ) = θ τ
1 ( r ) , . . . , θ

τ
n ( r ) ,

nd where 

 

(
v, θn ( r ) 

) = a n ( r ) exp 

( 

−
(
v − μn ( r ) 

)2 

2 σ n ( r ) 2 

) 

(B3) 

s parametrized by θn = 

(
a n , μn , σ n 

)
with a n ≥ 0 being the ampli- 

ude, μn the position, and σ n the standard deviation 2D maps of the 
 th Gaussian profile. The residuals are 

 

em 

(
v , θ em ( r ) 

) = 

˜ T b 
(
v , θ em ( r ) 

) − T b ( v , r ) , (B4) 

nd 

 

τ
(
v , θ τ ( r ) 

) = ˜ τ
(
v , θ τ ( r ) 

) − τ ( v , r ) . (B5) 

The estimated parameters ˆ θ
em 

and ˆ θ
τ

are defined as the minimizer 
f a cost function that includes the sum of the squares of the residuals, 

 ( θ em , θ τ ) = 

1 

2 
λem 

∥∥L 

em 

(
v, θ em 

)∥∥2 

2 
+ 

1 

2 
λτ

∥∥L 

tau 
(
v, θ τ

)∥∥2 

2 
, (B6) 

here, λem , and λτ are hyperparameters than tune the balance 
etween the emission and absorption terms. Although the two 
erms in equation (B6) are combined in a single cost function, the
arameters θ em and θ τ are independent and the estimated parameters 
btained using any arbitrary optimization algorithm would lead to 
he same result as if they were e v aluated separately. Ho we ver, such
 combination allows us to add regularization terms as priors on the
odel parameters θ em and θ τ . 
Following Marchal et al. ( 2019 ), each parameter map of θ em ( r ) and

τ ( r ) is filtered using a Laplacian kernel to ensure that the solution is
patial coherent. In other words, adjacent pixels are forced to have a
imilar Gaussian decomposition. The following regularization term, 
tself containing energy terms, is added to the cost function given in
quation (B6) 

( θ em , θ τ ) = 

1 
2 

∑ N 

n = 1 λ
em 

a ‖ D a em 

n ‖ 2 2 + λem 

μ ‖ D μem 

n ‖ 2 2 (B7) 

+ λτ
σ ‖ D σ τ

n ‖ 2 2 (B8) 

+ 

1 
2 

∑ N 

n = 1 λ
τ
a ‖ D a τn ‖ 2 2 + λτ

μ‖ D μτ
n ‖ 2 2 (B9) 

+ λτ
σ ‖ D σ τ

n ‖ 2 2 , (B10) 

here D is the matrix perform the 2D convolution (see Marchal et al.
019 for complementary details), and λem 

a , λem 

μ , λem 

σ , λτ
a , λ

τ
μ, λτ

σ are 
yperparameters than tune the balance between the different terms. 

In addition, we also add the following regularization term to the 
ost function given in equation (B6) 

 

′ ( θ em , θ τ ) = 

1 

2 

N ∑ 

n = 1 

λμ

∥∥μem 

n / μτ
n − 1 

∥∥2 

2 
+ λσ

∥∥σ em 

n / σ τ
n − 1 

∥∥2 

2 
, 

(B11) 

here λμ and λσ are hyperparameters than tune the balance between 
he different terms. These energy terms aim to maximize the corre- 
ation of the velocity fields and dispersion velocity fields between 
mission and absorption. In other words, these energy terms ensure 
hat each Gaussian pair describing a component seen in absorption 
nd emission has a similar velocity and a similar velocity dispersion.

The full cost function is then 

 ( θ em , θ τ ) = Q ( θ em , θ τ ) + R( θ em , θ τ ) + R 

′ ( θ em , θ τ ) , (B12) 

nd the minimizer is 

 ̂

 θ
em 

, ̂  θ
τ
] = argmin 

θem , θτ

J ( θ em , θ τ ) , (B13) 
rt. a em 

n ≥ 0 , a τn ≥ 0 ∀ n ∈ [1 , . . . , N ]. Following Marchal et al.
 2019 ), this optimization relies on L-BFGS-B (for Limited-memory 
ro yden–Fletcher–Goldf arb–Shanno with Bounds), a quasi-Newton 

terative algorithm described by Zhu et al. ( 1997 ) that allows for the
ositivity constraints of the amplitudes to be taken into account. 
The initialization of the optimization is carried out in two steps.

irst, the optical depth model θ τ is adjusted using the second term
n equation (B6). For this step, we use the multiresolution process
rom coarse to fine grid described in Marchal et al. ( 2019 ). Then the
olution θ τ is used to initialize θ em . Finally, the full cost function
iven in equation (B12) is used to perform the final optimization
nd to update θ τ and θ em , ensuring a spatially coherent solution 
ith a correlated velocity field and velocity dispersion field for each
aussian component. 
The decomposition is performed using ROHSA hyperparameters 
 = 6, and λem 

= λτ = λem 

a = λem 

μ = λτ
σ = λτ

a = λτ
μ = λτ

σ = 1. The
umber of Gaussian N is chosen to ensure that the signal is fully
ncoded. Note that due to regularization, this does not imply that six
aussians are used along each line of sight (Marchal et al. 2019 ). 

2 Estimating physical parameters 

he spatially coherent parameters ˆ θ
em 

, ̂  θ
τ

obtained with ROHSA 
llows us to extract the mean physical properties of the HVC gas
long each line of sight. 

The column density map is 

( H I )( r ) = C a em 

n ( r ) σ em 

n ( r ) . (B14) 

ll the following quantities (metallicity, centroid velocity, and total 
elocity dispersion, see also equations 11 and 10) are weighted, by
he column density, 

¯
 ( r ) = 

∑ N 

n = 1 N ( HI ) n ( r ) ( a τn ( r ) / a 
em 

n ( r )) ∑ N 

n = 1 N ( HI ) n ( r ) 
, (B15) 

 c = 

∑ 

v v 
˜ T b ( r ) ∑ 

v 
˜ T b ( r ) 

, (B16) 

¯ 2 ( r ) = 

∑ 

v ( v − v c ( r )) 2 ˜ T b ( r ) ∑ 

v 
˜ T b ( r ) 

. (B17) 
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