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This paper focuses on the description and the computation of the B-differential of the
componentwise minimum of two affine functions with vectorial values. The problem has
many equivalent formulations and we mention some of them in linear algebra, convex
analysis and discrete geometry. The original problem arises in the reformulation of the
linear complementarity problem with the Min C-function, which was our initial motiva-
tion. We uses the various problem formulations to shed some light on the properties of
the B-differential. The set to describe has a finite number of elements, which can be
exponential, so that its description is often algorihmic. We propose several modifications,
adapted to the problem at stake, of an output-sensitive incremental algorithm introduced
by Rada and Cerny in 2018 for determining the cells of an arrangement in the space
of hyperplanes having a point in common. As shown by numerical experiments, these
modifications improve the performance of the algorithm significantly.
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1 Introduction

Let E and F be two real vector spaces of finite dimension n := dimE and m := dimF. The
B-differential at x € E of a function H : E — F is the set denoted and defined by

OpH(z) :=={J € L(E,F): H (x) — J for a sequence {1} C Dy converging to 2}, (1.1)

where L(E,F) is the set of linear (continuous) maps from E to F and Dg is the set of points
at which H is (Fréchet) differentiable (its derivative at x is denoted by H'(z), an element
of L(E,F)). Recall that a locally Lipschitz continuous function is differentiable almost every-
where in the sense of the Lebesgue measure (Rademacher’s theorem [28,30,35,49]) and this
property has the consequence that the B-differential of a locally Lipschitz function is nonempty
everywhere [16]. The B-differential is an intermediate set used to define the C-differential (C
for Clarke [16]) of H at x, which is denoted and defined by

OcH(z) :=codpH(x),

where co S is the convex hull of a set S [13,36,51]. Both intervene in the specification of
conditions ensuring the local convergence of the semismooth Newton algorithm [46,47].

In this paper, we are primarily interested in describing the B-differential of H at  when
H : R* — R™ is the componentwise minimum of two affine functions x — Az + a and
x +— Bx 4+ b, where A, B € R"™*™ and a, b € R™. Hence, H is defined at z € R" by

H(z) = min(Az + a, Bz + b), (1.2)

where the minimum operator “min” acts componentwise (for two vectors u, v € R™ and
i€ [1:m] = {1,...,m}: [min(u,v)]; := min(u;,v;)). Our motivation to look at the B-
differential of that function H comes from the fact that, when m = n and H is given by (1.2),
the equation

H(x)=0 (1.3)

is a reformulation (see the next paragraph for a clarification) of the balanced [23] linear com-
plementarity problem (LCP)

0< (Az+a) L (Bzx+b)>0. (1.4)

This system expresses the fact that a point € R™ is sought such that Az+a > 0, Bx+b>0
and (Az + a)T(Bx + b) = 0 (the superscript “T” is used here and below to denote vector or
matrix transposition). Problem (1.4) is a special case of the so-called (extended) vertical LCP,
which uses more than two matrices and vectors in its formulation [18,57,61]. In the standard
LCP, A is the identity matrix and a = 0 [19,42].

When Az+a and Bx+b are nonnegative, the orthogonality condition (Az+4-a)T (Bz+b) =0
in (1.4) can be written equivalently “(Az + a);(Bz + b); = 0 for all ¢ € [1:m]”. Then, that =
solves (1.4) if and only if (1.3) holds, because, for two real numbers o and S, min(«, 5) = 0
if and only if & > 0, 8 > 0 and af = 0. Therefore, (1.3) is indeed a reformulation of (1.4)
as a nonsmooth equation solving problem [1,44]. This reformulation serves as the basis for a
number of solving methods and investigations [1,7-9,21-23,29,37,39,43-45|. If (1.4) stands
alone, it is appropriate to have m = n, but (1.4) may be part of a system with other constraints
to satisfy [10,40,41], in which case m < n. In the computation of the B-differential of the Min
function (1.2), m and n may not be related.



When generality does not imply difficulty, we consider the nonlinear version of the above
problems. The function H : E — R is then defined at = € E by

H(z) := min(F(x),G(x)), (1.5)

where F' and G : E — R™ are two functions and the “min” operator still acts componentwise.
Then, the equation (1.3) is a reformulation of the complementarity problem

0< F(z) L G(z) > 0. (1.6)

As a first general remark, we quote that fact that the B-differential of H in (1.5) cannot be
deduced from the knowledge of the B-differential of its scalar components H; : x € E —
H;(z) € R, for i € [1:m)], since if [16; proposition 2.6.2(e)]

Z?BH(x) - 83H1(£) X e X E?BHm(a;), (1.7)

equality in this inclusion may not hold (see [29; § 7.1.15] and all the examples below, for which
the B-differential is not complete in the sense of definition 2.3). Therefore, all the components
of H must be taken into account simultaneously.

When H is given by (1.5), with functions F' and G that are continuously differentiable
at xz, the B-differential at x of H is a finite set, made of Jacobians J whose ith row is in
{F!(x),G;(x)} (proposition 2.2). Consequently, its cardinal can be exponential and it occurs
that its full mathematical description is a tricky task, essentially when there are many indices 4
for which Fj(xz) = Gi(z) and F/(z) # G)(z), a situation that makes H nondifferentiable
(lemma 2.1), and when no “qualification conditions” hold ([15; 2011] and proposition 4.2).
Then, a rich panorama of configurations appears, which is barely glimpsed in this paper.

The paper starts with a background section (section 2), which recalls a basic property of
the minimum of two functions (lemma 2.1) and specifies the structure of the B-differential of
the function H in the general case (1.5), in particular its finite nature (proposition 2.2).

In section 3, it is shown that the problem of computing dp H (x) has a rich panel of equiv-
alent formulations, related to various areas of mathematics. We have quoted two forms of the
problem in linear algebra, which are dual to each other (section 3.2), two equivalent problems
in convezr analysis (section 3.3) and a last equivalent problem, which arises in computational
discrete geometry and deals with the arrangement of hyperplanes having the zero point in
common (section 3.4).

Section 4 gives some properties of the B-differential of H in (1.2), which is the minimum
of two affine functions, recalls Winder’s formula of its cardinal and provides some lower and
upper bounds on this one.

Section 5 presents the adaptation of the Rada and Cerny algorithm [48] to our framework
and proposes several modifications. The complexity of the proposed algorithm is analyzed
in terms of the number linear optimization problems to solve. Numerical experiments are
reported, showing that the modifications improve the performance of the algorihm significantly.

An abridged version of this report can be found in [24].

Notation

We denote by |S| the number of elements of a set S (i.e., its cardinal). The power set of
a set S is denoted by P(S). The sets of nonzero natural and real numbers are denoted
by N* and R*, respectively. The sign of a real number is the multifunction sgn : R — R
defined by sgn(t) = {1} if ¢ > 0, sgn(t) = {—1} if ¢ < 0 and sgn(0) = [—1,1]. We set



R} :={z € R" : x > 0} and R}, := {# € R" : & > 0} (strict inequalities must also be
understood componentwise; hence > 0 means z; > 0 for all indices 7). The vector of all
one’s, in a real space whose dimension is given by the context, is denoted by e. The ith row
(resp. column) of a matrix A is denoted by A; . (resp. A. ;). Transposition operates after a
row /column selection: AI: is a short notation for the column vector (A;.)T and A:TJ- is a short
notation for the row vector (A.;)T. For a vector a, Diag(a) is the square matrix with the
«;’s on its diagonal.

2 Background

Recall that F' : E — T is said to be (Fréchet) differentiable at x if F(x+d) = F(x)+ Ld+o(||d]|)
for some L € L(E,F), in which case one denotes by F'(z) = L the derivative of F at x. It
is said that F' is Gateauz-differentiable (or G-differentiable) at x if its directional derivative
at x along d € E, namely F'(z;d) := limyo[F(x + td) — F(z)]/t, exists for all d € E and
is linear in d; this linear map is then also denoted by F’(z). A differentiable function is G-
differentiable. We say below that F' is continuously differentiable at x if it is differentiable
near z (like in [16], “near” means here and below “in a neighborhood of” in the topological
sense) and if its derivative is continuous at z. If F' is continuously differentiable at x, then
OpF(z) = {F/()}.

The next well known lemma recalls a necessary and sufficient condition guaranteeing the
differentiability of the minimum of two scalar functions (see [46; 1993, final remarks (1)]
and [15; 2011, theorem 2.1|, for the differentiability); it will be frequently used. We give it a
proof that includes the G-differentiability property.

Lemma 2.1 (differentiability of the Min function) Let f and g : E — R be two
functions and h : E — R be defined by h(-) := min(f(-),g(-)). Suppose that f and g are
G-differentiable (resp. differentiable) at a point x € E.

1) If f(z) < g(z), then h is G-differentiable (resp. differentiable) at x and h'(x) = f'(z).
2) If f(z) = g(x), then

h is G-differentiable (resp. differentiable) at v <=  f'(x) = ¢'(x).

In this case, ' (z) = f'(z) = ¢'(x).

Proof. 1) This results from the fact that, when f and g are G-differentiable and d € E,
h(z +td) = f(x + td) for small ¢ > 0 and, when f and g are differentiable, h = f near x.

2) [G-differentiability] Suppose first that f and g are G-differentiable at z. Since f(x) =
g(z), one has for any d € R™:

b (x;d) = min(f'(z)d, ¢’ (z)d). (2.1)

[=] Since f, g and h are G-differentiable at x, d € R"™ — (f(z;d), g(z;d), W' (z;d)) is linear.
Then, using (2.1):

W(w;d) = —h'(z; —d) = —min(f'(2; —d), ¢ (x; —d)) = max(f'(z;d), ¢'(:d)).

Hence min(f’(z)d, ¢'(z)d) = max(f'(x)d, ¢ (z)d) or f'(x)d = ¢'(x)d. Since d is arbitrary,
it follows that f'(z) = ¢'(x ) = h(x).



[<] If f'(z) = ¢'(x), then one has from (2.1): h'(z;d) = f'(x)d for all d € R™. Therefore,
B'(x;d) is linear in d, implying that h is G-differentiable at x and b/(x) = f'(x).
[Differentiability| Suppose now that f and g are differentiable at x. If h is differentiable
at x, it is also G-differentiable at x and, by the first part of the proof, h'(z) = f'(x) = ¢'(z).
Conversely, if f'(z) = ¢'(x), one has for d — 0,

h(z+d) = min(f(z+d),g(x+d))
= min(f(z) + f'(z)d + o(||d]]), g(z) + ¢'(x)d + o(||d]]))
= f(@)+ f'(z)d+min(o(|d]),o(lldl}))  [f(z) =g(z), f'(z)=g'(z)]
f(@) + f'(z)d + o(||d])-
Therefore h is differentiable at x and b/'(z) = f(x). O

In the rest of section, we assume that H is given by (1.5).
The previous lemma shows the relevance of the following index sets, when the differentia-
bility of the function H in (1.5) is at stake:

E(x)={ie[l:m]: Fi(z) =G;(z)}, (2.2a)
F(z):={ie[l:m]: Fi(x) < Gi(x)}, (2.2b)
G(z):={i€[l:m]: Fi(x) > Gi(z)}. (2.2¢)

The lemma also shows that it is meaningful to distinguish the indices i € £(x) for which
F!(z) = G/(z) from those for which F!(z) # Gl(z):

£(2) = {i € £) : Fl(x) = Gi(w)}, (2.24)

E7(x) == {i € E(x) : Fl(x) # Gl(z)}. (2.2¢)

The next proposition describes a superset of dpH (x), which results in part from the

inclusion (1.7) (see [38; 1998, §2| in a somehow different context, [20; 2000, before (8)]). This
superset is defined and denoted by

OpH(x):={J € LE,R™): J;. = F/(), if i € F(z),
Ji. = Fl(z) = Gi(x), if i € E=(x), (2.3)
i, 6{ !(@).Gl(x)). if i € €7 (), '
Ji. = Gl(x), 1fzeg( )}

Proposition 2.2 (superset of 0pH(x)) If F and G are continuously differentiable
at v € E and H is given by (1.5), then, OpH(x) C OpH(x). In particular, |0pH (z)| <
9l€7 ()l

Proof. Let J € OpH (z). By (1.7), J;,. € OpH;(z), for any i € [1:m]. Fix i € [1:m].
If i € F(z) (resp. i € G(x)), it follows that F;(z) < G;(x) (resp. Fi(x) > G;(x)), so that H;
is differentiable at x and one has dpH;(x) = {F!(z)} (resp. OpH;(x) = {G}(x)}). Therefore,
Ji.. = F/(x) (vesp. Ji.. = G'(x)), in agreement with g H (x) C dpH ().
Suppose now that i € £(x). By J;. € 0pH;(z), there exists a sequence {z;} C Dy,
converging to x such that
Hl(xy) — Ji... (2.4a)



By extracting a subsequence if needed, one can assume that one of the following three prop-
erties holds for all k:

Fi(zg) < Gi(zg), (2.4b)
Fi(zg) = Gi(xg), (2.4¢)
Fi(zr) > Gi(zk). (2.4d)

Let us examine each of these cases.

o If (2.4b) (vesp. (2.4d)) holds, H!(zy) = F/(xy) (resp. H.(zx) = Gi(zy)), so that the conti-
nuity of F! (resp. G}) at z, x — x and (2.4a) yield J; . = F/(z) (resp. J; . = Gi(x)), in
agreement with dpH (z) C OpH (z).

o Suppose now that (2.4c) holds. Since xp € Dp, one must have F/(zy) = Gi(xj) by
lemma 2.1. Again, the continuity of F] and G} at x, z;, — = and (2.4a) yield J;. =
F!(z) = G!(x), in agreement with dpH (z) C dpH (z).

The last claim is a straightforward consequences of the fact that J; . can take two different
values, F}(z) or G%(z), only for the indices i € £7 (). O

The previous proposition shows that dpH(x) is a finite set. It also naturally leads to the
next definition, which is related to the inclusion (1.7).

Definition 2.3 (complete B-differential) We shall say that the B-differential of the func-
tion H given by (1.5) is complete if Op H (x) = OpH () or, equivalently, if |0p H (z)| = 21€7 (@),
O

Definitions 2.4 (symmetry in g H(x)) For the map H given by (1.5) and x € E, we say
that the Jacobian J € 0pH(z) is symmetric to the Jacobian J € dpH(z) if

G _ [Fl@) ifie&”(x) and Ji; = Gi(x),
DT Gli(x) ifie £7(x) and Ji. = Fl(z).

The B-differential dp H () itself is said to be symmetric if each Jacobian J € dpH (z) has its
symmetric Jacobian J in 0pH (z). O

We shall use several times the following lemma, which, for the sake of generality, is written
in a slightly more abstract formalism than the one we need below.

Lemma 2.5 (discriminating covectors) Suppose that (E,(-,-)) is a Euclidean vector
space, that p € N* and that vy, ..., v, are p distinct vectors of E. Then, the set of vectors
§ € E such that [{{§,vi) }ic[1:p)| = P is dense in E.

Proof. Denote by = the set of vectors £ € E such that [{(&, vi) }icpi:p)l = P (i-e., {(&, ) Fiepr )
is formed of p distinct values in R). We have to show that = is dense in E.

Take &y ¢ Z, so that (§y,v;) = (&o,v;) for some i # j in [1:p]. By continuity of the scalar
product, for any ¢y > 0 sufficiently small, the vector & := & — eo(v; — v;) guarantees

<£17 Ui1> < <£17 Ui2>



for all 4; and iy € [1:p] such that (§,v;,) < (€o,vi,) (in other words, & maintains strict the
inequalities that are strict with &p). In addition

(&1,v) — (&1,v5) = (€0, vi — v;) — eollvi — ;]2 < 0.
=0 =0

Therefore, one gets one more strict inequality with & than with &. Pursuing like this, one
can finally obtain a vector £ in Z. This vector is arbitrarily close to & by taking the ¢;’s
positive and sufficienty small. The density result follows. O

3 Equivalent problems

The problem of determining the B-differential of the piecewise affine function, that is the min-
imum (1.2) of two affine functions, appears in various contexts, sometimes with non straight-
forward connections with this original problem (this one is recalled in section 3.1). We review
some of these problems in this section (for other formulations or connections to the present
problem, see [5,6,59] and the references therein) and give a few properties of the B-differential
in this affine case. As suggested by proposition 2.2, these problems have an enumeration na-
ture, since a finite list of mathematical objects has to be determined. This list may have an
exponential number of elements, which makes its contents difficult to specify (to this respect,
the particular case where the B-differential is complete is a trivial exception). Some problems,
such as the one related to the arrangement of subspaces containing the origin (section 3.4),
have been extensively explored, others much less. Each formulation sheds a particular light
on the problem and is therefore, as such, interesting to mention and keep in mind. It also
offers the possibility of introducing new algorithmic approaches to describe the B-differential.

3.1 B-differential of the minimum of two affine functions

The problem of this section was already presented in the introduction and is sometimes referred
to as the original problem below.

Problem 3.1 (B-differential of the minimum of two affine functions) Let be given
two positive integers n and m € N*, two matrices A, B € R™*™ and two vectors a, b € R™.
It is requested to compute the B-differential at some x € R™ of the function H : R — R™
defined by (1.2). O

Since there is no functions F' and G in the affine case, the index sets in (2.2) are mnemon-
ically renamed as follows:

E(x):={i€[l:m]: (Az +a); = (Bx +b)i}, (3.1a)
A(z) :=={i € [1:m]: (Az + a); < (Bz +b)i}, (3.1b)
B(w) i={i € [L:m]: (Az +a); > (Bz +b);}, (3.1¢)
E(x) ={i€&(x): A = Bi.}, (3.1d)
E7(x) = {i € E(x): Ai. # Bi.}. (3.1¢)

When £7 () # @, the rows of B — A with indices in £7 () will play a key role below. We
denote its transpose by
V= (B- AL, € R (3.2)

Note that, due to their indices in £7 () and the definition of this index set, the columns of V
are nonzero. This matrix may not have full rank, however.



3.2 Linear algebra problems
3.2.1 Signed feasibility of strict inequality systems

Many proofs below use the equivalence between the original problem 3.1 and the following
one. The reason is that working on problem 3.2 often allows us to propose shorter proofs.

Problem 3.2 (signed feasibility of strict inequality systems) Let be given two posi-
tive integers n and p € N* and a matrix V in R™*P with nonzero columns. It is requested to
determine the set

S:={se{£1}?: s.VTd > 0 is feasible for d € R"}, (3.3)

where the binary operator “.” denotes the Hadamard product of vectors (for u and v € RP,
u.v € RP is the vector of RP, whose ith component is u;v;). U

To make the link between this problem and the B-differential problem 3.1, let us start
by adapting the definition (2.3) of the superset dpH (z) of the B-differential 95 H(x) to the
context of section 3.1:

OpH(z) := {J € Rm*" : Ji. = Ay, ifi e A(x),
Aiﬁ = Bi’;, ifi € g:(ﬂf),
{Ai.,Bi.}, ifi € 7 (a),
Bi’;, if i € B(ZE)}

Ji.
S (3.4)
Ji,

mo

In the correspondence between problems 3.1 and 3.2, the matrix V in (3.3) is the one in (3.2),
so that p := |£7(z)|, an integer that is supposed to be nonzero. In this correspondence, we
also assume that the indices labelling the components of the sign vectors s € {:I:l}'ﬁé(gc)| and
the columns of V € R™I€7@) are those of £7 (z). The link between the two problems is

established by the following map

+1 ifi€ &7 (x) and J; . = A; .,

~1 ifi€ &7 (z) and J;. = B; .. (3:52)

o:J€dpH(x) s € {il}‘gi(z)‘, where s; = {

This is a bijection since two Jacobians in g H (2) only differ by their rows with index in £7 ()
and that these rows can take any of the values A; . or B; .. Actually, the reverse map of o is

A, ifie E7(x) and s; = +1,

B,. ifie E7(x) and s; = —1.
(3.5b)

The question that arises now is whether o is still a bijection between dpH (z) and S.

o lise {:I:l}'g#(m)‘ — J € OpH(z), where J; . = {

Proposition 3.3 (bijection dpH (x) <> S) Let H : R™ — R™ be given by (1.2), = be
a point in R™ such that £7 (x) # @ and V be given by (3.2). Then, the map o is a bijection
from OpH (x) onto S. In particular, the following properties hold.

1) If J € OgH(x), then 3d € R™ such that o(J) -V 'd > 0.

2) If s € {:l:l}"g;ﬁ(f‘c)| and 3d € R™ is such that s - Vd > 0, then o= (s) € OpH(x).

3) Let J € OpH(z). Then, J € OgH(x) <= o(J) -V d > 0 is feasible for d € R".

Proof.  The properties 1, 2 and 3 in the statement of the proposition are straighforward
consequences of the bijectivity of o : g H(z) — S. Now, the discussion before the proposition



has shown that o : g H () + {:I:l}'gﬂx)‘ is a bijection. Therefore, o : OpH (x) {:I:l}“s?é(gc)|
is injective and it suffices to prove that

o(OpH(x)) =S. (3.6a)
[C] Let J € 9pH(x). Then, there exists a sequence {x} C Dy converging to = such that
H'(z) — J. (3.6b)

For i € £7(z), one cannot have (Azy 4 a); = (Bxy, + b);, since A; . # B; . would imply that
xp ¢ Dy (lemma 2.1). Therefore, one can find a subsequence K of indices k and a partition
(Ao, Bo) of £7 (x) such that for all k € K:

(Azy + a) 4, < (Bxyp +b) 4,, (3.6¢)
(Azy + a)p, > (Bxk, + b)s,- (3.6d)

Now, fix k € K, set d := x — x. Since (Ax +a); = (Bx +b); for i € £7(x), one deduces from
(3.6¢c) and (3.6d) that

(B—A)4,d>0 and (B—A)p,d < 0.

Recalling the definitions of V in (3.2) and of S in (3.3), we see that, to conclude the proof
of the membership o(J) € S, it suffices to show that [o(J)]4, = +1 and [0(J])|g, = —1, or
equivalently, by the definition of o, (J; . = A; . fori € Ay) and (J;,. = B, . for i € By). This is
indeed the case, since by (3.6c) and (3.6d), for all k € K, one has (H . (vx) = A; . for i € Ap)
and (H; (wy) = B;,. for i € By); now, use the convergence (3.6b) to conclude.

[D] Let s € S. We have to find a J € dpH(z) such that o(J) = s. Since o(J) only
depends on Jgx(,) ., we only have to determine the rows J; . of J for i € E7(x).

gt

Since s € S, there is a d € R" such that
5.-VTd>0. (3.6¢)
Define the sequence {z;} C R"™ by
T = x + tpd + (g,

where t; | 0, while the (;’s are (small) perturbation vectors in R™ such that (; = o(tx) and
x) € Dy (this is possible by Rademacher’s theorem). Then z — x. We claim that H'(xy) is
an appropriate constant matrix J for k sufficiently large. Let us examine the row i of H'(zy,).

o If i € A(x), (Azy + a); < (Bxy + b); for k large, so that H/(xy) = A, ., which converges.

o If i € B(x), (Azy, + a); > (Bxy, +b); for k large, so that H/(xy) = B, ., which converges.

o If i € E5(x), H|(x) € {Ai.,B; .}, by the differentiability of H at zj, (by construction,
z) € D). Since A; . = B; . for i € £=(z), one has H/(xy) = A;. = B; ., which converges.

o If i € £7(x), one uses

(Al‘k + a)i = (Al‘ + a)i + tkAi’;d + O(tk),
(Bxp +b); = (Bx +b); + tB;,.d + o(ty).

Subtracting side by side and using (Ax + a); = (Bx + b); yield
(Bxk + b)i — (Aa:k + b),’ = tk(Bi,; — AL:)d + O(tk).

Then, using (3.6e) and the definition (3.2) of V', one gets for k sufficiently large:

10



— if s; = +1, then (Bxy, + b); > (Azy, + b); for k large, so that H(z)) = A
— if s; = —1, then (Bxy + b); < (Axy + b); for k large, so that H!(zy) = B;,..

We have shown that H'(zy) = J for k sufficiently large, where

Ai’; ifi e A(l‘),
A;.=B,. ifie& (x),
Ji. =< A if i € £7(x) and s; = +1,
B; . if i € £7(z) and s; = —1,
Biﬁ if i € B(l‘)
Since, by (3.5), o(J) = s, the proof is concluded. O

Equivalence 3.4 (B-differential <+ signed linear system feasibility) The equivalence
between the original problem 3.1 and the signed linear system feasibility problem 3.2 is a
consequence of the previous proposition with V' given by (3.2), which shows the bijectivity
of the map o : dgH(z) — S defined by (3.5a). Therefore, knowing o by its definition (3.5),
determining dp H (z) or S are equivalent problems. O

3.2.2 Orthants encountered by a matrix null space

Recall the definition of S in (3.3), which is associated with some matrix V' € R™*P with
nonzero columns. The equivalent form of problem 3.2 (hence of problem 3.1) introduced in
this section is based on a bijection between the complementary set of S in {£1}P, denoted
S :={£1}P\ S, and a collection Z of subintervals of [1:p] (hence Z C P([1:p])), which refers
to a collection of orthants of RP, those encountered by the null space of V. Therefore, this
equivalence could make it possible to introduce an algorithm that describes the complementary
set of OpH (), which is interesting when |0pH () \ dpH (z)| is small. The equivalence has a
dual nature in the sense that it is based on Gordan’s alternative.

Problem 3.5 (orthants encountered by a matrix null space) Let be given two posi-
tive integers n and p € N* and a matrix V in R™*P with nonzero columns. Associate with
I C [1:p] the following orthant of R? :

O?::{yERP:yIZO, y1c<0},
where I¢:=[1:p] \ I. It is requested to determine the set
Z:={IC[l:p]: N(V)nOY # {0}}. O

Note that, if I € Z, then I¢ € T (because y € (N(V) N OY)\ {0} implies that —y €
(NM(V) N OF.) \ {0}), so that |Z]| is even, just like |S| and |S¢| (see proposition 4.1).

The equivalence between problems 3.2 and 3.5 is obtained thanks to the following bijection

1:s€{E1}P —(s):={ie[l:p:s;, =41} € P([1:p]), (3.7)

whose reverse map is v=! : I € P([1:p]) — s € {£1}P, where s; = +1if i € [ and s; = —1 if
i ¢ I. As announced above, this equivalence relies on Gordan’s theorem of the alternative [32;
1873]: for a matrix A € R™*"™

dzeR": Az >0

—

BaeRP\{0}: ATa=0.

11
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More precisely, the equivalence between problems 3.2 and 3.5 is based on the following bijec-
tion, which may be viewed as an interpretation of Gordan’s alternative.

Proposition 3.6 (bijection 8¢ <+ Z) The map @ defined by (3.7) is a bijection from S°¢
onto L.

Proof. Let s € {1} and set I :=(s) = {i € [1:p] : s5; = +1}. Define A := Diag(s)V" to

make the link with Gordan’s alternative (3.8). One has the equivalences

seS° BreR": Az >0 [definition of S in (3.3)]

Ja e RT\{0}: ATa =0 [Gordan’s alternative (3.8)]

Ja e RP\{0}:s.ac N(V)

N(V)n O + {0} [see below] (3.9)

Iel [definition of Z].

1reny

The implication “=" in (3.9) is due to the fact that s .« is nonzero and belongs to both
N (V) and OF. The reverse emplication “<” in (3.9) is due to the fact that there is a nonzero
y € N(V)NOY, implying that o := s.y is nonzero and > 0 and is such that s.a =y € N(V).

Since 7 : {1} — P([1:p]) is a bijection, the above equivalences show that 2 is also a
bijection from S¢ onto Z. O

Equivalence 3.7 (8¢ <> Z) The equivalence between problems 3.2 and 3.5 is a direct con-
sequence of the bijectivity of ¢ : §¢ — Z, established in proposition 3.6: to determine S, it
suffises to determine S¢ = +71(Z), hence to determine Z. O

3.3 Convex analysis problems

The formulation of the original problem 3.1 in the form of the convex analysis problems 3.8
and 3.11 below may be useful to highlight some properties of g H (), thanks to the tools of this
discipline. We take this point of view to introduce the notion of extremality (definition 4.6),
to propose another proof of proposition 4.5 and to prove (4.11).

3.3.1 Pointed cones by vector inversions

Recall that a conver cone K of R™ is a convex set verifying R, K C K (or, more explicitly,
tr € K when t > 0 and x € K). A closed convex cone K is said to be pointed if K N (—K) =
{0} [13; p. 54], which amounts to saying that K does not contain a line (i.e., an affine subspace
of dimension one) or that K has no nonzero direction z such that —z € K. For P C R", we
also denote by “cone P” the smallest conver cone containing P.

Problem 3.8 (pointed cones by vector inversions) Let be given two positive integers n
and p € N* and p nonzero vectors vy, ..., v, € R". It is requested to determine all the sign
vectors s € {£1}? such that cone{s;v; : i € [1:p]} is a pointed cone. O

The equivalence between the original problem 3.1 and this problem 3.8 is obtained thanks
to the next proposition, which gives another property (“cone pointedness”) that is equivalent
to those in (3.8) and that is adapted to the present concern.

12



Proposition 3.9 (pointed polyhedral cone) Let be given a finite collection of nonzero
vectors {v; 11 € [1:p]} CR™. Then, the following properties are equivalent:

(7) cone{v; : i € [1:p]} is pointed,
(i) B € RE\{0} : 3oicpy .y civi = 0,
(i4i) 3d € R, Vi € [L:p]:v]d > 0.

Proof. The equivalence (ii) < (iii) follows directly from Gordan’s alternative (3.8) (with
A =VT), so that it remains to prove (i) < (ii). Set K := cone{v; : i € [1:p]}.

[(i) = (i3)] One can assume that p > 2, since when p = 1, both (i) and (i7) hold. We
prove the contrapositive. Assume that there is an o € R% \ {0} such that Diei:p) Vi = 0.
Without loss of generality, one can assume that a; # 0. Set z := agv; which is in K \ {0}.
One also has —z = ZiE[Q:p] a;v;, showing that —z € K. Hence, K is not pointed.

[(it) = (i)] We prove the contrapositive. If K is not pointed, there exists a nonzero vector
z € KN (—K). Therefore,

z = Zie[l :p) Oé;-’UZ' and —z = Zie[l :p] Oé;/’ui
for some o’ and o € RE \ {0}. Adding the two identities side by side, we get Zz’e[l p) @i =0,
with o := o/ + . Since o € RE. \ {0}, this contradicts (i7). O

Equivalence 3.10 (signed linear system feasibility <> pointed cone by vector inver-
sion) The equivalence (i) < (iii) of the previous proposition shows that the set S defined by
(3.3) is also given by

S ={se{x1}?: cone{s;v; :i € [1:p]} is pointed}. (3.10)
To put it in words, supposing that p := ]57é(ac)] is nonzero and denoting by v1, ..., v, the
columns of the matrix V' defined by (3.2), the original problem of section 3.1 is equivalent to
problem 3.8. O

3.3.2 Linearly separable bipartitions of a finite set

This section extends section 3.3.1 and adopts its concepts and notation. The point of view
presented in this section was also considered by Zaslavsky [60; 1975, § 6A].

Problem 3.11 (linearly separable bipartitioning) Let p > 1 and n > 2 be two integers.
Let be given an affine space A of dimension n—1 in R™ and p vectors 1, ..., ¥, € A (7; is the
“normalized” v; appearing in the other problems). Let Ay := A — A be the vector space parallel
to A. It is requested to find all the bipartitions (i.e., the partitions made of two subsets) (I, J)
of [1:p] for which there exists a vector £ € Ag (also called separating covector below) such
that

Viel,VieJ: &5 <&, O

Of course, if (I, J) is an appropriate partition to which a separating covector & corresponds,
then (J, I) is also an appropriate partition with separating covector —¢. Therefore, only half
of the appropriate partitions (I, J) must be identified, a fact that is related to the symmetry

13



r=3,|8| =14

Figure 3.1: Linearly separable bipartitions of a set of p = 4 points @; in R? (the dots
in the figure). Possible separating hyperplanes are the drawn lines. We have not rep-
resented any separating line associated with the partition (&,[1:p]) or ([1:p],d), so that
|S| = 2(ns + 1), where ny is the number of represented separating lines. We have set
r:= dim(vect{v1,...,7p}) + 1.

of OpH (x) (proposition 4.1). Figure 3.1 shows the solution to this problem by drawing the
separating hyperplanes {# € A : €70 = a} corresponding to some separating covector ¢ and
some o € R, for three examples with n — 1 = 2 and p = 4. Since it will be shown that
|S| is the number of these searched linearly separable bipartitions, this one is denoted that
way in the figure. Obviously, |S| not only depends on p and r, but it also depends on the
arrangement of the 9;’s in the affine space A. We also see that |S| cannot take all the even
values (proposition 4.1) between its lower bound 2p = 8 and its upper bound 14 given by
propositions 4.8 and 4.11.

The equivalence between the linearly separable bipartitioning problem 3.11 of this section
and the vector inversion problem 3.8 (hence, with the original problem 3.1) is grounded on
the following proposition.

Proposition 3.12 (pointed cone after vector inversions) Suppose that p is an inte-
ger = 2, that {vg}rep:p) € R"\ {0} and that K := cone{vy : k € [1:p]} is a pointed cone,
in which case there is a d € R™ such that

ldl=1 and (Yke[l:p]: wvid>0).
For all k € [1:p], set

Vg
—.
v d

Ty :=
Let (1,J) be a partition of [1:p] with nonempty index sets I and J. Define

A:={veR":v'd=1}, Ag:={veR":v'd =0},
Ky := cone{v; : i € I}, Kj = cone{v; : j € J},
Cr=KrnA and Cjy:=Kj;nA.

Then, the following properties are equivalent:
(i) cone((—Ky)U Ky) is pointed,
(4) KN Ky ={0},
(i) CrNCy =,
)

(iv) there exists a vector € € Ay such that maxey £10; < min;e s ETT)]-.
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Proof. By proposition 3.9, since K is pointed, there is indeed a vector d € R", such that
U]Id > 0 for k € [1:p]. It can be supposed that d has unit norm.
[(i) = (i7)] We show the contrapositive. If there is a nonzero vector v € K; N K, then

—v € (—K7) C cone((—Kj) UKy) and ve Ky Ccone((—K7)UKy).

Therefore, cone((—K7) U K ) is not pointed.
[(ZZ) = (ZZZ)] One has @ = AQ{O} =ANKiNK; [(Zl)] = (AﬂK})ﬂ (AQKJ) =CinCy.
[(i7i) = (iv)] We claim that

Cr is nonempty, convex and compact.

Indeed, since C7 is nonempty (it contains the vectors v; for i € I # @), convex (because K7
and A are convex) and closed (because K and A are closed), it suffices to show that C7 is
bounded or that its asymptotic cone (or recession cone in [51; p. 61]), namely C7° = K; N Ay,
is reduced to {0} [51; theorem 8.4]. This is indeed the case since v'd > 0 for all v € K\ {0} C
K \ {0}. For the same reason,

Cy is nonempty, convex and compact.

Now, since C1NCy = & by (iii), one can strictly separate the convex sets Cr and C in A [51;
corollary 11.4.2]: there exists & € Ag such that ¢Tv < ¢Tw, for all v € C; and all w € Cj.
This shows that (iv) holds.

[(iv) = (i)] Since cone((—K;)U K ;) = cone({—v; : i € I} U{v; : j € J}), by proposi-
tion 3.9, it suffices to find d(; j) € R™ such that

(~vfdasy >0, vier) and  (vdus >0, VjeJ). (3.11)

By (iv) and the fact that § € (0,7) — cot# € R is surjective, one can determine 0 € (0,7)
such that

T . §ij
max vZT—d < —cotf < 1]1161? vJTd (3.12)
Since sinf > 0 for 6 € (0,7) and since vgd > 0 for all k € [1:p], this is equivalent to
max v] [(cos 0)d + (sin0)¢] < 0 < miLI]1 va[(cos 8)d + (sin 6)¢].
1€ S
Therefore, (3.11) is satisfied with d(; ;) := (cos 0)d + (sin 0)¢. O

The previous proposition has introduced the following construction, which will be used
several times below.

Construction 3.13 1) Let be given two integers n and p € N*, the nonzero vectors vy, ...,
v, € R" and s € S. By the definition (3.3) of S, there is a vector d € R™ such that
s;v]d > 0 for all i € [1:p]. Then, define

A={5eR":do=1}, Ay=A-A={5€R":d"5=0},
P = {0; == v/ (v d) = sv;/(siv] d) i € [1:p]} CA.
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2) For a given partition (I,.J) € P([1:p]), define

Kp := cone{s;v; : 1 € I} and K := cone{s;jv; : j € J}, (3.13a)
Cr=KrnA and Cy=K;nA. (3.13b)
O

One can now establish the link between the vector inversion problem of section 3.3.1
(problem 3.8) and the linearly separable bipartitioning problem of this section (problem 3.11).

Equivalence 3.14 (vector inversion <> linearly separable bipartitioning) Let be given
a matrix V € R"™ P with nonzero columns denoted by vy, ..., v, € R" and take 5 € S,
which is nonempty. By (3.3), there is a direction d € R™ such that §iviT d > 0, implying
that cone{s;v; : i € [1:p]} is a pointed cone (proposition 3.9). Use the construction 3.13(1)
associated with these v;’s and this particular § to define an affine space Ay in R™.

For s € {£1}P, set

I={iel:p|:s;5 =—1} and J:={iel:p|:s;5 =+1}.
Then,

cone{s;v; : i € [1:p|} is a pointed cone <= I € Ag: max T < mi}l €T, (3.14)
1€ J€

Indeed, with K and K; defined by (3.13a) (with s; ~ §;),

cone{s;v; : i € [L:p]} is a pointed cone
cone{s;3;(8;v;) : i € [1:p]} is a pointed cone

cone((—K7) U K ) is a pointed cone

11

3&€ € Ap : max &y < min fTﬁj,
1€l jeJ

where we have used the equivalence (i) < (iv) of the previous proposition (in which v; is
supposed to play the role of 5;v;).

The equivalence (3.14) establishes the expected equivalence between the vector inversion
problem 3.8 (in which one looks for all the s € {£1}? such that cone{s;v; : i € [1:p]}
is a pointed cone) and the linearly separable bipartitioning problem 3.11 of the vectors 7 =
v1/(v{d), ..., B, = vp/(v) d), where d is associated with the pointed cone cone{5;v; : i € [1:p]}
by the equivalence (i) < (iii) of proposition 3.9. O

3.4 Discrete geometry: hyperplane arrangement

The equivalent problem examined in this section has a long history, going back at least to the
XIXth century [50,56]. More recently, it appears in Computational Discrete Geometry (the
discipline has many other names), under the name of hyperplane arrangement. Contributions
to this problem, or a more general version of it, with a discrete mathematics point of view, has
been reviewed in [2,27,33,34,55]. It has applications in robotics [54], A\-matrices, halfspatial
range estimation, Voronoi diagrams, degeneracy tests, minimum measure simplicies [26; §4|
and matrix rank computation [14].
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Problem 3.15 (arrangement of hyperplanes containing the origin) Let be given two
positive integers n and p € N* and p nonzero vectors vy, ..., v, € R™. Consider the hyper-
planes containing the origin:

H;:={d € R":v]d=0}. (3.15)

It is requested to list the regions of R™ that are separated by these hyperplanes. Such a region
is called a cell or a chamber, depending on the authors [2,5,53]. More specifically, let us define
the half-spaces

H :={de€R":v]d>0} and H; :={dcR":v]d <0}

The problem is to determine the following set of open sectors or cells of R", indexed by the
bipartitions (I, 1_) of [1:p]:

Ci={(I4,1-) € P([1:p]) : (Nier, H) N (Mier- H;) # D} (3.16)
0

The link between problem 3.15 and the signed feasibility of strict linear inequality systems
of section 3.2.1 is obtained from the bijection

+1 ifiel;,

1 ifiel_ (3.17a)

n:(Iy,1-) € P([L:p]) — s € {£1}’, where s; = {
and the setting
V= (01--0) . (3.17b)

whose columns are nonzero by assumption here and in section 3.2.1. Recall the definition (3.3)
of the set of sign vectors S.

Proposition 3.16 (bijection € <+ &) For the matriz V given by (3.17b), with nonzero
columns v;’s, the map n given by (3.17a) is a bijection from € onto S.

Proof. Let (I+,1_) € P([1:p]) and s € {£1}? be in correspondence through the bijection n:
s =n((I4+,1-)). Then,

(It,1-) €€ < 3d € (Mier, H) N (Nier. H])
< JdeR":(vJd>0foriel,)and (v;d<O0foriel)
— JdeR":5.V'd>0  [(3.17b)]
— s€eS.

These equivalences show the bijectivity of 7 from € onto S. O

Equivalence 3.17 (signed linear system feasibility <> hyperplane arrangement) The
equivalence between problem 3.15 and problem 3.2 follows from the bijection of the map
1 : € = § claimed in proposition 3.16. O
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4 Description of the B-differential

This section gives some elements of description of the B-differential dpH (x), when H is the
piecewise affine function H given by (1.2) and x € R" (we assume that n € N*). This
description is often carried out in terms of the matrix V' defined by (3.2), whose p := |7 ()]
columns are denoted by vq, ..., v, € R" (we assume that p € N*) and are assumed to be
nonzero. Some properties of dpH (z) are given in section 4.1, including those that are useful
in [25]. Section 4.2 deals with the cardinal |0pH ()| of the B-differential, that is its number
of elements.

4.1 Some properties of the B-differential

Let us start by a basic property of dgH (x) in the affine case, which is its symmetry in the
sense of definitions 2.4. The equivalence 3.4 allows us to give a straightforward proof.

Proposition 4.1 (symmetry of dpH (x)) When H is given by (1.2) and z € R",
OpH (z) is symmetric. In particular, |0pH (z)| is even.

Proof. Let J € OpH(x) and s := o(J), where o is defined by (3.5). By proposition 3.3,
s+ VTd > 0 is feasible for d. Now, (—s) - VTd > 0 is obviously feasible for d (take the
opposite of the previous d as solution), so that —s € S. By the definition of the bijection
o OpH(zx) — S, we see that J = 0~ (s) and J := o~ '(—s) are symmetric to each other
in OpH (). This shows the symmetry of dpH (z). It follows immediately that |0pH (x)| is
even. O

We now give a necessary and sufficient condition ensuring the completeness of dpH (z) in
the sense of definition 2.3. The condition was shown to be sufficient in [15; corollary 2.1(z)]
for the nonlinear case (1.5), using a different proof, but we shall see in [25] that it is an easy
consequence of that property in the affine case (1.2). Thanks to the equivalence 3.4, the
present proof is short.

Proposition 4.2 (completeness of the B-differential) The B-differential OpH (z) is
complete if and only if the matriz V- € R™*P in (3.2) is injective. Hence, this property can
hold only if p < n.

Proof. [=| We show the contrapositive. Assume that V' is not injective, so that Va = 0 for
some nonzero « € RP. With s € sgn(«), one can write

Z |Oéi|8i’Ui =0.

1€[1:p]

By the implication (#ii) = (ii) of proposition 3.9 (or Gordan’s alternative), it follows that
there is no d € R” such that s.V7d > 0. By (3.3), this implies that s ¢ S. According to the
equivalence 3.4, 0= 1(s) ¢ OpH(x), showing that the B-differential is not complete.

[<=] Assume the injectivity of V. Let s € {£1}?. Since VT is surjective, the system
VTd = s is feasible for d € R™. For this d, s.VTd = e, so that s.VTd > 0 is feasible for d € R"
and the selected s is in S. We have shown that S = {£1}? or that dpH (z) = o~ 1 ({£1}P)
(01 is defined by (3.5b)) is complete. O
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We focus now on the connectivity of dgH (x), a notion that is more easily presented in
{£1}? but that can be transferred straightforwardly to dpH (x) by the bijection o defined
in (3.5).

Definition 4.3 (adjacency in {£1}P) Two sign vectors s' and s € {£1}? are said to be
adjacent if they differ by a single component (i.e., the vertices s' and s of the cube co{#1}?
can be joined by a single edge). O

Definitions 4.4 (connectivity in {+1}P) A path of length | in a subset S of {1} is a
finite set of sign vectors 5%, ..., s' € S such that s* and s'T! are adjacent for all i € [0:1 — 1];
in which case the path is said to be joining s° to s'. One says that a subset S of {£1}? is
connected if any pair of points of S can be joined by a path in S. O

Proposition 4.5 (connectivity of the B-differential) The set S defined by (3.3) is
connected if and only if V' has no colinear columns. In this case, any points s and § of S

can be joined by a path of length | := Eie[l:p] 15; — sil/2< pinS.

Proof. [=| We prove the contrapositive. Suppose that the columns v; and v; of V' are colinear:
vj = aw;, for some o € R*. Assume that o > 0 (resp. a < 0). By (3.3), for any s € S, one
can find d € R™ such that s.V'd > 0, implying that s; = s; (resp. s; = —s;). Therefore, one
cannot find a path joining s € S and —s, which also belongs to & by proposition 4.1, since
one would have to change the two components with index in {4, j} and that these components
must be changed simultaneously for the sign vectors in S (while the adjacency property along
a path prevents from changing more than one sign at a time).

[<| Let s and § € S. It suffices to show that there is a path of length [ in S joining s
to 5. By the expression (3.3) of S, one can find d and d € R such that

s.V'd>0 and 5.V'd>0.

Note that, since the vectors {v; : i € [1:p]} are not colinear, by assumption, the vectors
{v; :=v;/(v]d) :i € [L:p]} are all different. Set

E:=d—d.

Since a small modification of d preserves the inequality S . VTd > 0 and since the vectors ;s
are all different, lemma 2.5 tells us that, at the cost of a small change of £, one can assume
that

{vi &/ (v d) =i € [L:pl}] = p. (4.2a)
Since, one could have added vy = 0 to the list of vectors v;’s, one can also assume that
vl E#0, Viell:p). (4.2b)
Then, one can set t; := — (v d)/(v;€), for i € [1:p], which are p distinct values by (4.2a).
It follows that
vid+tw] € =0 or (1—t)v]d+tw]d=0 or v][(1—t;)d+td) =D0. (4.2¢c)

For each i € [1:p], we are interested in the change of sign of v} [(1 = t)d + td] when t goes
through the interval (0,1) (i.e., when (1 — t)d + td goes through the relative interior of the
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segment [d,d]). From the middle identity in (4.2c), we see that t; € (0,1) if and only if
si8; = —1 (i.e., v;rd and fu;rd have opposite signs). Therefore, the number of ¢; € (0, 1) is equal
tol =23 cn1.p |5i — sil/2 <p. Let us denote them by

0<ti1<---<til<1-

When ¢ € (0,1) crosses a t; € (0,1), a single v [(1 — t)d + td], for i € [1:p], changes its
sign (since all the t;’s are different, see the last identity in (4.2c)). Therefore, there are sign
vectors s% € {1}, for j € [1:1], such that

s VT(1—t)d+td] >0, forte (t;,t;,,)

and each of these sign vectors is different from the previous one by a single component (they
are adjacent in the sense of definition 4.4). Therefore, we have defined a path of length I < p
in S, namely s = s, s%, ..., s% = 3, joining s to 5. This proves the proposition. O

This connectivity property is also proved in [2; section 1.10.4] with a very different point
of view, related to graph theory. One can also give a proof of the implication “<” of propo-
sition 4.5, using linearly separable bipartitioning (problem 3.11), but it does not have the
conceptual simplicity of the previous one. For k € [1:p], we define v* € {£1}? by

- {‘1 if i =k, (4.3)

v +1 otherwise.

Hence, “vF. applied to a vector reverses the sign of its kth component.

Another proof of proposition 4.5. We only consider the implication “<”. Let s and § € S. It
suffices to show that there is a path of length [ in S joining s to §.

Let us apply the construction 3.13(1-2) to introduce A, Ag, {7; : i € £7 ()}, K1, Kj, C;
and Cj, from the vectors {v; : i € £7(x)}, s € S and (I,J) € P(E7 (z)) defined by

I:={ic&(z):5 =—s)} and J={j &% (x):5 =s}. (4.4a)

Clearly, |I| = [ (the number given in the statement of the proposition) and |J| = p — [.
Since s and § € S, (3.10) tells us that cone{s;v; : i € £7(z)} and cone{3;v; : i € £7(x)}
are pointed cones. Now, cone{s;v; : i € £7(x)} = cone(K; U K;) and cone{5v; : i €
E7(x)} = cone((—K7) U K ). The pointedness of cone(K; U K ;) and cone((—K;) UK ;) and
the implication (i) = (iv) of proposition 3.12 imply that there exists a covector £ € A such
that £To; < §Tz7j for all ¢ € I and j € J. By their strictness, these inequalities, in finite
number, are not modified by a small perturbation of £ and, by lemma 2.5, £ can be chosen
such that all the £T9; for i € £7(z) are distinct (the ¥; are all distinct by the assumption on
the non-colinearity of the v;’s). If the indices in I are denoted by iy, for k € [1:1] and those
in J are denoted by ji, for k € [1:p — ], one can assume that

o, <&, < <0, <0y, <o, <<y, (4.4b)
For k € [0:1], define s’ € {£1}? as follows
50 =5 and stk 1= vt L g1 for ko€ [1:1],
where v* is defined by (4.3). We claim that

s, s ..., s%is a path of length [ in S,
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that s = s and that 5 = s%. This claim will prove the proposition.

The fact that (s, s, ..., s) is a path of length [ in {41}? is clear since s**+1 is obtained
from s’ by changing a single of its components (s and s’*+! are adjacent in the sense of
definition 4.4). Furthermore s = s by definition and § = s% since s% is obtained from s by
changing the sign of all its components with index in I (definition of the ix’s). Hence, the
path (s, s, ..., s%) joins s to 5. It remains to show that the s%’s are in S. Define, for
kell:l:

T5 T5
5 Uiy, +§ U’ik+1
)

5 I, = {il,...,ik} and Jy = [1:p]\‘[k'

Qp =
By (4.4b), the hyperplane {t € A : £'0 = a4} separates the vectors {v; : i € I;} and
{v; : j € Ji} in A. Therefore, with the notation (3.13a)-(3.13b), Cr, N Cj, = @. By the
implication (4#i7) = (i) of proposition 3.12, this implies that cone((—K7, ) U K, ) is pointed.
By the implication (i) = (#i¢) of proposition 3.9, the system

—SZ"UZTdN> 0 fori € Iy,
sid >0 fori€ J

has a solution d € R™. By (3.3), this amounts to saying that s = (—s1,,87,) isin S, as
expected. ]

Definition 4.6 (extremality in {4-1}P) A point v) of a finite set U := {v; : ¢ € [1:p]} is
said to be an extreme point of U if vy, ¢ co{v; : ¢ € [1:p] \ {k}}. This is equivalent to saying
that 7y is an extreme point (in the convex analysis sense [51; § 18]) of the convex hull coU. [

Proposition 4.7 (adjacency and extremality) Adopt the construction 3.13(1) associ-
ated with the nonzero vectors vi, ..., v, € R" and s € S. Set ¥ := {v; : i € [1:p]}. For
some k € [1:p], let V¥ be defined by (4.3). Then, the following properties are equiva-
lent:

(1) vE.se S,

(17) vy is an extreme point of B.

Proof. Since s € S, (3.10) implies that cone{s;v; : i € [1:p]} is pointed. Define § := /¥ .s.
We have the following equivalences

s€S <= cone{§v; i€ [l:p]}is pointed [(3.10)]
< U ¢co{v;:ie[l:p)\{k}} [(7) < (4i7) in proposition 3.12]
<= 7 is an extreme point of U [definition]. O

To put it another way, the previous proposition tells us that the sign vectors (resp. the Ja-

cobians in dgH(z)) that are adjacent to a given s € S (resp. to a given Jacobian o~ !(s) €
OpH (z)) are those of the form v* . s with k € [1:p] such that ¥ is an extreme point of 0.
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4.2 Cardinal of the B-differential
4.2.1 Winder’s formula

Giving the exact number of elements in OpH(x), that is |[OpH(z)| = |S| = |€] = 2P —
|S€¢| = 2P — |Z|, with the notation (3.3), (3.16) and (3.7), is a tricky task, even in the present
affine case, since it subtly depends on the arrangement of the vectors v;’s in the space (see
figure 3.1). Many contributions have been done on this subject; the earliest we cite dates from
1826 [2—4,17,27,33,50,55,56,58,60]. The formula for |0 H (z)| that is appropriate to our
setting is due to Winder [59; 1966 and reads

OpH (z)] = Y (-1, (4.5)
IC[1:p]
where the term in the right-hand side corresponding to I = @ is 1 (since |@| = 0 and one

takes the convention that rank(V. z) = 0). This amazing expression, with its only algebraic
nature, potentially made of positive and negative terms, is explicit but, to our knowledge, has
not been at the origin of a method to list the elements of dpH(x).

4.2.2 Bounds

When p is large, computing the cardinal |0pH (z)| from (4.5) by evaluating the 2P ranks
rank(V. 1) for I C [1:p] could be excessively expensive. Therefore, having lower and upper
bounds on |dp H (x)| may happen to be useful in some circumstances. Actually, simple bounds
can be obtained very easily, using one of the formulations of the problem given in section 3.
Proposition 4.8 gives a first example of simple lower and upper bounds, while proposition 4.9
reinforces the lower bound and proposition 4.11 reinforces the upper bound, by taking into
account the rank of V.

Proposition 4.8 (lower and upper bounds on |0 H (x)|) One has

2p < |0pH ()| < 2°.

Proof. Consider first the lower bound. Let s € S, which is nonempty (since dpH (x) #
@ when H is Lipschitz continuous, see also algorithm 5.2). Then, —s € S by symmetry
(propostion 4.1). By connectivity (proposition 4.5), there is path s°, s!, ..., sP of length p,
joining s” := s to s? := —s. Since {—s':i € [0:p—1}N{s/:j€[0:p—1]} = (indeed,
one cannot have —s® = s/ for some i and j € [0:p — 1], because s* and s’ have some identical
components), S contains at least the 2p sign vectors {—s’ :i € [0:p—1]JU{s* :i € [0:p—1]}.
By the bijectivity of o in (3.5a), OpH (x) contains at least 2p Jacobians.

The upper bound results from the inclusion dpH(z) C dgH(x) (propostion 2.2) and
|0pH (x)| = 2P by the definition (2.3) of OpH (). O

Proposition 4.9 (lower bound on |8 H (x)|) Suppose that H is given by (1.2) and
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that V', given by (3.2), has nonzero columns. Set r := rank(V'). Then,

o < |9pH(z)|-

Proof. Let I C [1:p] be such that [I| = and V. ; is injective (this is possible by definition
of the rank). By the surjectivity of V:TI? for any s’ € {£1}/], one can find d’ € R" such that

v = (4.62)

Now, using lemma 2.5 on the vectors {0,v1,...,v,}, one can find £ € R" such that (if there
are two identical v;’s, the values v ¢ will be identical and nonzero):

vl E#0, Viell:p) (4.6b)
We claim that
Vt > 0 sufficiently small, Vi [1:p]: o] (df +t€) #0. (4.6¢)

Indeed, this is clear for the indices i € I by (4.6a). Therefore, if the claim is false, one would
have v (d! +t¢) = 0 for some i € [1:p]\ I and a sequence of positive t's tending to zero; this
would imply that v d! = 0 and next v] ¢ = 0, which contradicts (4.6b).

From (4.6¢), one deduces that one can find a d; := d! + t£ such that

(sgn(v;-rdt) = sgn(sf), Viel) and (v;-rdt #0, Vie[l:p|\I).

As a result s = sgn(V.';d;) € S. Since there are at least 2" different such s’s (one for each
choice of s € {£1}11), S| > 2/l = 2", By the equvalence 3.4, | H ()| > 2". O

Recall that a function ¢ : © € M — ¢(z) € R, defined on a metric space M, is said
to be lower semicontinuous if, for any x € M and any sequence {x} converging to x, one
has p(z) < liminfg_,o @(zk). It is known that the rank of a matrix can only increase in
the neighborhood of a given matrix, which implies its lower semicontinuity. The next lemma
shows that the same proprerty holds for |S| € N*| viewed as a function of V. Recall that the
bijection o is defined by (3.5).

Lemma 4.10 (lower semicontinuity of [0pH (z)|) Suppose that S = o(0pH(x)) is
viewed as a function of V€ R™ P given by (3.2). Then, S(V) C S(V) for V near V
in R"*P. In particular, |0pH (z)| € N* is a lower semicontinous function of V€ R"*P.

Proof. Suppose that s € S(V). Then, by the definition (3.3) of S, 5.V Td > 0 is feasible for
d € R™. Clearly, it follows that, for V near V, s.V1d > 0 is also feasible for d € R™. Since S is
finite, there is a neighborhood of V such that, for any V in this neighborhood and any s € S,
5. VTd > 0 is also feasible for d € R". We have shown that S(V) C S(V) for V near V.

As a direct consequence of this inclusion, we have that |S(V)| < |S(V)| for V near V. The
lower semicontinuity of V' +— |0pH ()| now follows from the fact that |0pH (z)| = |S]. O
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Equality in the upper estimate (4.7) below was shown by Winder [59; corollary| when (4.8)
holds. When this condition is verified, the vectors v;’s are said to be in general position (note
that this condition is stable for small perturbations of V', which preserve the range condition
R(V) € R(V)). Example of vectors in general position are those in the left-hand side and
right-hand side pictures in figure 3.1 (recall that the points are the normalized vectors v;’s so
that the v;’s are in R3). Those in the middle picture are not in general position. This is due
to the fact that r := rank(V') = 3 while for the 3 bottom vectors, with indices in I say, one
has min(|I],r) —rank(V. ;) = 3 — 2 # 0. We also observe that equality does not hold in (4.7)
for this middle configuration since |0pH (x)| = 12, while the right-hand side of (4.7) reads

2[(0) + (1) + ()] =14

Proposition 4.11 (upper bound on |9gH (x)|) Suppose that H is given by (1.2) and
that V', given by (3.2), has nonzero columns. Let r := rank(V'). Then,

p—1
st <2 Y (77 @)
i€[0:r—1]
with equality if and only if

VIC[l:p]: rank(V. )= min(|I],7). (4.8)

Proof. 1) The proof of the implication “(4.8) = (4.7) with equality” is given in [59; corollary].
For the reader’s convenience we give a proof with our notation. One has

S| = Z (—1)Hl=rank(V:,1) [Winder’s formula (4.5)]

IC[1:p]

— Z (_1)\1\—rank(V:,1)+ Z (_1)|1|—rank(V:,1)
IC[1:p] IC[1: p]
[I|<r [T|>r

= Y 1+ > () frank(V. ;) = min(|1],7)]
IC[1:p] IC[1:p]
[I|<r |[T|>r

o p _1\i—r p

- > () X ()
1€[0:7] i€[r+1:p)

B py p

-2 () 2 0
1€[0:p] €{r+1,r+3,...}

ez ol e

1€[0:p—1] e{r+1,r+3,...}

where the last sum in the brakets is zero if r +1 > p. If r +1 < p and p — r is odd, the last
sum in (4.9a) has at least the term (p) =1 Ifr+1<pandp—riseven, thenr+1<p—1.
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With these particular cases in mind, one can evaluate the last sum in (4.9a) as follows

E [(Z.)_l)—i-(p_.l)]—kl if p—ris odd
‘ 1—1 i

E <p> — ZE{T+1,T+3,,,,,p—2} 1 1

ic{r+1,r43,...} ! E Kp B ) + (p B >] if p—r is even

]
ZE{T+1,T+3,,p—1}

. (Pf).

i€r:p—1]

Using (4.9a), we get immediately (4.7) with equality.
2) Let us now show (4.7) by contradiction, assuming that it does not hold for H defined
by (1.2) and some matrix V € R"*P of rank r given by (3.2):

SV > B, (4.9b)

where we have written |0pH (z)| = |S(V)| to highlight the dependence of the B-differential
in V and § is the right-hand side of (4.7). It certainly suffices to show that one can find a
sequence {Vj;} C R™*P converging to V that satisfies

since then one would have the expected contradiction with the lower semicontinuity of V +—
|S(V)| ensured by lemma 4.10:

liminf [S(Vy)| = B < [S(V)].
k—o0

To find Vj, arbitrarily close to V' verifying (4.9¢), we proceed as follows. If (4.9b) holds, the
first part of the proof implies that V' does not satify (4.8). Our goal is to construct from V
a matrix Vj arbitrarily close to V' that satisfies (4.8) with V' = Vi, hence (4.9¢), by the first
part of the proof. We also arrange for R(V}) C R(V), in order to ensure rank(Vy) < r.

Note first that rank(V. ;) < |I| and rank(V. ;) < rank(V) =: r for all I C [1:p], so
that min(|Z|,r) — rank(V. ;) is nonnegative. Now, suppose that for some I C [1:p] one has
min(|I[,r) — rank(V. r) > 0. We consider two complementary cases.

o If |I| < r, then, for an arbitrary small perturbation of the vectors v; ~ ¥;, with ¢ € I, one
can get the 9;’s linearly independent in R(V). If one takes ©; = v; for i ¢ I, the matrix V
formed of the vectors @;’s verifies rank(V: 1) = |I| = min(|I|, 7).

o If |I| > r, then, for an arbitrary small perturbation of the vectors v; ~ ¥;, with ¢ € I, one
can get the v;’s generate R(V'), which is of dimension r. If one takes ©; = v; for i ¢ I, the
matrix V formed of the vectors 9;’s verifies rank(V. ;) = r = min(|I|,7).

By the property of the rank, which can only increase in a neighborhood of a given matrix, if
the perturbations taken above are sufficiently small, one can only increase rank(V. /) for all
the other subsets I’ C [1:p] (in finite number). In addition, since the perturbed matrix V
is such that R(V) C R(V), one has rank(V. ;) < min(|I’|,7), with equality if one already
has rank(V. ;) = min(|I’|,r). By proceeding similarly with the next nonempty index sets
I" C [1:p] such that rank(V, ;#) < min(|I”|,r), one finally obtain a matrix V4 such that (4.8)
holds, that is rank((Vy):,I) = min(|I|,r) for all I C [1:p]. By taking smaller and smaller
perturbations of V', one also has Vj, — V.
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3) One still has to show that “(4.7) with equality = (4.8)”. We proceed by contradiction,
assuming that there is an index set I C [1:p] such that

rank(V. 1) < min(|I],r). (4.9d)

Let 3 be the right-hand side of (4.7). It certainly suffices to show that there is a perturbation
V € R™P of V such that R(V) C R(V) and |S(V)| > 3 (since then we would have a matrix
V € R™ P of rank r for which the bound (4.7) does not hold, in contradiction with what has
been shown in part 2 of the proof). By lemma 4.10, if the perturbated matrix V is sufficiently
close to V, one has S(V) C S(V), so that it suffices to show that S(V) contains a sign vector s
that is not in S(V).

We claim that (4.9d) implies that one can find an index set J C I such that

V. 7 is not injective and |J| < 7. (4.9¢)

Indeed, if || < r, one can take J = I to satisfy (4.9e), since rank(V. ;) < |I| implies that V.
is not injective. If |I| > r, then rank(V. ;) < r, which implies that any J C I such that |J| =r
satisfies (4.9¢).

Since V. ; is not injective, V. ja; = 0 for some nonzero oy € RI/I. Take Sy € {il}“]|
satisfying §; € sgn(qy;) for all ¢ € J. Hence,

(V.. Diag(s7)) (55 - cy) = 0.
Since 7.y € R'_;” \ {0}, Gordan’s alternative (3.8) yields
fdeR": §;.Vd>o0.

This implies that there is no s € S(V) such that s; = §;. We are going to construct an
arbitrary small pertubation V of V with an s € S (f/) satisfying s; = §7, which will conclude
the proof.

Let J¢:=[1:p]\ J. By (4.9¢), |J| < < n so that one can find a matrix V € R™*P such
that V. Jge = V. je, V. .J is injective, V. g — V. j is arbitrary small and R(V) C R(V). The
surjectivity of V 7 implies that there is a dy € R™ such that V sdo = 57, hence

57V do > 0.

Now, set d := dy + ed, where € > 0 is sufficiently small and d is a discriminating vector given
by lemma 2.5. We see that §,‘7T2d > 0 for i € J and VTZd # 0 for ¢ € J°. Finally, we obtain
that s € {£1}? defined by s; = sgn(V.".d) for all i € [1:p] is in S(V) and satisfies s; = 5, as
desired. ’ 0

4.2.3 Special configurations

We consider in this section some particular matrices V given by (3.2), which may be interesting
to familiarize with the B-differential of H. In these cases, |0pH (x)| can be computed easily.
They can usually be obtained from Winder’s formula (4.5), although some other proofs are
also possible. We consider two case in which the rank r := rank(V') takes the value 2 or p,
which yield the lower and upper bounds on |0pH ()| given by proposition 4.8. As shown by
figure 3.1, however, |0pH (z)| not only depends on r.
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Injective matriz

V is injective <= |0pH(x)| = 2P. (4.10)

Proof. Indeed, by proposition 4.2, the B-differential dpH () is complete (meaning that it is
equal to dpH (z), which is given by (2.3)) if and only if V' is injective. Clearly, the completeness
of OpH (z) is equivalent to |0pH (z)| = 2P. Then, (4.10) follows. O

More algebraically, the implication “=" can be deduced from Winder’s formula (4.5). If V'
is injective, then, for any I C [1:p], one has |I| = rank(V. ;). Therefore, there are 2P terms in

the right-hand side of (4.5), each of them of value 1. This yields |0pH (z)| = 2P. Conversely,
if |0pH (x)| = 2P, one must have r = p in (4.7), meaning the V is injective.

Fan arrangement

The v;’s are not 2 by 2 colinear and rank(V) =2 = |0pH(x)| = 2p. (4.11)

Proof. A short proof uses equality in the Winder bound (4.7). Since the v;’s are not 2 by 2
colinear, one has for any I C [1:p]:

I if |1 <2
rank(V;,I):{|2| if;I;>2.

Therefore (4.8) holds. By proposition 4.11, this implies that equality holds in (4.7), that is,
with 7= 2: |0pH ()] =23 ;0.1 71 = 2p. O

7
This result applies to the left-hand side example of figure 3.1.

Another proof of (4.11) using the bipartitioning of section 3.3.2. Let s € S, so that cone{s;v; :
i € [1:p]}, called the original cone in this proof, is pointed by (3.10). Adopt the construc-
tion 3.13(1-2) associated with this sign vector s, as well as its notation. Since r = 2, the
vectors ¥;’s are arranged along a line and one can assume that vy, ..., v, follow each other
in that order along this line (the v;’s are all different sonce the v;’s are not colinear). The
proposed proof consists in determining the complementary set of S in {£1}P. By proposi-
tion 3.12, this amounts to identifying the partitions (I, .J) € P([1: p]) such that K;N Ky # {0}
(then, the inversion of the vectors {v;};c; does not preserve the pointedness of the original
cone, implying that (—sr,s7) ¢ S and o~ 1((—sy,s7)) ¢ OpH(x)).

Clearly, any group of k vectors, with k& € [1:p — 1], that is not one of the sets {v1,...,0;}
and {Up_g41,...,0p} cannot be linearly separated from the other vectors and there are

(:) -2

such groups. Hence, the total number of groups of vectors, whose inversion does not preserve
the pointedness of the origin cone, is

> ) [@_Q] =¥ o2 2p ) =22, (4.12)

ke[l:p—

where we have used ;.10 () =2F and () = (Z) = 1. Since there are 2P subsets I of [1:p]
(including I = @ and I = [1:p], describing the cases where there is no change of sign and p
changes of signs, respectively), the total number of sign changes that preserve the pointedness

of the original cone is 2P — (2P — 2p) = 2p, which yields (4.11). O
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5 Computation of the B-differential

This section describes techniques to compute a single element (section 5.1) or all the elements
(section 5.2) of the B-differential dpH(x), in exact arithmetics, when H is the piecewise
affine function given by (1.2). The complexity of the algorithm for the latter case is also
analyzed. Let us mention that, once the B-differential is known, it is possible to verify whether
a particular Jacobian J is in the C-differential 0o H(x) by checking whether J is a convex
combination of the elements of dpH (), which can be realized by solving a linear system with
inequalities.

5.1 Computation of a single element

An interest of the problem equivalence highlighted in proposition 3.3 is to provide a method to
find rapidly an element of OpH (z), which simplifies a little the one proposed by Liqun Qi [46;
1993, final remarks (1)] (or is just another option). It is shown in [25]|, that this method
extends to the computation of an element of the B-differential in the nonlinear case, i.e.,
when H is given by (1.5). The method is based on the following algorithm, which associates
with p nonzero vectors v, ..., vp, a direction d such that v;rd #0foralliell:p;itisa
variant of the technique used in the proof of [15; lemma 2.1]. It can also be derived from
lemma 2.5, by adding the vector vg = 0.

Algorithm 5.1 (computes d € R™ such that v; d # 0 for all 7)
Data: p nonzero vectors vy, ..., v, in R™.

Return: a direction d such that v d # 0 for all 5 € [1:p]).

Take an arbitrary nonzero direction d € R™.

Repeat:
L. IfI:={ic[l:p]:v]d=0} =02, exit.
2. Let 1 € I.

3. Take ¢t > 0 sufficiently small such that, for all j ¢ I, (v;-rd) (v;r [d+ tv;]) > 0.
4. Update d := d + tv;.

Ezxplanation. In step 3, any sufficiently small ¢ > 0 is appropriate (the proof of [15; lemma 2.1]
computes bounds explicitely), since (vad) (U;r [d+tv;]) is positive for t = 0. The new direction d
set in step 4 is such that v (d + tv;) = t||v;||* > 0, so that this direction makes at least one
more v;»rd nonzero than the previous one. This implies that the algorithm finds an appropriate
direction in at most p loops. O

The next procedure uses a direction d computed by algorithm 5.1 to obtain a single element
of dpH (x) when H is given by (1.2). Recall that the map o is defined by (3.5) and is a bijection
from OpH (x) onto S, defined by (3.3) (see proposition 3.3).

Algorithm 5.2 (computes a single Jacobian in dgH (x))
Let H be given by (1.2), 2 € R and suppose that p := |7 (z)| # 0.

1. Compute the nonzero vectors vy, ..., vp in R™ as the columns of the matrix V' in (3.2).
2. By algorithm 5.1, compute a direction d € R™ such that v;-rd # 0 for all ¢ € [1:p).
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3. Define s € S by s; := sgn(v] d), for i € [1:p].
4. Then, 0~1(s) € OpH(x).

Ezplanation. When p = 0, OgH(x) = 0pH () contains a single Jacobian that is given by
(3.4), which explains why algorithm 5.2 focuses on the case when p > 0. In step 3, sgn(t) is
the sign of t € R\ {0} (= +1ift >0, = —1if ¢ < 0). The sign vector s computed in step 3
is such that s.V7Td > 0, so that it is indeed in S (defined in (3.3)) and, by proposition 3.3,
o~1(s) is a Jacobian in dpH (z). O

5.2 Computation of all the elements

We present in this section preliminary results on several improvements to the Rada and
éerny [48; 2018] algorithm for computing the cells of a hyperplane arrangement, which is
known to be an equivalent problem to the one of computing the B-differential of H in (1.2),
when the hyperplanes contain zero (see section 3.4).

5.2.1 Overview

Algorithms for listing all the elements of the finite set dp H(x), when H is given by (1.2), can
be designed by looking at one of the various forms of the problem, those described in section 3
and others [5]. Actually, the only algorithms we have found take the point of view of the
hyperplane arrangement of section 3.4 and can usually be used for more general arrangements
than those needed to describe O H (z) (i.e., in which case the hyperplanes pass through zero).
Let us quote the contributions by Bieri and Nef [11; 1982|, by Edelsbrunner, O’Rourke and
Seidel [26; 1986], by Avis and Fukuda [5; 1996|, improved by Sleumer [53; 1998|.

More recently, Rada and Cerny [48; 2018] proposed an incremental /recursive algorithm,
which seems to have the best performance, so far. It solves linear optimization problems
to determine the presence of certain sign vectors in §. The algorithm is briefly described
in section 5.2.2. In section 5.2.3, we propose some improvements to their algorithm. The
resulting algorithm is presented in section 5.2.4 and its complexity is analyzed in section 5.2.5.
Preliminary numerical results are related in section 5.2.6 to show the degree of improvements
brought by the modifications proposed in section 5.2.3.

5.2.2 Rada and Cerny’s algorithm

The algorithm proposed by Rada and éerny [48; 2018|, which is referenced below as the
RC algorithm, deals with the determination of the cells associated with a general hyperplane
arrangement. We describe it below for an arrangement that results from the computation of
the B-differential OpH (z), whose hyperplanes all contains zero (see section 3.4). We also uses
the linear algebra language of section 3.2.1, by viewing the problem as the one determining
the set S of sign vectors s € {£1}? such that s.V7Td > 0 is feasible for d € R" (V is the
matrix defined by (3.2)); in contrast, the language used in [48] is more geometric.

Note that the RC algorithm in [48] deals with hyperplanes of the form {d € R" : v] d = 1},
which may not have a point in common. Therefore, the description below is an adaptation of
this algorithm to the case of the hyperplanes (3.15), all containing zero.
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Let us shorten the notation by setting Vi := V. [1.y), for k € [1:p] and denote by Sy the
set of sign vectors s € {£1}* such that s.V,d > 0 is feasible for d € R". The RC algorithm
is incremental in the sense that, knowing a sign vector s € S, for some k € [1:p — 1], it
seeks to determine whether (s,£1) € Sgy1. Since a direction d € R” such that s.V,7d > 0 is
memorized, it suffices to look at the sign of v,;rﬂd to see whether (s,1) or (s,—1) is in Sg1.
Indeed, one has

vpad <0 = (s5,-1) € Spp,
vpad>0 = (s,41) € S

In [48; Algorithm 1|, the case where v,;rﬂd = 0 is not dealt with properly since (s,+1) is
declared to belong to Siiq in that case. In our implementation of the RC algorithm, we
modify slightly d by adding a small positive or negative multiple of v11 to d when v,;r 1d=0,
so that both (s,£1) are accepted in Siyq in that case. One of the proposed modifications
below consists in considering more carefully the case where vg 41d 18 near zero.

Next, when (s, s,y 1) € {£1}¥! is accepted in Sg1, the question of whether (s, —sj;1) is
also accepted in Sy arises. In the RC algorithm, the answer to this question is obtained by
solving the linear optimization problem

min(g yern xR 1

sivjd > —t, Vi€ [l:K]
—Sk41Vypd >
t>—1.

(5.1)

This problem is feasible (take d = 0 and ¢ sufficiently large) and bounded (its optimal value is
> —1), so that it has a solution [12,31]. If the optimal ¢ is zero, (s, —sg1+1) ¢ Sk+1, otherwise,
the optimal ¢ is —1 and (s, —Sg+1) € Sk+1. These LO solves are the most expensive part of
the algorithm and in the numerical experiments of section 5.2.6, we measure the efficiency of
the algorithms by the amout of LO solves they require.

The RC algorithm is recursive since, once the belonging of (s, sx11) to Sk11 is determined
and k < p — 2, the question whether (s, s;11,%1) belongs to Sgyo arises and the answer is
obtained by calling the procedure just described recursively.

One can now formally describe our version of the RC algorithm (the change is in step 2,
which is not considered in the original algorithm). It starts with an empty sign vector s and
then calls recursively the procedure RCREC. The algorithm does not memorize the sign vectors
in § but print them in step 1 of the procedure RCREC.

Algorithm 5.3 (RC) Let be given V € R™P with n and p € N* having nonzero
columns.

1. Set d=0€ R" and s = @.
2. Execute the recursive procedure RCREC(V,d, s).

Algorithm 5.4 (RCREC) Let be given V' € R™*P  with n and p € N*, having nonzero
columns, a direction d € R” and a sign vector s € {£1}* for some k € [0: p].

1. If £ = p, print s and return.
2. If v,;rﬂd = 0, then
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2.1. Execute RCREC(V,dy, (s,+1)), where dy := d + t vk with ¢4 > 0 chosen in
the nonempty open interval

. —v;rd
0, min =
i€[l:k] U, Vg1
siv;rvk_H <0

2.2. Execute RCREC(V,d_, (s, —1)), where d_ := d + t_vp41 with t_ < 0 chosen in
the nonempty open interval

—vld
max T , 0
i€[l:k] U Vga1
siv;rvk+1>0

3. Else sj41 1= sgn(v),d).

3.1. Execute RCREC(V,d, (8, Sk+1))-
3.2. Solve the LO problem (5.1) and denote by (d,t) a solution.
If t = —1, execute RCREC(V, d, (s, —Sg+1))-

4. Return.

In step 2.1 and 2.2, the minimum is supposed to be infinite if its feasible set is empty. It is
easy to see that the directions di computed in steps 2.1 and 2.2 are such that siv;—r d+ >0
for i € [1:k+ 1] and sk = £1, which justifies the recursive call to RCREC with the given
arguments. Actually, The recursive algorithm RCREC explores a tree, whose nodes are labelled
by the sign vectors s’s of various dimensions, in which each node has one or two descendants.

5.2.3 Some improvements

Taking the rank of V into account

Instead of starting with the empty vector s, one can take into account the rank r := rank(V)
to determine 2" initial vectors s, hence avoiding to solve a number of LO problems, especially
as r is large.

The algorithm selects r := rank(V') linearly independent vectors v;, among the columns
of V€ R™*P, These vectors can be obtained by a QR factorization of

VP =QR,

where P is a permutation matrix, @ € R™*" is orthogonal (i.e., QTQ = I,,) and R € R™*? is
upper triangular with Rj,.,;.,),. = 0. To simplify the presentation, one can assume, without
loss of generality, that P = I, in which case the vectors vy, ..., v, are linearly independent
(in practice, the vectors are symbolically reordered by using the permutation matrix P). By
proposition 4.2,

S, = {£1}". (5.2)
Furthermore, for each s € S, we have, using S := Diag(s), @ = Q. 1., and R, :=
Rj1.7)1.7), that the vector

ds = QT(RTS)_TG = QTR;TSE = QTR;TS (5'3)
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is such that s . V:T[I:T]dS =e > 0, as desired.
For each s € S, and the associated ds computed above, the algorithm can run the recursive
algorithm RCREC(V, d, s).

Special handling of the case where 'v,L_Id ~0

Directions di := d + t1vgyq ensuring that (s,+1) . VkTHdi > 0 can be computed not only
when ’U,;r 1+1d = 0 like in step 2 of the RCREC recursive algorithm, but also when ’U,;r +1d>=0in
the sense (5.4) below. Note that the left-hand side in (5.4) is negative and the right-hand side
is positive (this can be seen by multiplying numerators and denominators by s; and by using
siv; d > 0 for all i € [1:k]), so that these inequalities are verified when v, ;d = 0. With the
additional flexibility that (5.4) offers, the algorithm sometimes can avoid solving a significant
number of LO problems of the form (5.1).

Lemma 5.5 (two more signs without optimization) Suppose that s € {+1}* weri-
fies s+ Vde > 0, that v # 0 and that
—o¥d  —vl, .d g
max Tvz fa 5 < min TL (5.4)
iclt:h] vl vggr okl i€ll:h] v Upg1
siv;rvk+1>0 siv;rvk+1<0
1) Ifty is chosen in the nonempty open interval
T T
—v; , d —old
Llw min TL (5.5)
Vg1l i€[l:k] U Uy
sivg—vk+1<0
then, dy 1= d + tyvgy1 verifies s« Vde+ >0 and v];r+1d+ > 0.
2) Ift_ is chosen in the nonempty open interval
—o¥d —vl .d
max TU’ ) fa 5 (5.6)
i€tk v vggr [lveall
siv;rvk+1>0
then, d— := d+t_viy1 verifies s« Vde_ > 0 and —v,le_ > 0.
Proof. Clearly, (5.4) implies that the open intervals (5.5) and (5.6) are nonempty.
One can certainly take (s,+1) in Sy if one can find a ¢t € R satisfying
<SiU;r(d +tivgper) >0, Viell: k:]) and v,;rﬂ(d +tivgr) > 0. (5.7a)
It is easy to check that a t; taken in the interval (5.5) ensures (5.7a).
Similarly, one can certainly take (s, —1) in Sy if one can find a t_ € R satisfying
(siviT(d +t_vgy1) >0, Viel: k]) and —vp1(d +t_vgyy) > 0. (5.7b)
It is easy to check that a ¢t_ taken in the interval (5.6) ensures (5.7b). O
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5.2.4 ISF algorithm

We have named ISF (for Incremental Signed Feasibility), the algorithm that modifies the RC
algorithm by incorporating the modifications described in section 5.2.3. For the purpose of
precision and reference, we state it in this section. It starts with a hat procedure ISF, similar
to that of the RC algorithm but with the easy determination of S,, where r := rank(V'). Then
the hat procedure calls the recursive procedure ISFREC. The structure of the algorithm is very
similar to the one of the RC algorithm 5.3.

Algorithm 5.6 (1SF) Let be given V' € R"™* P, with n and p € N* having nonzero
columns.

1. Compute S, by (5.2).
2. For each s € S, and its associated d, given by (5.3), call the recursive procedure
ISFREC(V, ds, ).

Algorithm 5.7 (ISFREC) Let be given V' € R"*P| with n and p € N*  having nonzero
columns, a direction d € R™ and a sign vector s € {£1}*¥ for some k € [r:p|, where
r:= rank(V).

1. If £ = p, print s and return.
2. If (5.4) holds, then

2.1. Execute 1SFREC(V,d4, (s,+1)), where dy := d + t;v1 with ¢4 is chosen in the
nonempty open interval (5.5).

2.2. Execute 1SFREC(V,d_, (s, —1)), where d_ := d + t_vg41 with t_ < 0 chosen in
the nonempty open interval (5.6).

3. Else sp41 1= sgn(v]_,d).

3.1. Execute ISFREC(V, d, (s, Sk+1))-
3.2. Solve the LO problem (5.1) and denote by (d,t) a solution.
If t = —1, execute ISFREC(V, d, (S, —Sk+1))-

4. Return.

5.2.5 Complexity

As shown by the next proposition, the ISF algorithm is output-sensitive, in the sense that
its computation effort is bounded above by a number proportional to the size |0pH (x)| of
the output (this one may be exponential). This upper bound is also proportional to the
computational effort required by the linear optimization solver used by the algorithm.

The next result is very similar to [48; theorem 3.2|, although the proof is slightly different.
The given upper bound on the number of LO solves takes also into account the step 1 of
algorithm 5.6, which is not present in the RC algorithm and from which comes the use of the
rank r of V. The bound 2P — 2" is also new, but is unlikely to be active.

Proposition 5.8 (complexity of algorithm 5.6) Let V € R"™ P and r := rank(V).
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Then, the number of linear optimization problems solved by the incremental algorithm 5.6
does not exceed
min (2” — 2", (p — 1)|S]). (5.8)

Proof. In its step 1, algorithm 5.6 specifies the 2" sign vectors associated with r linearly
independent columns of V', which may be assumed to be vy, ..., v,.. This step does not
require to solve any LO problem. One has

|S| = 2. (5.9a)

Next, algorithm 5.7 considers the remaining p — r columns v,41, ..., v, of V recursively.
Let us show that

for ke [r+1:p]: [Sk—1] C |Sk|] C |S]. (5.9b)

The first inclusion in (5.9b) comes from the fact that algorithm 5.7 builds a sign vector in Sy
for each sign vector in Sk_1, in any of its step 2 or 3. The second inclusion in (5.9b) is deduced
by induction and from the fact that S, = S.

To compute Sk, for any k € [r + 1:p], the number of LO problems to solve is bounded
by |Sk—1], since at most one LO problem is solved (in step 3 of the algorithm) for each sign
vector in Sy_;. This bound |Sy_1| is itself bounded by min(2¥~!,|S]|) (the first bound comes
from the fact that there are k — 1 vectors in V. [y.j_qj, while the second bound comes from
(5.9b)). Therefore, the total number of LO problems solved by the algorithm is bounded by

min(2", S]) + min(2, S]) + - + min(2, |S]) < min(2” — 2", (p — 1)]S]).

This is the announced bound (5.8). O

5.2.6 Numerical results
Problem and table presentation

We present in table 5.1 the result obtained by running the ISF algorithm 5.6 on a small number
of problems and compare it with our implementation of the RC algorithm 5.3, simulating the
algorithm 1 (IE) in [48|. The implementations have been done in Matlab (R2017a).

In addition to academic problems that are not reported here, we have tested the codes on
randomly generated data (named rand in the first part of the table) and problems adapted
from [48] (their name is prefixed by rc-). The random data is formed of a randomly generated
matrix V' € R™P with prescribed rank r := rank(V). The problems adapted from [48] are
given in the second part of the table.

The dimensions n, p and r of the problems are given in columns 2-4 of the table. In col-
umn 5 and 6, one finds the Winder upper bound (the right-hand side of (4.7)) and the cardinal
|0pH (z)| = |S| of the B-differential dpH (x). The RC and ISF algorithms are compared on
the number of LO problems they require to solve, which is a good image of their computation
effort, measured independently of the computer used to run the codes and the features of the
LO solver. In columns 7 and 8, one finds the number of LLO solves required by the rRC and
1sFalgorithms respectively. Column 9 gives the number of LO problems (5.1) that could be
solved inexactly (because the optimal value is —1 and this fact can be detected as soon as
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the objective value becomes negative along the iterations). When this number is large with
respect to the total number of LO solves, this means that an inexact solve of the LO problem
can improve the efficiency of the piece of software significantly. Finally, the ratio between the
number in columns 7 and 8 represents the gain in efficiency of the ISF algorithm over the RC
algorithm, when this value is > 1.

Observations
Here are some remarks on the numerical results.

1) The randomly generated problems rand are likely to provide vectors v;’s (the columns of V')
in general position, in the sense defined before proposition 4.11, which is that condition
(4.8) holds. This can be seen indirectly on the numbers in the table. Indeed, it is known
from proposition 4.11 that (4.8) implies equality in (4.7). This equality indeed holds, as
we can observe by comparing columns 5 and 6.

Incidentally, one can compute mentally Winder’s bound § when p is even and r = p/2. In
that case, the right-hand side of (4.7) reads

B—9 Z <2ri—1>: Z <2ri_1>:s2r_1:2p_1.

i€[0:r—1] i€[0:2r—1]

This is what one observes in the table; for example when p = 8 and r = 4, one has § = 128,
which is indeed 2871,

2) One also observes that when p = r, one has |0pH (z)| = 2P (see the value (4.10) given for
an injective matrix V') and, when r = 2, one has |0 H (x)| = 2p (see the value (4.11) given
for a fan disposition).

3) A comparison between the “Original RC code” in Python and its “Simulated version” in
Matlab shows that the latter is slightly more effective, probably due to the special treatment
in step 2 of the case where UII 4+1d = 0 in algorithm 5.4, which is not considered in the original
code.

4) The main lesson from the table is that the “profit” in the last column is generally sig-
nificantly larger than 1 (there is only one exception), meaning that the ISF algorithm is
significantly faster than the RC algorithm.

5) Another observation is that the number of LO problems that could be solved inexactly
(last but one column) is very often a large fraction of the total number of LO solves. This
means that one could gain much in solving these problems inexactly. O

5.2.7 A numerical example

Consider the LCP in standard form (1.4), which reads 0 < x L (Mxz + q) > 0, where z € R",
M € R™"™ and ¢ € R™. Suppose that n = 3 and that M and ¢ are given by

200
M=|0 2 1 and q=20.
11 2

Since M is a P-matrix (i.e., all its principal minors are positive), the problem has a unique
solution [52|, which is # = 0. With the notation (3.1), one has A(z) = B(z) = @ and
E(zx) = E7(x) = {1,2,3}, so that VT given by (3.2) reads

100
VieM-T=10 11
111
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LO solves in
Winder’s Original | Simulated Proposed 1sF

Problem n p T bound [0 H(z)] RC RC Total Inexact Profit
rand 4 4 4 16 16 28 0 0 1.33
rand 4 8 2 16 16 7 21 0 —
rand 7 8 4 128 128 98 54 19 1.81
rand 7 9 4 186 186 162 102 32 1.59
rand 7 10 5 512 512 381 240 114 1.59
rand 7T 11 4 352 352 385 278 68 1.38
rand 7 12 6 2048 2048 1485 1056 594 1.41
rand 7 13 5 1588 1588 1585 1242 450 1.28
rand T 14 7 8192 8192 5811 4222 2506 1.38
rand 8§ 15 7 12952 12952 9907 7553 4121 1.31
rand 9 16 8 32768 32768 22818 17365 10930 1.31
rand 10 17 9 78406 78406 50642 39101 27661 1.30
rc-2d-20-4 4 19 4 1976 136 616 545 480 0 1.14
rc-2d-20-5 5 20 5 10072 272 1096 1091 960 0 1.14
rc-2d-20-6 6 20 6 33328 512 1936 1927 1680 0 1.15
rc-2d-20-7 7T 20 7 87592 960 3392 3343 2912 0 1.15
rc-2d-20-8 8 20 8 188368 1792 5888 5855 4992 0 1.17
rc-perm-5 5 15 5 2942 720 1211 1049 851 0 1.23
rc-perm-6 6 21 6 43400 5040 10417 9285 7898 1 1.18
rc-perm-8 8 36 8 | 17463696 362880 | 1036897 952597 | 856597 1140 1.11
rc-ratio-20-3-7 3 19 3 344 304 929 928 839 62 1.11
rc-ratio-20-3-9 3 19 3 344 178 539 538 541 27 0.99
rc-ratio-20-4-7 4 20 4 2320 2278 4954 4953 4522 710 1.10
rc-ratio-20-4-9 4 20 4 2320 2016 4393 4392 4231 583 1.04
rc-ratio-20-5-7 5 20 5 10072 8470 13798 13788 12979 3091 1.06
rc-ratio-20-5-9 5 20 5 10072 7826 13798 13797 12220 2467 1.13
rc-ratio-20-6-7 6 20 6 33328 26194 32993 32992 31967 8681 1.03
rc-ratio-20-6-9 6 20 6 33328 26758 39823 39822 36485 9840 1.09
rc-ratio-20-7-7 7T 20 7 87592 76790 82751 82750 76158 30725 1.09
rc-ratio-20-7-9 7 20 7 87592 58468 70214 70212 51974 20829 1.35

Table 5.1: Comparison of the “simulated RC algorithm 5.3” and the “proposed ISF algorithm”
on a few problems: “(n, p, r)” are the dimensions of the problem (V' € R™*P is of rank r),
“Winder’s bound” is the right-hand side of (4.7), “|0pH (x)|” is the cardinal of the B-differential
of H given by (1.2), “Original RC” gives the number of LO solves for the original piece of
software in Python of Rada and Cerny [48], “Simulated RC” gives the number of LO solves
with our implementation in Matlab of the Rada and éerny algorithm (see algorithm 5.3), for
the proposed ISF algorithm, “Total” gives the number of LO solves, “Inexact” is the number
of LO problems that could be solve inexactly and “Profit” is the ratio between the number of
LO solves of the simulated-RC and ISF algorithms.
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Note that p := |7 ()| = 3, while rank(V) = 2, so that |0pH(x)| = 2p = 6, by (4.11). The
sign vectors s € {#1}® that make 5.V Td > 0 feasible for d are gathered in the set denoted
by S, are the columns of the matrix S below and possible feasible directions d € R? are the
columns of the matrix D:

1 -1 1 -1 -1 1 1 -1 2 =2 -1 1
S=11 -1 -1 1 1 -1 and D=1 -1 -1 1 1 -1
1 -1 1 -1 1 -1 0O 0 0 0 1 -1

The Jacobians of the B-differential 0pH (x), where H is given by (1.2), are obtained for the
s’s in § given above by the bijection o defined by (3.5). One gets a set of 6 Jacobians out of
the 23 = 8 Jacobians in g H (), namely

2 00 1 00 2 00 1 00 100 2 00
02 1], 01 0}, 01 0], 02 1], 02 1], 010
11 2 0 01 1 1 2 0 01 1 1 2 0 01
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