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Abstract. Tabular format is a common format in open data. However,
the meaning of columns is not always explicit which makes if difficult for
non-domain experts to reuse the data. While most efforts in making data
FAIR are limited to semantic metadata describing the overall features of
datasets, such a description is not enough to ensure data interoperability
and reusability. This paper proposes to reduce this weakness thanks to
a (FAIR) core semantic model that is able to represent different kinds
of metadata, including the data schema and the internal structure of a
dataset. This model can then be linked to domain-specific definitions to
provide domain understanding to data consumers.

c©

1 Introduction

Tabular format structures data into columns and rows. Each row provides val-
ues of properties of what is described by the row. Cells within the same col-
umn provide values for the same property. Columns can characterize dimensions 
within a multidimensional view. According to [2], the tabular format is the most 
widespread format for publishing data on the Web (37% of the datasets indexed 
by Google are in CSV or XLS). Data in this format has been made available as 
open data and datasets on various open data portals. On these portals, however, 
these datasets are described and presented with properties that are relevant to 
domain experts but not properly understood and reusable by other communities. 
For the latter, one of the challenges is to find relevant data among the increas-
ingly large amount of continuously generated data, by moving from the point of 
view of data producers to the point of view of users and usages.

One way to overcome these weaknesses is to guarantee compliance of data to 
the FAIR principles: Findability, Accessibility, Interoperability, and Reusability 
[15]. These principles correspond to a set of 15 recommendations that aims to 
facilitate data reuse by humans and machines. They are domain-independent and
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may be implemented principally by: (F), assigning unique and persistent identi-
fiers to datasets, and describing them with rich metadata that enable their index-
ing and discovery; (A), using open and standard protocols for dataset access; (I),
using formal languages, and (FAIR) vocabularies to represent (meta)data; and
(R), documenting (meta)data with rich metadata about usage license, prove-
nance and data quality. So the first step towards the fulfilment of FAIR principles
is to define precise metadata schemes. Indeed, 12 out of the 15 FAIR principles
refer to metadata [15]. To go a step further in improving data FAIRness, several
authors have shown that metadata schemes should be based on semantic models
(i.e., ontologies) for a richer metadata representation [5]. Thanks to their ability
to make data types explicit, in a format that can be processed by machines,
ontologies are essential to make data FAIR [6].

While most efforts in data FAIRification are limited to specific kinds of meta-
data, mainly those describing the overall features of datasets, such a description
is not enough to fully address all FAIR principles [7], in particular for promoting
reuse of their data by other scientific communities. This paper addresses this
challenge by proposing a core semantic model capable of representing different
types of metadata, including the data schema and the internal structure of a
dataset. This core model can be used in different domains and can be linked to
domain-specific definitions to provide domain understanding for data consumers.
The proposed model relies on existing FAIR vocabularies and ontologies and is
itself compliant with the FAIR principles.

The rest of this paper is organised as follows. Section 2 discusses the main
related work, followed by the description of the reused vocabularies and ontolo-
gies in Sect. 3. Section 4 presents the proposed model and Sect. 5 reports its
evaluation. Finally Sect. 6 concludes the paper.

2 Related Work

A number of vocabularies has been proposed so far to represent metadata in
general (Dublin core, VoID, Schema.org, DCAT, DCAT-AP), with extensions
for accommodating specific kinds of data, such as geo-spatial data (GeoDCAT-
AP) or statistical data (StatDCAT-AP). Several works also proposed specific
metadata vocabularies. This is the case of [10] which presents a data model
for generating ontology-based semantic metadata for spatial and temporal data,
or of the European Open Science Cloud (EOSC) initiative1 in the context of
social sciences and humanities. Concerning observational data, several proposals
have used RDF Data Cube (qb) combined to other vocabularies. In [9] the
authors combined qb and SOSA to represent 100 years of temperature data
in RDF. More recently, metereological data was represented in RDF with a
semantic model that reused a network of existing ontologies (SOSA/SSN, Time,
QUDT, GeoSPARQL, and qb) [16]. Instead, we propose here a core model that is
common to different types of tabular data and that can be extended according to
the specifics of the datasets (for instance, using QUDT, SOSA, GeoSPARQL).
1 https://ddialliance.org/learn/what-is-ddi (accessed on 10th June 2022).



The work done here is an evolution of a previous one presented in [1]. While
that first model had a special focus on representing spatio-temporal data (using
GeoDCAT-AP and QB4st), here we propose a more generic core semantic model
for representing any kind of tabular data for any domain by adopting DCAT and
qb. Furthermore, we have introduced new notions such as the notion of a slice
that can be also considered as a dataset, and the notion of collection of tabular
data, as further detailed in Sect. 4.

3 Reusing Existing Vocabularies

The proposed model was developed following the NeOn methodology scenario 3
“Reusing ontological resources” [13]. We introduce here the main existing vocab-
ularies that we relied on to build the core model, without detailing each activity
of the methodology. These vocabularies provide metadata describing general fea-
tures of datasets (DCAT), as well as the internal structure of a dataset (RDF
data Cube and CSVW). All these vocabularies are recommended at least by the
W3C or FairSharing2 and thus act as FAIR vocabularies.

DCAT (Data CATalogue vocabulary). DCAT3 is an RDF vocabulary designed to
describe the datasets and data services in a catalog, thus facilitating the aggre-
gation of metadata from multiple catalogs published on the web. It is based
on 6 main classes (Catalog, Resource, Dataset, Distribution, DataService
and CatalogRecord). It incorporates terms from existing vocabularies, including
FOAF (relationships that people maintain with each other), PROV-O (prove-
nance information), Dublin Core (metadata terms including properties, vocab-
ulary encoding schemes, syntax encoding schemes and classes), SKOS (basic
structure and content of concept schemes of controlled vocabulary) and vCard
(people and organisations). DCAT was standardized in 2014 and has acquired
the status of W3C recommendation.

RDF data Cube (qb). qb4 is a W3C vocabulary dedicated to the representation
of multidimensional data or hyper-cubes [14]. It builds upon several existing
and recommended RDF vocabularies, such as SKOS, VoID (metadata about
RDF datasets, intended to serve as a bridge between publishers and users of
RDF data), Dublin Core, SCOVO (representation of statistical data), FOAF
and ORG (organizational structures). qb allows the selection (i) of subsets of
observations thanks to the notion of Slice, and (ii) of subsets of a given slice
when the key slice has been fixed. Thus the publisher can identify and label those
particular subsets. qb also allows the structure of a dataset to be described
using the DataStructureDefinition and ComponentProperty entities. Each
component property can be linked to the concept it represents (modelled as a
SKOS concept).
2 https://fairsharing.org/ (accessed on 10th June 2022).
3 https://www.w3.org/TR/vocab-dcat-2/ (accessed on 8th June 2022).
4 https://www.w3.org/TR/eo-qb/ (accessed on 8th June 2022).



CSVW. Resulting from the work of a W3C group on tabular data, CSVW5

provides metadata at various levels, from table to groups of tables and how they
are related to each other. A Table can be described with its url, schema, number
of columns, foreign keys, transformations in other formats, etc.; each Column is
then described by its name, title, type, position, whether the value is mandatory,
etc. Furthermore, the interdependence between two tables may be represented
by linking a column (or a set of columns) of a given table to a column (or a set
of columns) of another table, thanks to references to their ForeignKey.

4 Proposed Model

We propose the Core Dataset Metadata Ontology (dmo-core) as a core seman-
tic model capable of representing various types of metadata, including the data
schema and the internal structure of tabular datasets (Fig. 1). It is a domain-
independent model that can be enriched and specialized with domain ontologies
to describe datasets in that domain. It is based on the FAIR vocabularies pre-
sented above. dmo-core is available online at https://w3id.org/dmo.

The notion of catalog is represented by dcat:Catalog, as a curated collec-
tion of metadata about resources (e.g., datasets and data services in the context
of a data catalog). A catalog associates dcat:Dataset, which can be described
with several types of metadata [4] using DCAT or DCT properties: descrip-
tive metadata (dct:description, dct:title, dcat:keywords, etc.), quality
(dct:conformsTo, etc.), provenance (dct:publisher, dct:creator), access
rights (dct:accessRights, etc.) and versioning (dct:hasVersion, etc.). A
dcat:Dataset may have different distributions dcat:Distribution (described
by dct:format, dcat:accessURL, etc.), some of which may be in a tabular for-
mat. A table (csvw:Table) is described by its schema (csvw:Schema) which
specifies the various columns (csvw:Column) it contains, as well as foreign
keys (csvw:ForeignKey). A dialect description associated with a table pro-
vides hints to parsers on how to parse the distribution file (csvw:delimiter,
csvw:encoding, etc.). The concept csvw:TableGroup represents a collection of
datasets that share the same structure, what allows for defining the schema of
these datasets for reuse. A qb:Dataset is associated to its structure metadata
(qb:DataStructure Definition) as a set of measures (qb:MeasureProperty)
organized along a group of dimensions (qb:DimensionProperty), together with
associated metadata (qb:AttributeProperty). A dataset may be split into sev-
eral subsets called slices (qb:Slice). A slice is characterized by a qb:SliceKey
that specifies which dimensions are fixed (at least one). The qb:concept prop-
erty allows to associate a qb:ComponentProperty (i.e., measure, dimension or
attribute) to a concept to make its semantics explicit using domain ontologies.

The integration of these vocabularies relies on the definition in dmo-core
of new concepts and properties (shown in orange in Fig. 1). A dmoc:Dataset
is both a dcat:Dataset and a qb:Dataset, which allows a dataset to be

5 https://www.w3.org/ns/csvw (accessed on 10th June 2022).



Fig. 1. The dmo-core model: main reused concepts and properties.



described in terms of global metadata and structure respectively. We also con-
sider that a slice (a subset of a dataset) is a dataset, and can thus ben-
efit from all properties of a dmoc:Dataset. This is why we introduce the
dmoc:Slice concept. The concept dmoc:TabularDistribution is a specifi-
cation of the dcat:Distribution to be able to describe tabular data. It is
linked to a table (csvw:Table) or to a group of tables (csvw:TableGroup) with
the dmoc:isDescribedBy property. To make the relationship between struc-
tural components (i.e., columns) and data schema components (i.e., measures
and dimensions) explicit, we introduce the dmoc:references property between
a csvw:Column and a qb:ComponentProperty (i.e., qb:MeasureProperty or
a qb:DimensionProperty). For a finer semantics, we propose to link a
qb:ComponentProperty to a concept of a domain ontology using the qb:concept
property the range of which is skos:Concept. Finally, the dmoc:requires prop-
erty aims to represent the dependency between datasets.

5 Evaluation

Several metrics, such as OntoMetrics [8], and tools such as OntOlogy Pitfall
Scanner! (OOPS!) [12] can be used to evaluate ontology quality. As dmo-core
highly relies on existing (reference) models, the quality measure here rather
relies on the consistency when putting together these existing models. dmo-core
was implemented in OWL2 and its consistency was checked thanks to different
reasoners (Hermit, ELK, and Pellet) available in the Protégé6 ontology editor. In
terms of compliance to the FAIR principles, few online tools are available. One
of this tools is FOOPS! [3], which takes as input an OWL ontology and generates
a global FAIRness score [11]. It runs 24 different checks distributed across the 4
FAIR dimensions: 9 checks on F (unique, persistent and resolvable URI and ver-
sion IRI, minimum descriptive metadata, namespace and prefix found in external
registries); 3 checks on A (content negotiation, serialization in RDF, open URI
protocol); 3 checks on I (references to pre-existing vocabularies); and 9 checks
on R (human-readable documentation, provenance metadata, license, ontology
terms properly described with labels and definitions). A score of 79% of FAIR-
ness in FOOPS! is obtained for dmo-core. This score can be further improved by
indexing the model in a searchable online catalog (LOV, for instance).

6 Conclusion and Future Work

This paper presented a FAIR core semantic model for descriptive and structural
metadata of multidimensional tabular datasets. It was used to semantically rep-
resent several large collections of metereology datasets from the Météo-France
catalog. We have now to evaluate whether the FAIRness of these metereology
datasets actually helps non domain experts to reuse them.

6 https://protege.stanford.edu/ (accessed on 10th June 2022).
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