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Abstract

We consider disruption detection problems for statistical models with dependent observations given by Markov
chains over a finite time interval in the Bayesian setting for the uniform prior distribution. To do this, using the
methods of optimal stopping, a new optimal sequential detection procedure is constructed that minimizes the average
delay time in the class of sequential procedures with the probabilities of false alarms bounded by some fixed value.
The main difference between the proposed detection procedure and the usual ones is that it is based not on the posterior
probabilities, but on Roberts statistics. This makes it possible to provide optimal detection in a non-asymptotic sense
over a finite time interval without using additional unknown parameters, in contrast to the well-known Bayesian
procedures based on a priori geometric distribution containing an unknown parameter. Then we apply the constructed
procedures to the problem of early detection of the beginning of the spread of the epidemic. To this end we use
two epidemic models: the binomial models proposed in [2] and the models based on the Gaussian approximation
introduced in [9].
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1. Introduction

1.1. Motivations and contributions

The main motivation of this paper is to develop new optimal statistical methods for the early epidemic detection
problems on the basis of the sequential analysis approach proposed by Baron in [1]. The main idea of this approach is
that the onset of an epidemic is associated with exceeding a certain threshold of the probability of infection, and the
problem is to detect the tipping point of this probability as early as possible and predict the epidemic before it spreads
massively. To this end usually on uses the the quickest detection methods in times series based on the sequential
analysis (see, e.g., [4, 7, 8, 13, 14] for details and further references). It should be noted, that for such change point
problems one needs to use the statistical models with essentially dependent observations given by Markov processes
(see, for example, [2]). In this paper we study sequential change-point detection problems for such models in Bayesian
setting and our main goal is to develop non-asymptotic optimal detection methods for the Bayesian risks based on the
uniform prior distribution of the change point moment. It should be emphasized, that usually the Bayesian detection
procedure is based on the geometric prior distribution (see, for example, for the i.i.d case in [11] and for general
non i.i.d case in [15] in the asymptotic setting). Unfortunately, the geometric distribution has an unknown parameter,
which creates significant difficulties in the practical use of such Bayesian procedures. Moreover, note also, that usually
for non i.i.d statistical models the optimality of the Bayesian sequential procedure is shown only in asymptotic setting,
when the probability of the false alarm goes to zero. Therefore, the contribution of this paper consists in two parts.
The first is the non asymptotic setting, i.e. we construct the optimal sequential detection procedure in the class
of sequential procedures with any bounded false alarm probabilities on the finite time interval. The second one we
develop the sequential detection procedures for the uniform prior distribution without additional unknown parameters.

1.2. Main tool

In this paper, we develop new non-asymptotic Bayesian optimal procedures for the quickest detection of the onset
of epidemics in binomial epidemiological models on a finite time interval for the uniform prior distribution. This
problem is studied using optimal stopping methods for homogeneous Markov processes. Based on the method of
stochastic dynamic programming and modified Roberts statistics, we develop Bayesian detection procedures. Note
that such methods provide ample opportunities for practical epidemiological analysis since a uniform (not informative)
distribution over a given finite time interval does not contain any parameters and is the most adequate approach to the
problem of early detection of epidemics in the absence of information about the distribution of the moments of the
beginning of an epidemic. For comparison, we note, as established in [6], that in the case of non-asymptotic detection
for i.i.d. observations the CUSUM procedures are optimal in the minimax sense. It should also be noted that in [9] it is
established that the CUSUM procedures cannot be used for epidemic binomial models because the Kullback-Leibler
information is zero.

1.3. Organization of the paper

The work is organized as follows. In Section 2, we describe the observation model and formulate the problem,
then in Section 3 develop optimal stopping methods for homogeneous Markov processes. In Section 4 we construct
optimal procedures for detection problems. In Section 5 we apply the developed methods to study the problems of
early detection of epidemics. In Appendix, we provide all the auxiliary tools.

2. Markov Model

For the disruption detection problem in Markov processes we use the change - point Markov model proposed in
[5, 7, 8]. To this end we assume that our observations are a Markov process (Xn)n≥0 on a probability space (Ω,F ,P)
with values in a measurable state (X,B, µ), where µ is a σ - finite measure on B. As usual here, to describe the
accessible information to the time moment n ≥ 0 we will use the fields generated by the observations, i.e. F0 = {∅,Ω}
and Fn = σ{X1, . . . , Xn} for n ≥ 1. Moreover, for any n ≥ 1 we denote the corresponding nth powers of the field B
by Bn = B ⊗ · · · ⊗ B︸        ︷︷        ︸

n

and we also set B∞ = σ{∪n≥0Bn}. In this model, we assume that the disruption occurs at some
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integer ν ≥ 0, i.e. the random variables (Xn)0≤n≤ν and (Xn)n≥ν+1 are homogeneous Markov chain with a transition
densities f ∗(y|x) and f (y|x) respectively, i.e. for any A ∈ B

P
(
Xn+1 ∈ A|Xn = x

)
=

∫
A

f ∗(y|x)µ(dy) for 0 ≤ n ≤ ν

and
P

(
Xn+1 ∈ A|Xn = x

)
=

∫
A

f (y|x)µ(dy) for n ≥ ν + 1 .

It should be noted here, that in the case when ν ≥ 1 the density of the random vector (X1, . . . , Xn) in Rn for any
1 ≤ n ≤ ν is given as

q∗(y1, . . . , yn) =

n∏
i=1

f ∗(yi|yi−1) , (2.1)

i.e. for any A ∈ Bn

P
(
(X1, . . . , Xn) ∈ A

)
=

∫
A

q∗(y1, . . . , yn)µ(dy1) . . . µ(dyn) .

If ν = 0, then for all n ≥ 1 the density is q(y1, . . . , yn) =
∏n

i=1 f (yi|yi−1), i.e. for any A ∈ Bn

P
(
(X1, . . . , Xn) ∈ A

)
=

∫
A

q(y1, . . . , yn)µ(dy1) . . . µ(dyn) .

Finally, if ν < n the density of the random vector (X1, . . . , Xn) in Rn is defined as

pν(y1, . . . , yn) =

ν∏
i=1

f ∗(yi|yi−1)
n∏

i=ν+1

f (yi|yi−1) , (2.2)

i.e. for any A ∈ Bn

P
(
(X1, . . . , Xn) ∈ A

)
=

∫
A

pν(y1, . . . , yn)µ(dy1) . . . µ(dyn) .

We denote by P∗ and Pν the probability measures on B∞ generated by the distribution families (q∗(y1, . . . , yn))n≥1
and (pν(y1, . . . , yn))n≥1 respectively. It is clear, that in this case the corresponding Radon-Nikodym density for the
restrictions P∗,n and Pn

ν
on Bn for ν < n has the form

hν,n =
dPn

ν

dP∗,n
=

pν(y1, . . . , yn)
q∗(y1, . . . , yn)

=

n∏
i=ν+1

f (yi|yi−1)
f ∗(yi|yi−1)

(2.3)

and hν,n = 1 for ν ≥ n.
In this paper we consider the detection problem in the Bayes setting, i.e. we assume that the change-point ν is a integer
random variable with the values in IN = {0, . . . ,N} and independent on the observations (Xk)k≥1. In this paper we use
the uniform prior distribution, i.e.

π j = π∗ = P(ν = j) =
1

N + 1
for 0 ≤ j ≤ N . (2.4)

We need the Bayesian probability measure on the σ - field IN ⊗ B∞ which for any I ⊆ IN and A ∈ B∞ defined as

P̃(I × A) =
∑
i∈I

πiPi(A) . (2.5)

It should be noted here, that, in view of Lemma 8 the posterior probability distribution used for the Bayesian proce-
dures can be calculated for n ≥ 0 as

υn = P̃(ν ≤ n | Fn) =
Rn

Rn + πn
, (2.6)
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where Rn =
n∑

i=0
πihi,n and πn =

N∑
i=n+1

πi. We remind, that Rn is called Roberts statistics (see, for example, in [10]) and

for n ≥ 1 it can be rewritten as

Rn = ηn

n−1∑
i=0

πi hi,n−1 + πn = ηnRn−1 + πn , (2.7)

where η j = η(X j, X j−1), η(y, x) = f (y, x)/ f ∗(y, x) and R0 = π∗.
To formulate the detection problem we denote byMα the set of all (Fn)n≥0 stopping times with values in IN for which
Probability of a False Alarm (PFA) is less than some fixed threshold 0 ≤ α ≤ 1, i.e.

P̃(τ < ν) ≤ α . (2.8)

For any τ ∈ Mα we set the average delay risk as

R(τ) = Ẽ(τ − ν)+ , (2.9)

where Ẽ is the expectation with respect to the Bayesian measure (2.5) and (x)+ = max(x, 0). The detection problem is
to minimise this risk, i.e.

inf
τ∈Mα

R(τ) . (2.10)

To study this problem, we will use the Lagrange multiplier method, i.e. for some fixed λ > 0 we consider the following
minimization problem

min
τ∈M

(
λẼ(τ − ν)+ + P̃(τ < ν)

)
, (2.11)

whereM =M1 is the class of all possible (Fn)n≥0 stopping times with values in IN . As is shown in Appendix A.2

min
τ∈M

(
λẼ(τ − ν)+ + P̃(τ < ν)

)
= 1 −max

τ∈M
E∗Gτ , (2.12)

where Gn = Rn−λ
n−1∑
i=0

Ri and E∗ is the expectation over the probability P∗. Thus, the problem (2.11) can be represented
as

max
τ∈M

E∗Gτ . (2.13)

Our main condition is the following.
C∗) The sequence (Zn)0≤n≤N with Zn = (Rn, Xn) is homogeneous Markov chain with the values inZ = R × X.
Now, we can rewrite the random variables G = (Gk)0≤k≤N defined in (2.12) as

Gk = Uk(g) = g(Zk) −
k−1∑
j=0

c(Z j) , (2.14)

where g(r, x) = r and c(r, x) = λ r. Thus, we represented the optimisation problem (2.13) as the optimal stopping
problem for the Markov chain (Zn)0≤n≤N .

Remark 1. Note that for the first time such problems were studied [11] for the independent observations and geomet-
ric prior distribution. In this paper we extend this results for the uniform prior distribution and for the Markov chains
(Xn)0≤n≤N .

Remark 2. As to the condition C∗) it should be noted that in general the process Z = (Zn)0≤n≤N is not Markovian.
In this paper, we study the problem (2.13) on the basis of the optimal stopping methods developed for the Markov
processes (see, for example, in [11] and the references therein). As we will see below, for the epidemic models this
condition holds true.
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3. Optimal stopping method for Markov chains

In this section we describe the method developed in [11] to study the problem (2.13), (2.14) for arbitrary Markov
homogeneous chain (Zn)0≤n≤N with the values in some space state (Z,BZ) and for arbitrary functions g and c for
which for all z ∈ Z

max
0≤n≤N

E∗z |g(Zn)| < ∞ and max
0≤n≤N

E∗z |c(Zn)| < ∞ , (3.1)

where E∗z denotes the expectation under condition that Z0 = z. Here we denote by (Fn)0≤n≤N the fields generated by
the chain (Zk)0≤k≤N , i.e. F0 = {∅,Ω} and Fn = σ{Z1, . . . ,Zn} for 1 ≤ n ≤ N. In this section we study the optimization
problem

sup
τ∈M

E∗z Uτ(g) , (3.2)

where the sequence (Un(g))0≤n≤N is given in (2.14). To this end we use the stochastic dynamic programming method
(see, for example, [11]). For this we need to study for any 0 ≤ n ≤ N the following problems

sn(g)(z) = sup
τ∈Tn

E∗z Uτ(g) , (3.3)

where Tn = {τ ∈ M : τ ≤ n P∗ − a.s.}. It should be noted, that in view of (2.14) for any z ∈ Z we obtain

s0(g)(z) = g(z) and sN(g)(z) = sup
τ∈M

E∗z Uτ(g) .

To study the problems (3.3), first of all, one needs to find the Bellman equations for this case. To this end, for any
Z → R functions h for which E∗z |h(Z1)| < ∞ we set the following mapping

Q(h)(z) = max (h(z) , T(h)(z) − c(z)) , z ∈ Z , (3.4)

where the transition operator T(h)(z) = E∗z h(Z1). Now we calculate the powers for this operator.

Lemma 1. For any 1 ≤ n ≤ N and any Z → R function h for which max1≤k≤n E∗z |h(Zk)| < ∞ for any z ∈ Z, the nth
power Qn(h)(z) is well defined and, moreover, there exists a constant U∗n > 0 for which

|Qn(h)(z)| ≤ U∗n

 n∑
j=0

Ez|h(Z j)| +
N∑

j=0

Ez|c(Z j)|

 , ∀z ∈ Z . (3.5)

Proof. We show this lemma by the induction. Indeed, for n = 1 this inequality directly follows the definition (3.4).
Assume now, that this lemma holds true for some fixed 1 ≤ n ≤ N − 1. Now, one needs to show it for n + 1. Let h be
aZ → R function for which max1≤k≤n+1 E∗z |h(Zk)| < ∞. In this case note, that for the function ȟ = Q(h) we can show,
that

max
1≤k≤n

E∗z |ȟ(Zk)| < ∞ . (3.6)

Indeed, from the definition (3.4) it follows, that for any z ∈ Z

|ȟ(z)| ≤ |h(z)| + T(|h|)(z) + |c(z)| . (3.7)

Taking into account here, that the expectation E∗z T(|h|)(Zk) = E∗z |h|(Zk+1) for any 1 ≤ k ≤ n we obtain the property
(3.6). Therefore, we can use the upper bound (3.5) for the function ȟ, i.e.

|Qn+1(h)(z)| = |Qn(ȟ)(z)| ≤ U∗n

 n∑
j=0

Ez|ȟ(Z j)| +
N∑

j=0

Ez|c(Z j)|

 .
Therefore, using here the upper bound (3.7), we obtain the inequality (3.5) for n + 1 which completes the proof.

5



Lemma 2. Let h be aZ → R function for which max0≤n≤N E∗z |h(Zn)| < ∞ for all z ∈ Z. Then, for all 1 ≤ n ≤ N and
z ∈ Z

Qn(h)(z) = max
(
h(z),T(Qn−1(h))(z) − c(z)

)
. (3.8)

Proof. First of all, we note, that in view of Lemma 1 all powers of the mapping Q for the function h are well defined
and from the inequality (3.5) it follows, that |T(Qk(h))(z)| < ∞ for any 1 ≤ k ≤ N − 1 and z ∈ Z. Moreover, using the
definition (3.4) it is easy to deduce that Qk(h)(z) ≥ h(z) and, therefore, T(Qk(h))(z) ≥ T(h)(z), for any 1 ≤ k ≤ N − 1
and z ∈ Z. To prove the representation (3.8) we use the induction method. Indeed, for n = 1, taking into account, that
Q0(h) = h, the representation (3.8) is the definition of the operator Q. According to the induction assume now, that the
property (3.8) holds true for some fixed 2 ≤ n ≤ N−1 and for any z ∈ Z. Therefore, to show this lemma it is sufficient
to establish the property (3.8) for n + 1. To do this, setting ȟ(z) = Q(h)(z) and using the induction assumption, we get

Qn+1(h)(z) = Qn(ȟ)(z) = max
(
ȟ(z),T(Qn−1(ȟ))(z) − c(z)

)
= max (h(z),T(h)(z) − c(z),T(Qn(h))(z) − c(z))

= max (h(z),T(Qn(h))(z) − c(z)) ,

i.e. we get the equality (3.8) for n + 1. Hence, Lemma 2.

Lemma 3. For any n ≥ 0, for anyZ → R function h with max0≤k≤n E∗z |h(Zk)| < ∞ and for any z ∈ Z

sn(h)(z) ≤ Qn(h)(z) , (3.9)

where the functions sn(h)(z) are defined in (3.3).

Proof. We will proceed this proof by induction. For n = 0 this is true by the definition, i.e. s0(h)(z) = h(z) for
any Z → R function h. Assume now, that this lemma holds true for some n ≥ 1. We show it for n + 1. So, let h
be some Z → R function for which max0≤k≤n+1 E∗z |h(Zk)| < ∞. Then, using the upper bound (3.7) for the function
ȟ(z) = Q(h)(z), we get, that max0≤k≤n E∗z |ȟ(Zk)| < ∞. Therefore, according to the induction assumption

sn(ȟ)(z) ≤ Qn(ȟ)(z) = Qn+1(h)(z) . (3.10)

Let now τ ∈ Tn+1. Then, for any z ∈ Z

E∗z Uτ(h) = E∗z
(
Uτ(h) 1{τ≤n} + Un+1(h) 1{τ>n}

)
= E∗z

(
Uτ̂(h) 1{τ≤n} + 1{τ>n} Un(h)

)
= E∗z

(
Uτ̂(h) 1{τ≤n} + 1{τ>n} Uτ̂(h)

)
,

where the stopping time τ̂ = min(τ , n) belongs to Tn and

Un(h) = E∗
(
Un+1(h) | Fn

)
= E∗

(
h(Zn+1) | Fn

)
−

n∑
i=0

c(Zi) = T(h)(Zn) −
n∑

i=0

c(Zi) .

Therefore, taking into account, that

max(Un(h),Un(h)) = max
(
h(Zn),T(h)(Zn) − c(Zn)

)
−

n−1∑
i=0

c(Zi) = Q(h)(Zn) −
n−1∑
i=0

c(Zi) ,

we get, that

E∗z Uτ(h) ≤ E∗z max(Uτ̂(h),Uτ̂(h)) = E∗z

ȟ(Zτ̂) −
τ̂−1∑
i=0

c(Zi)

 ≤ sn(ȟ)(z)

and through the inequality (3.10) we obtain the upper bound (3.9) for n + 1. Hence Lemma 3.
Now we set

Yk = Qn−k(g)(Zk) −
k−1∑
i=0

c(Zi) . (3.11)

We study the properties of this process.
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Lemma 4. The process (3.11) is such, that Yn = Gn and

Yk = max
(
Gk, E∗

(
Yk+1 | Fk

))
, for 0 ≤ k ≤ n − 1 . (3.12)

Remark 3. Note now that the equations (3.12) are the Bellman equations for the problem (2.13) and Lemma 4 means,
that the process (3.11) is the Snell envelop (Minimal Excessive Functions) (see, for example, [11]).

Note that according to the general optimal stopping theory (see, for example, Theorem 3.2 from [3]) the solutions for
the problems (3.3) are given as

τ∗n = min
{
0 ≤ k ≤ n : Yk = Gk

}
= min

{
0 ≤ k ≤ n : Qn−k(g)(Zk) = g(Zk)

}
. (3.13)

Now, using Lemma 4 one can show the following result.

Theorem 1. For all n ≥ 1 and z ∈ Z the stopping time (3.13) is the solution for the problem (2.13), (2.14), i.e.

sup
τ∈Tn

E∗zGτ = E∗zGτ∗n
. (3.14)

Proof. First, we show, that the stopping Snell envelop Mk = Yk∧τ∗n
is a martingale. Indeed, note that the conditions

(3.1) provide, that max0≤k≤n E∗|Yk | < ∞. Moreover, taking into account, that Mk+1 = Yτ∗n 1{τ∗n≤k}+ Y(k+1) 1{τ∗n>k} and, that
in view of the definitions (3.11) and (3.13) the conditional expectation E∗(Yk+1|Fk) = Yk on the set {k < τ∗n}, we obtain

E∗(Mk+1|Fk) = Yτ∗n 1{τ∗n≤k} + 1{τ∗n>k} E
∗ (Yk+1 | Fk

)
= Yτ∗n 1{τ∗n≤k} + Yk 1{τ∗n>k} = Yk∧τ∗n

= Mk .

Therefore, M0 = E∗z Mn, i.e. Y0 = E∗z Yτ∗n . Note that, from (3.11) and (3.13) we obtain, that Y0 = Qn(g)(z) and
Yτ∗n = Gτ∗n

, i.e. Q(n)(g)(z) = E∗zGτ∗n
≤ sup

τ∈Tn
E∗zGτ = sn(z). Thus, Lemma 3 implies

sn(z) = sup
τ∈Tn

E∗zGτ = Qn(g)(z) = E∗zGτ∗n

and we get Theorem 1.

Remark 4. It should be noted, that Theorem 1 can be shown through the induction method (see, for example, the
proof of Theorem 3.2 from [3]) or Theorem 1 in Chapter 2 from [11].

4. Optimal sequential detection procedure

Now we apply the sequential procedure (3.13) to the problem (2.11). In this case for any λ > 0 this moment has
the following form

t∗
λ

= min
{
k ≥ 0 : QN−k

λ
(g)(Rk, Xk) = Rk

}
, (4.1)

where g(r, x) = r, the process (Rk)0≤k≤N is defined in (2.7) with π j = 1/(N + 1) for 0 ≤ j ≤ N and, moreover, the
mapping (3.4) for any r ∈ R+ and x ∈ X is defined as

Qλ(h)(r, x) = max (h(r, x) , T(h)(r, x) − λr) and T(h)(r, x) = E∗r,x h(R1, X1) . (4.2)

Here E∗r,x(·) = E∗
(
· |R0 = r , X0 = x

)
. First, we have to study the properties of the stopping times (4.1).

Lemma 5. The family (t∗
λ
)λ≥0 is a.s. decreasing, i.e. t∗

λ1
≤ t∗

λ0
a.s. for λ1 > λ0 ≥ 0.

Theorem 2. Assume, that there exist 0 < λα < ∞ such that for 0 < α < 1

P̃(t∗
λα
< ν) = α . (4.3)

Then the stopping time (4.1) with λ = λα is a solution of the problem (2.10), i.e.

Ẽ(t∗
λα
− ν)+ = inf

τ∈Mα

Ẽ(τ − ν)+ . (4.4)
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Proof. First of all, note that the stopping time (4.1) is equal to N for λ = 0, i.e. t∗0 = N. Indeed, in this case

T(g)(r, x) = E∗r,x R1 = rE∗
(
η1|X0 = x

)
+ π∗ = r

∫
X

f (y, x)
f ∗(y, x)

f ∗(y, x)µ(dy) + π∗ = r
∫
X

f (y, x)µ(dy) + π∗ = r + π∗

and π∗ = 1/(N + 1). Therefore, Q0(g) = g + π∗. Note now here, that from (3.8) we obtain, that the nth power of the
mapping Q0 can be represented as

Qn
0(g) = max

(
g,T(Qn−1

0 (g))
)
.

Using this representation and the induction method, we can show that Qn
0(g) = g + nπ∗ for any n ≥ 1, i.e. t∗0 = N a.s.

and, therefore, in view of Lemma 5, λα > 0 for α > 0. Moreover, for any τ ∈ Mα we obtain, that

Ẽ(τ − ν)+ ≥
1
λα

(
λαẼ(τ − ν)+ + P̃(τ < ν) − α

)
.

Now, applying here Theorem 1 with n = N to the sequence (Gk)0≤k≤N defined in (2.14) and using the definition of λα,
we obtain, that

Ẽ(τ − ν)+ ≥
1
λα

(
λαẼ(t∗

λα
− ν)+ + P̃(t∗

λα
< ν) − α

)
= Ẽ(t∗

λα
− ν)+ ,

i.e. this implies (4.4) and, hence, Theorem 2.
Now we study the condition (4.3). To this end note, that the function

F(λ) = P̃
(
t∗
λ
< ν

)
=

1
N + 1

N−1∑
m=0

P∗
(
t∗
λ
≤ m

)
. (4.5)

Now we set

Λ0 =
{
λ ≥ 0 : QN

λ
(g)(π∗, X0) > π∗

}
and λmax = sup{λ > 0 : QN

λ
(g)(π∗, X0) > π∗} . (4.6)

Lemma 6. The set Λ0 is an interval, i.e. Λ0 = [0, λmax[ and 0 < λmax < 1.

Note here, that from Lemma 5 it follows, that the function F is increasing, i.e. F(λ1) ≥ F(λ0) for λ1 > λ0 > 0 and,
that F(0) = 0. Moreover, Lemma 6 implies, that F(λ) = N/(N + 1) for all λ ≥ λmax. So, to avoid the trivial solutions
for the problem (2.10) we assume, that 0 < α < N/(N + 1). Therefore, the equation (4.3) for 0 < λ < λmax can be
represented as

F(λ) = α . (4.7)

Now we study this function.

Lemma 7. The function F(·) is continuous on Λ0.

Remark 5. It should be noted, that if the function F is continuous, then this equation has a solution λα for any
0 < α < N/(N + 1). If there are many roots we choose any.

5. Epidemy detection problem

In this paper we study the epidemiological statistical models proposed in [2]. Denoting the number of susceptible
people at the time n by Xn and the last time moment before the epidemics beginning by ν assume, that (Xn)1≤n≤ν and
(Xn)n>ν are homogeneous Markov processes with the values in the finite space (X, µ), X = {0, . . . ,D}, where D ∈ N is
the number of susceptible people at the initial time n = 0. Moreover, in this case we set µ{0} = . . . = µ{D} = 1. In this
model, the conditional Xn|Xn−1 densities for n ≤ ν and for n > ν are defined respectively as

f ∗(y|x) =

(
x
y

)
(θ∗)

x−y(1 − θ∗)
y 1{x≥y} and f (y|x) =

(
x
y

)
θx−y(1 − θ)y 1{x≥y} , (5.1)
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where 0 < θ∗ < θ < 1. It should be noted that, for any Xm → R function U we get

E∗U(X1, . . . , Xm) =
∑

(k1,...,km)∈Xm

U(k1, . . . , km) q∗m(k1, . . . , km) , (5.2)

where

q∗m(k1, . . . , km) =

m∏
ι=1

f ∗(kι|kι−1) =

m∏
ι=1

(
kι−1

kι

)
(θ∗)

kι−1−kι (1 − θ∗)
kι 1{kι−1≥kι}

and k0 = D .

Moreover, note, that the process (Xn)n≥1 can be represented as the Galton-Watson process (see, for example, in [12]),
i.e. setting X0 = D for n ≥ 1

Xn = S n,Xn−1
and S n,m =

m∑
i=1

ξn,i , (5.3)

where (ξn,i)1≤n≤N,i≥1 is i.i.d. sequence Bernoulli’s random variables with P(ξn,i = 1) = 1−ϑn and ϑn = θ∗1{n≤ν}+θ1{ν>n}
Note, that in this case the function η defined in (2.7) has the form

η(y, x) = (κ1)x−y (κ2)y 1{x≥y} , (5.4)

where κ1 = θ/θ∗ and κ2 = (1 − θ)/(1 − θ∗).

Proposition 1. For the process (5.3) and the uniform prior distribution (2.4) the condition C∗) holds true.

We have to find now the transition mapping T defined in (3.4). To this end, using the difference equation (2.7) and the
definition (5.3) we can obtain directly, that for any bounded R+×X → R function h and for any z = (r, x) ∈ R+×X → R

T(h)(z) = E∗
(
h(R1, X1) |R0 = r, X0 = x

)
= E∗x h̃(S 1,x, z) , (5.5)

where h̃(y, z) = h
(
(κ1)x−y (κ2)y r + π∗, y

)
and π∗ = 1/(N + 1). Therefore, for any z = (r, x) ∈ R+ × X this mapping can

be calculated as

T(h)(z) =

x∑
j=0

h̃( j, z)
(
x
j

)
(θ∗)

(x− j) (1 − θ∗)
j =

x∑
j=0

h
(
(κ1)x− j (κ2) j r + π∗, j

) (x
j

)
(θ∗)

(x− j) (1 − θ∗)
j . (5.6)

Thus, to calculate the optimal stopping time t∗
λ

defined in (4.1) one needs to calculate all values
(
QN−n
λ

(g)(Zn)
)

0≤n≤N
for the process (Zn = (Rn, Xn))0≤n≤N and the R+ × X → R function g(z) = g(r, x) = r. Note, that in this case in view
of the property (3.8) we obtain for any 1 ≤ m ≤ N

Qm
λ

(g)(z) = max
(
r,T(Qm−1

λ
(g))(z) − λr

)
. (5.7)

From here it follows, that for any 0 ≤ m ≤ N − 1{
t∗
λ
≤ m

}
=

{
min

0≤ j≤m

(
QN− j
λ (g)(R j, X j) − R j

)
= 0

}
=

{
min

0≤ j≤m

(
T(QN−1− j

λ (g))(R j, X j) − (1 + λ)R j

)
≤ 0

}
,

where R0 = π∗ and X0 = D. Therefore, using the distribution (5.2), we obtain, that for 1 ≤ m ≤ N − 1

P∗
(
t∗
λ
≤ m

)
=

∑
(k1,...,km)∈Xm

Um,λ(k1, . . . , km) q∗m(k1, . . . , km) , (5.8)

where k0 = D, Um,λ(k1, . . . , km) = 1{
min0≤ j≤m

(
QN− j
λ (g)(r j,k j)−r j

)
=0

} and

r j =
1

N + 1

j∑
ι=0

j∏
l=ι+1

(κ1)kl−1−kl (κ2)kl 1{kl−1≥kl}
.
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We remind, that by the definition
∏ j

l=k = 1 for k > j. Therefore, the function (4.5) can be represented as

F(λ) =
1

N + 1
1{

QN
λ

(g)(π
∗
,D)=π

∗

} +

N−1∑
m=1

∑
(k1,...,km)∈Xm

Um,λ(k1, . . . , km) q∗m(k1, . . . , km) .

Note, that P∗(t∗
λ
> 0) = 1 for λ ∈ Λ0, i.e. for such λ

F(λ) =

N−1∑
m=1

∑
(k1,...,km)∈Xm

1{
min1≤ j≤m

(
QN− j
λ (g)(r j,k j)−r j

)
=0

}q∗m(k1, . . . , km) . (5.9)

It should be noted, that in view of Lemma 7 this function is right continuous, therefore, to study the equation (4.7) for
0 < α < N/(N + 1) we set

λα = inf{0 ≤ λ ≤ λmax : F(λ) ≥ α} . (5.10)

It is clear, that if there exist a solution of the equation (4.7), then λα is the solution also, i.e. F(λα) = 0 and we can
take λ∗

α
= λα. Note here, that for any 1 ≤ l ≤ N

rmin := min
0≤ j≤N

r j ≤ Rl ≤ max
0≤ j≤N

r j := rmax , (5.11)

where r j is defined in (5.8). Note now also, that

Qλ(g)(r, x) = max(r, (1 − λ)r + π∗) = (1 − λ)r + π∗ > r

for 0 ≤ λ < π∗/rmax and rmin ≤ r ≤ rmax. Therefore, through the induction method, using the equality (5.7), we can
show that for any 2 ≤ m ≤ N, rmin ≤ r ≤ rmax and x ∈ X

Qm
λ

(g)(r, x) > r . (5.12)

From here we obtain, that F(λ) = 0 for any 0 ≤ λ < π∗/rmax, i.e λα > 0. In the same way, we can show Qm
λ

(g)(r, x) = r
for λ ≥ π∗/rmin and 1 ≤ m ≤ N, i.e. λmax ≤ π∗/rmin < ∞ and, therefore, λα < ∞. Indeed, in practice the values of
the observations Xn are sufficiently large, i.e., D→ ∞. In this case the calculation of this function (5.9) will take a lot
too long to complete. So, to overcome this difficulty we propose to pass to epidemic model introduced in [9] which is
based on the Gaussian approximation of the model (5.3), i.e. we can represent the (5.3) as

Xn = (1 − ϑ)Xn−1 +

Xn−1∑
j=1

(ξn, j − 1 + ϑ) ,

where ϑ = θ and θ∗ in the post-change and pre-change modes, respectively. Using the Gaussian approximation for the
last sum for sufficiently large values of Xn−1

1√
Xn−1

Xn−1∑
j=1

(ξn, j − 1 + ϑ) ∼ N(0, σ2
ϑ) , σ2

ϑ
= ϑ(1 − ϑ) ,

we obtain the following model

Xn = (1 − ϑn)Xn−1 + σn

√
|Xn−1| ζn , X0 = D , (5.13)

where ϑn = θ∗1{n≤ν}+θ1{ν>n}, σn = σϑn
and (ζn)n≥1 are i.i.d. N(0, 1) random variables. We assume here, that θ∗+θ < 1.

In this case, the space (X,B, µ) is X = R∗ = R \ {0}, B = B(R∗) is the Borel field and µ is the Lebesgue measure
on B(R∗). It should be noted, that to avoid large values for the process we normalise it over the initial value, i.e. we
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pass from the original observations (Xn)n≥0 to the to the process (X̃n = Xn/D)n≥0 which obeys the same equation with
X̃0 = 1. Obviously,

f ∗(y|x) =
1

σθ
∗

√
2π|x|

exp{−
a2
∗
(y, x)
2
} and f (y|x) =

1
σθ
√

2π|x|
exp{−

a2(y, x)
2
} , (5.14)

where
a∗(y, x) =

y − (1 − θ∗)x

σθ
∗

√
|x|

and a(y, x) =
y − (1 − θ)x

σθ
√
|x|

.

From here we obtain, that the function (2.7) can be represented as

η(y, x) =
σθ

∗

σθ
exp{

a2
∗
(y, x)
2

−
a2(y, x)

2
} . (5.15)

It should be noted, that the operator (5.5) can be represented as

T(h)(z) = E∗
(
h(R1, X1) |R0 = r, X0 = x

)
=

1
σθ

∗

√
2π|x|

∫
R
∗

h̃(y, z) exp{−
a2
∗
(y, x)
2
} dy , (5.16)

where h̃(y, z) = h
(
η(y, x)r + π∗, y

)
and π∗ = 1/(N + 1). Note here, that in this case for any Xm → R function U

E∗U(X1, . . . , Xm) =

∫
Xm

U(x1, . . . , xm) q∗m(x1, . . . , xm)dx1, . . . , dxm , (5.17)

where x0 = D and

q∗m(x1, . . . , xm) =

m∏
ι=1

f ∗(xι|xι−1) =
1(

σθ
∗

√
2π

)m

m∏
ι=1

1
|xι−1|

m/2 exp{−
a2
∗
(xι, xι−1)

2
} .

Therefore, the function (5) is defined as

F(λ) = π∗1{
QN
λ

(g)(π
∗
,D)=π

∗

} + π∗

N−1∑
m=1

∫
Xm

Um,λ(x1, . . . , xm) q∗m(x1, . . . , xm)dx1, . . . , dxm , (5.18)

where the functions Um,λ are defined in (5.8) with r j = π∗
∑ j
ι=0

∏ j
l=ι+1 η(xl, xl−1) and x0 = D.
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A. Appendix

A.1. Posterior distributions
Lemma 8. The posterior probabilities υn = P̃(ν ≤ n | Fn) are given in (2.6).

Proof. Let ξn be some random bounded variable measurable with respect to Fn. Then using the definition (2.5) and
(2.3), we obtain, that

Ẽ ξn1{ν≤n} =

n∑
j=0

π jE jξn = E∗
n∑

j=0

π jh j,nξn = E∗ Rnξn ,

where Rn is defined in (2.6). Therefore, taking into account that
∑N

j=0 π jh j,n = Rn+πn we obtain that the last expectation
equals to

E∗Rnξn = Ẽ
Rn

Rn + πn
ξn

and we obtain the equality (2.6). Hence Lemma 8.
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A.2. Proof of the equality (2.12)
First we show that the optimization problem (2.11) can be represented as

min
τ∈M

(
λẼ(τ − ν)+ + P̃(τ < ν)

)
= 1 −max

τ∈M
ẼVτ , (A.1)

where Vn = υn − λ
n−1∑
i=0

υi. To this end note, that (τ − ν)+ =
∑τ−1

j=0 1{ν≤ j}. Therefore,

Ẽ(τ − ν)+ =

N−1∑
j=0

Ẽ1{ j<τ} 1{ν≤ j} =

N−1∑
j=0

Ẽ1{ j<τ} Ẽ(1{ν≤ j}|F j) = Ẽ
τ−1∑
j=0

υ j .

Therefore, taking into account, that P̃(ν ≤ τ) = Ẽυτ we obtain the equality (A.1). Moreover, for any bounded Fn
measurable random variable ξn from (2.6) we obtain

Ẽυnξn =

N∑
i=0

πi Eiυnξn = E∗ ξnυn

N∑
i=0

πi hi,n = E∗ξnυn(Rn + πn) = E∗ξnRn .

Therefore,

ẼVτ = Ẽυτ − λẼ
τ−1∑
i=0

υ j =

N∑
n=0

Ẽυn1{τ=n} − λ

N−1∑
i=0

Ẽ1{ j<τ}υ j

=

N∑
n=0

E∗Rn1{τ=n} − λ

N−1∑
i=0

E∗1{ j<τ}R j = E∗
Rτ − λ

τ−1∑
i=0

Ri

 = E∗Gτ .

Hence the equality (2.12).

A.3. Proof of Proposition 1
To show this proposition, it suffices to check for any bounded R × X → R function h

E∗
(
h(Zn) |Z1, . . . ,Zn−1

)
= E∗

(
h(Zn) |Zn−1

)
,

i.e. for any ai ∈ R, bi ∈ X, 1 ≤ i ≤ n − 1, one needs to show, that

E∗
(
h(Zn) |Z1 = (a1,b1), . . . ,Zn−1 = (an−1,bn−1)

)
= E∗

(
h(Zn) |Zn−1 = (an−1,bn−1)

)
. (A.2)

Indeed, using the definition (2.7), we obtain, that the first expectation in (A.2) equals to

E∗
(
Hn(Xn) |Z1 = (a1,b1), . . . ,Zn−1 = (an−1,bn−1)

)
,

where Hn(x) = h(η(x,bn−1)an−1 + π∗) and the function η is defined in (5.4). Moreover, taking into account, the
definition (5.3), we obtain that E∗

(
Hn(Xn) |Z1 = (a1,b1), . . . ,Zn−1 = (an−1,bn−1)

)
= E∗ Hn(S n,bn−1

). Similarly, we can
deduce that E∗

(
h(Zn) |Zn−1 = (an−1,bn−1)

)
= E∗ Hn(S n,bn−1

), which implies the property (A.2). Hence Proposition 1.

A.4. Proof of Lemma 4
We show this lemma by the back induction method. First note, that from the definition (3.11) and taking into account
that by the convention

∑−1
j=0 = 0 we get Yn = Gn. Let now 1 ≤ m ≤ n − 1. Note, that from (3.11) and (3.8) one can

deduce, that

Ym−1 = Q(n−m+1)(g)(Zm−1) −
m−2∑
i=0

c(Zi)
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= max
(
g(Zm−1),T(Q(n−m)(g))(Zm−1) − c(Zm−1)

)
−

m−2∑
i=0

c(Zi)

= max

Gm−1,T(Q(n−m)(g))(Zm−1) −
m−1∑
i=0

c(Zi)

 .
Moreover, in view of the definition of the transition mapping T in (3.4) and taking into account, that (Zk)0≤k≤n is
homogeneous Markov chain and denoting z̃ = Zm−1, we obtain that for any R+ × X → R function h

T(h)(Zm−1) = Ez̃h(Z1) = E
(
h(Zm) |Zm−1

)
= E

(
h(Zm) | Fm−1

)
.

Therefore, this implies, that

T(Q(n−m)(g))(Zm−1) −
m−1∑
i=0

c(Zi) = E

Q(n−m)(g)(Zm) −
m−1∑
i=0

c(Zi)
∣∣∣∣∣Fm−1

 = E
(
Ym | Fm−1

)
and we obtain that Ym−1 = max

(
Gm−1 , E

(
Ym | Fm−1

))
. Hence Lemma 4.

A.5. Proof of Lemma 5
First, we show, that for any nonnegative R+ × R → R+ function h, for any integer n ≥ 1, any r ∈ R+ and x ∈ X the
family

(
Qn
λ
(h)(r, x)

)
λ≥0

defined in (4.2) is decreasing, i.e.

Qn
λ1

(h)(r, x) ≤ Qn
λ0

(h)(r, x) for λ1 > λ0 ≥ 0 . (A.3)

Indeed, the definition (4.2) implies the inequality (A.3) for n = 1. Then, for n ≥ 2 using the induction method this
inequality can be obtained from the definition (3.8).

A.6. Proof Lemma 6
First we note, that the function QN

λ
(g)(π∗, X0) is decreasing and continuous in λ. Therefore, if λ1 belongs to Λ0 , then

λ ∈ Λ0 for any 0 ≤ λ ≤ λ1. Taking into account, that QN
0 (g)(π∗, X0) = g(π∗, X0) + Nπ∗ = (1 + N)π∗ and that

lim
λ→0

QN
λ

(g)(π∗, X0) = QN
0 (g)(π∗, X0) ,

we can conclude, that the exists λ1 > 0 for which QN
λ1

(g)(π∗, X0) > π∗, i.e. λmax ≥ λ1 > 0. Moreover, note that for
λ ≥ 1 we obtain that Qλ(g)(r, x) = r for any r ≥ π∗ and x ∈ X. Furthermore, by induction through the property (4.6)
we can conclude that Qm

λ
(g)(r, x) = r for any r ≥ π∗ and x ∈ X and m ≥ 2.

A.7. Proof of Lemma 7
First, note, that similarly to (5.9) for λ ∈ Λ0 the function (5.18) can be represented as

F(λ) =
1

N + 1

N−1∑
m=1

Fm(λ) and Fm(λ) = P∗
(

min
1≤ j≤m

(
QN− j
λ (g)(R j, X j) − R j

)
= 0

)
. (A.4)

Taking into account here the representation (5.7), we obtain, that for any 2 ≤ m ≤ N − 1 and λ ∈ Λ0

Fm(λ) = P∗
(

min
1≤ j≤m

(
QN− j
λ (g)(R j, X j) − R j

)
= 0

)
= P∗

(
min

1≤ j≤m
ζλ,N−1− j(R j, X j) ≤ 0

)
,

where ζλ,k(r, x) = T (Qk
λ
(g))(r, x)− (1 + λ)r. Note, that the function ζλ,k(r, x) is continuous and is decreasing in view of

Lemma 6 in λ > 0, r > 0 and x ∈ X. Therefore, it is right continuous.
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