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MID-POINT EMBEDDING OF HAMILTONIAN SYSTEMS AND
VARIATIONAL INTEGRATORS

JACKY CRESSON! AND ROUBA SAFI!?

ABSTRACT. Following the discrete embedding formalism, we give a new derivation of the
mid-point variational integrators as developed by J.M. Wendlandt and J.E. Marsden by
defining an adapted order two discrete differential and integral calculus. This allows us to
obtain a clearer correspondence between the discrete and continuous case. We also discuss
the corresponding definition of a discrete Hamiltonian system. A complete comparaison with
the results of J.M. Wendlandt and J.E. Marsden is provided.

I Laboratoire de mathématiques et leurs applications, UMR CNRS 5142, Université de
Pau et des Pays de ’Adour-E2S.
2 LaMA, Laboratoire de mathématiques et applications (Tripoli, Liban), Université libanaise.
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1. INTRODUCTION

In this article, we focus on the numerical integration of Hamiltonian systems. This
subject has leaded to a vast literature. The main point is that in order to obtain accurate and
dynamically consistent numerical integrators one needs to preserve some classical properties
of Hamiltonian systems. Some article are focusing on the preservation of energy, some other
on the symplectic character of the flow or the variational structure of the equation. The
preservation of these properties has lead to the field of Geometric numerical integration

[14]-

In this paper, we focus on variational integrators as they were defined by J.E. Mars-
den and M. West in [18] and in particular to one of them called the mid-point variational
integrators as it was discussed in [22]. The main idea of variational integrators is to de-
rive a discretisation of equations possessing a variational structure, i.e. whose solutions are
corresponding to critical points of a functional, by a discretisation of the functional and a
characterisation of the discrete critical points of this functional. As already said, this has
already been done and the accuracy of resulting numerical integrators is well studied. Never-
theless, we believe that the formulation and the derivation of these integrators can be made
more transparent following the formalism of discrete embedding as exposed in [7, &, 9] by
introducing a discrete differential and integral calculus. Moreover, we thinks that this
approach can be also interesting to role of each ingredients (quadrature formula, approxima-
tions) entering in the derivation of these integrators.

As an example, if one consider a classical Lagrangian systems whose functional is given by

b
1) 2(q) = / Liq(s),d(s)) ds,

where L : R x R — R is denoted L(q,v), the associated Euler-Lagrange equation is

) 4 (Betaoni)) = G ate).ao),

where ¢ : R — R?%. The Marsden-West approach to these integrators in the most simple case
consists in replacing the functional 1 by the discrete analogue

n—1

(3) Z(q0,- -+ qn) = ZL(%’H,%’),

=0
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where

for a small time increment h using a first order quadrature formula for the integral and a first
quadrature formula for the derivative.

Denoting by L(y, x) the variables entering in the function L, the resulting discrete Euler-
Lagrange equation is written as

OL oL

- (qi+1, G —(qi,qi—1) =0, 1=1,...,n—1.
(5) ax(qH q)+8y(q gi—1) =0, i n

It is difficult to see directly how the discretisation acts on the initial Euler-Lagrange equation.
The reason is that discussing the construction of a variational integrator using the point of
view of the theory of approximation wich is dominant in numerical analysis, we forget about
the dynamical nature of the Euler-Lagrange equation, meaning that such a Lagrangian func-
tional is intimately related to the fact that position and speed are optimizing some quantities.

In order to recover the classical interpretation, one is lead to develop discrete analogue of
the differential and integral calculus and in a second step a discrete analogue of the calculus
of variations. This has been done up to now only in the context of a theory of order one,
meaning that the discrete differential and integral calculus provide order one approximation
to the continuous analogues. A complete presentation of the order one theory and a compar-
ison with the classical work of J.E. Marsden and M. West in [1&] is provided in [11].

Let us explain briefly how it works. We first introduce two discrete operators acting on
discrete function f € C(T,R%), where T = {ti}i=0,..ns tisn —ti =h, i =0,...,n—1 and
h > 0 is a small real increment.

The discrete right (resp. left) first-order derivative denoted by Ay (resp. A_) is
defined as

(6) AL[f](t:) = f(tiﬂ)h_ f(t:) (resp. A_[fl(t:) = —f(ti) _hf(ti_l)) , ti € TT (resp.T™),

where Tt =T\ {¢,} (resp. T~ =T\ {to}).

t,
The discrete integral denoted by / ’ f(s)Ays, t;, t; €T, j > i, is defined as
t;
t; Jj—1
7) | reass =3 s
ti k=i

t; t; t
and/ti f(s)Ais =0 and /tj f(S)A+8:_/ti f(s)Ags.

These two operators mimics the classical differential and integral calculus. Precisely, we
have again a fundamental theorem of the discrete differential calculus given by

®) / CALF(5) s = ) fl@), Ay [ / t f<s>A+s] — ) VteT.
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A fundamental tools in the classical calculus of variations is the integration by parts formula.
In the discrete case, it looks like

b b
(9) / F(s)Aylgl(s)Ags = —/ A_[fl(s)g(s)Avs + f(b)g(b) — f(a)g(a),

which put in evidence the duality between the left and right discrete derivative.

Having the discrete differential and integral calculus, the construction of a variational
integrator is obtained following the discrete embedding formalism developed in [7, &, 9].
We first define the discrete Lagrangian functional denoted by .%j, over C(T,R?) by

b
(10) 20) = [ L), Aulal9) Avs,
for all ¢ € C(T,R%).

A discrete calculus of variations is developed as usual taking variations in the functional
space

The Frechet derivative D.%,(q) of %, at point ¢ € C(T,R?) in the direction w € ¥ is then
given by

b
(12) DA = [ |Adul() G ) A6 + ()G 9. Aslale))] A

which can be directly rewritten using the discrete integration by part formula and the bound-
aries conditions given in ¥ as

b
13 DA = [~ [a [ THae. 6| + 5 ). Al w() s

The critical points of %, satisfy D.%,(q)(w) = 0 for all w € ¥'. As a consequence, we obtain
the discrete Euler-Lagrange equation as

oL OL

(1) - o | Grtah Al + 5o Adldle) = 0. s € T,

where T =TT NT~.

This equation coincides with the Marsden’s form given in (5) but we can notice at least
two differences:

e The algebraic structure of the classical Euler-Lagrange equation is preserved. More-
over, one can see how the different discrete versions of the derivative and integral come
into play in the derivation of the discrete version of the Euler-Lagrange equation.

e The natural dichotomy between position and speed is also preserved in our formulation
as the Lagrangian acts on a position ¢ and a discrete speed A[g]. This property
will play a fundamental role in our derivation of a discrete version of Hamiltonian
systems. In the contrary, Marsden’s phase space is obtained by doubling the discrete
configuration space then breaking the classical geometric approach.
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The benefit to develop a convenient discrete differential and integral calculus to present vari-
ational integrators is then clear but is restricted up to now to variational integrators of order
one.

In this paper, we develop an order two discrete differential and integral calculus
which combined with discrete embedding formalism lead to a new formulation of the mid-
point variational integrator first defined by J.E. Marsden and J.M. Wendlandt in [22] as
a first step to the definition of a high-order differential and integral formalism.

A second problem appears when dealing specifically with the definition of what can be
called a discrete Hamiltonian system. Formally, we must answer the two following ques-
tions:

e What is the discrete analogue of the phase space for Hamiltonian systems 7
e What is the discrete definition of the Legendre transform 7

oL
Indeed, as longs as the map v — —(q, v) is invertible for all ¢ in the configuration space,

one can defined the Legendre transform denoted by F. This mapping acts on the tangent
space of the configuration space and goes in the cotangent space.

In the Marsden’s approach, the tangent space is replaced by a doubling of the configuration
space M x M due to the fact that the equation is seen as a mapping depending on (gi+1, ¢;)-
In the discrete embedding case, we recover the classical approach as we preserve the notion
of a derivative.

Second, the discrete Euler-Lagrange equation leads to the definition of a discrete momentum
p defined by

(15) p(t) = T2 (a(t), A fa) 1),

As a consequence, the discrete Hamiltonian system associated to the Lagrangian L is given
by the finite differences system

(16) A-lp] = —gs(q,p), teT*
Ailgl = F(gp) t e T+,

where FF is the inverse function of dL/0v. Introducing, the classical Hamiltonian function

(17) H(q,p) = pF(q,p) — L(q,F(q,p)),

corresponding to the Hamiltonian function in the continuous case, one can proved that the
finite differences system (16) can be written as (see [10]):

OH
A—[p] = _87((Lp)7 te T:t

(18) e
Ailq) = a—H( ) t e T+
+19 ap q,p )
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which preserves the classical form of continuous Hamiltonian systems. A finite differences
system of the form (18) will be called a discrete (right') Hamiltonian system.

It must be noted that this definition does not appears in this form in the work of Marsden’s
school. For example, in ([14],V1.6.2) a discrete Hamiltonian system is defined from the discrete
Euler-Lagrange equation (5) by choosing

oL
19 i = — 5 (Qi+1, G
(19) p dy (Gi+1, i)
which induces that (see [141],p.207):
L
20 i+1 = 7~ (di+1,4i)-
(20) Pi+1 or (Gi+1,0:)

The resulting discrete Hamiltonian system is then described by the map ® : (gi,p;) —
(Gi+1,pi+1) (see [15]). As we have

oL 10L
(21) %(Qi—l-l,%’) = E%(%AJF[CIM%

we denote by I the inverse mapping defined for all ¢; and p; 11 by

(22) gi+1 = Fgi, pit1).

The mapping ® is symplectic (see [I1], Theorem 6.1 p.207). However, the structure of the
finite differences system destroys the specific Hamiltonian form of the continuous case due to
the fact that choosing as coordinates (gi+1,¢;) to describe the functional instead of (g;,v; =
A4 [q];) distorts the Legendre map F.

Remark 1. It must be noted that our definition and construction coincides with the non-
shifted definition of Hamiltonian systems on time scales as introduced by F. Pierret in [20]
after the work of C.D. Ahlbrandt in the discrete case [1] and C.D. Ahlbrandt, M. Bohner and
J. Ridenhour [2] in the shifted case.

In this paper, we extend the previous construction and definition of order one
discrete Hamiltonian systems to the case of order two using the order two dis-
crete differential and integral calculus.

The plan of the manuscript is as follows:

In Section 2, we develop an order two discrete differential and integral calculus which
coincide in the integral case with the mid-point quadrature formula. Different time-scales
need to be introduced in order to take care of the quadrature formula and will induces several
technical difficulties in particular for what concerns the integration by parts formula. Section
3 deals with the definition of the mid-point Lagrangian functional and the associated calculus
of variations. Having the mid-point Euler-Lagrange equation we can look for mid-point
Hamiltonian systems. This is done in Section 4 where mid-point Legendre transform and
momentum are defined. We prove that the solutions of the mid-point discrete Hamiltonian
system correspond to critical points of the mid-point embedding of the classical Hamiltonian
functional.Finally, Section 5 discuss several extension of the present work.

IThe word "right” corresponds to the fact that we have used the right discrete derivative in the definition
of our functional associated with the corresponding discrete integral calculus.
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2. DISCRETE MID-POINT DIFFERENTIAL AND INTEGRAL CALCULUS

2.1. Definitions of different time scales. Let us first set the definition of our different
discrete time scales on [a, b].

Definition 1. Let I = [a,b] C R, N € N* and let h = (b — a)/N, we define the following
time scales

~T={ti=a+ih, i=0,1,..,N}.

T =T\ {3}, T =T\ {a.

-T%:ﬁH%:%mH+uLi:Q”wN—l}

-To=TU T%.

Definition 2. Let T a time scale defined on [a,b]. 7 is a projection map on T% defined by

FZT+—>T%

1
tﬂ—)ﬂ'(ti):tiJr% 5 tiv1 + ;).
Definition 3. let T a discrete time scale on [a,b], with a step fz, we donate by o and pg two
maps defined by
Of: T > T~

ts op(t) =t +h,

and
PF: T - T
t e pza(t) =t — h.
In the following, we use the simplified notations:

(23) o =or (resp.p = pr), 01 =or

(resp.py ::pw%), oo = or, (resp. po = pr,)-

Nl

1
2

N~

t,
bine 5t (i+1)+3

N[

FI1GURE 1. Connection between the different time scales
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2.2. Different functional spaces. In the following, our basic objects are functions in
C(T,R%). However, the construction of the mid-point embedding uses functions over C(Ty, R%).
These two functional spaces are connected via the following extension mapping;:

Definition 4. For all f € C(T,R%) we define f, € C(To,RY) and we call extension of f on
To the function defined by

f(t), t=1;.

f(ti) + f(ti1)
2 ?
Another way to see the extension mapping is to introduce the interpolation map de-
noted by ¢; over the set of piecewise continuous linear functions denoted by P! of functions
in C(T,R%). Then, the mid-point extension f, of a given function f is the projection over T,

of v1[f].

(24) fo(t) =

b=t 1.

In the following, we use different operators.

Definition 5. Let f € C’(']I‘%,]Rd). We denote by [f]% _ the function defined on T by
’ 2

(25) [f11, () = % (f(t) + f(p%(t))> , forall teT;.
Equivalently, for f € C(To,R%), we denote by [flo the function defined on C(T*,R%) by
(26) [71o(6) = 5 (F(ou(6) + F(po(t))) forall t€T*

These manipulations will be useful when we will compute discrete integrals over T: and
2
interpreting them as discrete integrals over T.

We introduce also the following notation:

For an arbitrary time scale T and a function f of C([a,b],R?) we denote by 75 the map
from C([a,b],R%) into C(T,R?) obtained by taking the restriction of f over T.
2.3. Discrete derivative and anti-derivative.

2.3.1. Discrete derivatives. Following the classical definition of derivatives on time scales as
discussed in [13], discrete derivatives over an arbitrary discrete time scale are defined by:

Definition 6. Let T be an arbitrary time scale. We denote by Ag , and Az _ the operators
defined for all f € (T,R%) by

_ ) - f@)
(27) Az  f(t) = O
and

_ @) = for(t)
(28) Ag _f(t)= EEECE
with

(29) [T = fooz and fPT:= fops.
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It must be noted that the previous definition can be seen for T € {T,T1,T,} as follow:
2

(30) P ([a,b], R%) L% PO ([0, b, RY) |

I

(T, RY) — C(T+,RY)
where P%Jr is the set of constant piecewise functions on intervals of the form [t;, ;1] for

i=0,...,N —1 with ;,¢;, in T.

According to the time scale used, we simplify our notations as follows:

AL =Ar (resp. A_ = Ar ).
(31) Aot =Ar, 1 (resp. Ao = A, ).
Ai =Ar, + (resp. A%_:ATI,,).

2 ’ 2

29

2.3.2. Discrete anti-derivatives. In the same way, one can define a discrete anti-derivative
over an arbitrary discrete time scale (see [13]):

Definition 7. Let A € [0,1[. We denote by t;x = (1 — A\)t; + Atjp1, i =0,...,N — 1. We
denote by Ty the set of t;x, i =10,...,N —1 and T, x = TUTy. The \-anti-derivative over
T is defined for all function f € C(T,, R?) by

(32) | rmat = pe) b~ 1),

It must be noted that despite the fact that we need the information about Tj y, the discrete
anti-derivative is only defined on T, meaning that we consider only integrals whose bounds
of integration belong to T.

We denote by 9 x4 the mapping from C(Ty, R?) into PSE([@, b[, R?) defined by
(33) L07)\7']1‘7+[f] (t) = f(ti,)\) for all £ € [ti)t’i-‘rl[v 1= 0, ey N —1.

The discrete anti-derivative is then obtained as follows:

t
/ ‘ds

(34) PYE ([a, b, RY) “— Pp([a,b], RY) .

t
Lo\, T, + . T
T Axrs J

C(Ty,R%) 22— C(T,R%)

We simplify our notations according to the time scales used. Precisely, we denote by

(35) [ rwai= [ swant, [ rwag= [ roay.
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Using these notations, the classical mid-point quadrature formula (see for example
[11]) for an integral of a function f on [a,b] over a discrete time scale T corresponds to the
1/2-integral of the extension f, of f/r over Ty, i.e.

2

b N-1 ) )
/ £(s) ds mid— pomt / L) A1 ot = Z Folt 1) (tisr — 1) Z f(tz"‘l);_f(t’)(tHl —t).
a i=0

2.4. Proprieties of derivatives and 1ntegrals. During the derivation of the mid-point
Euler-Lagrange equation in Section 3, the computations mix objects coming from different
time scales. As a consequence, we need to precise the connection between all these quantities.

Lemma 1. For all f € C(T,R%), we have
(37) Ao,+[fo](ti+%) = AL[f](t;), foralli=0,..,N —1.

Mixing of terms will naturally occurs in the discrete integration by part formula. Precisely,
we have:

Lemma 2 (Discrete integration by part formula). let f € C(To,R?) and v € C(T,R?), we
have

(38) /f Bosoel(®) Ayt = - /Al_ (0u(E))0(t) At + F(ty_y)oltn) — £t

Two technical lemmas will be useful:

Ju(to).

1
2

Let us denote by Co(T,R?) the set

(39) Co(T,R?) = {v € C(T,R?); v(ty) = v(tn) = 0}.
Then, we have:

Lemma 3. For dll f € C(T;,Rd), v e C(T,R%) we have

b
W) [0 ay= [ U 00 AR (o) + 50)00)
or equivalently
b b
@) [ e g = [ o) At b (e )oen) + £

Note that for v € Co(T,R%), the last term vanishes.

The proof is given in Section A.3.

Jolto) ).

1
2

As usual, an argument similar to the Dubois-Raymond lemma is needed. We remind the
following result of the classical discrete calculus of variations:

Lemma 4 (Discrete Dubois-Raymond lemma). Let f € C(T,R%) be a function such that

(42) / f(t)v(t)At =0, for all v € Co(T,R?),

then f(t) =0 for all t € TT.

The proof is given in Section A.4 for the convenience of the reader.
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3. DISCRETE MID-POINT LAGRANGIAN SYSTEMS

In this section, we use the mid-point discrete differential and integral calculus in order to
associate to a given Lagrangian functional a discrete analogue. We follow the strategy of
discrete embedding formalism as exposed in [7, &, 9]. We then develop the corresponding
discrete calculus of variations and obtain a discrete mid-point Euler-Lagrange equation. Our
result is compared with the work of J.M. Wendlandt and J.E. Marsden in [22] about the same
problem.

3.1. Mid-point discrete Lagrangian functional. A discrete functional is a mapping from
C(T,R%) in R. A particular class of discrete functional are obtained by mid-point embedding
of classical Lagrangian functionals:

Definition 8 (Mid-point Lagrangian functionals). Let T be a discrete time-scale on [a,b).
A discrete functional is called a Lagrangian functional if it exists a real valued function L
defined on R x R? x R¢ called the Lagrangian function such that

b
(43) 2:(0) = [ Lt.ao(0): Besa(0)A 1,

for all g € C(T,R%).

In the following, we restrict our attention to Lagrangian functions which do not depend on
time and we denote the variables by (¢,v) € R? x R%.

The previous definition of a mid-point Lagrangian functional is fixed as long as the mid-
point embedding is given. Formula (43) gives the following explicit form for the mid-point
Lagrangian functional:

b

(44 20 = [ L(00: Ao )2y

Na—l
(45) -y L(qom;),Ao,+qo<ti+;>>h

1=0

N-1

B q(tip1) +q(ti) q(tiv1) — q(t:)

0 (e o),

3.2. Comparaison with the Wendlandt-Marsden discrete Lagrangian functional.
Our discrete Lagrangian functional (44) coincides with the mid-point Lagrangian functional
defined by Wendlandt and Marsden in [22]. However, in their case, they do not introduce
discrete analogues of the derivative and anti-derivative so that the complete analogy with the
classical form of a Lagrangian functional is lost. Indeed, they introduce, starting from the
quadrature formula (44), a new Lagrangian function L;, defined on R? x R? by

qi+1 t 4 Gi+1 — G
(47) L (i1, ) = h L(=+ 5 L, A 5).
It must be noted that this discrete Lagrangian corresponds in our setting to a discrete integral,
namely for ¢ € C(T,R%) we have

tit1
(48) L (gi+1,q) = / L(t, q0(t), Ao,-l—Qo(t))A%t-
t;
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As a consequence, the Wendlandt-Marsden discrete Lagrangian lead to the discrete function

T — R,

o(t)
) Coe L0 = [ L) S 0)8y0

The Wendlandt-Marsden discrete Lagrangian functional is then given by
N-1

(50) S(go,- - an) = Y La(gis1,a)-
i=0

The term ”functional” is not clear as S is a mapping from R¥V+1) to R. However, thanks to
the one-to-one correspondence between the data of a (qo,...,qn) € RAINHD and g € C(T,R%)

satisfying q(to) = qo,...,q(tny) = qn, we can introduce a discrete functional over C(T,R%)
denoted by Ay (q) defined by

(51) Zwm(q) =S(qo;-- -, qn)-

A direct computation shows that, for all ¢ € C(T,R%)

(52) Zwm(q) = Zr(q).

In comparison, the classical diagram for the definition of a Lagrangian functional in the
continuous case is

L(q,q)
/Ot dt

1 2~ [ L

(¢,9)

Using our discrete differential and integral calculus, the discrete Lagrangian is given by

L
(0, Do +-q0) ———— L(qo, Do 1-00)

RZ t
1" 22(0) = [ Lo Borar) Byt
0

We then recover a complete analogy between the continuous and the discrete case.

This correspondence is lost in the Wendlandt-Marsden case, precisely due to the fact that
the understanding of the mapping S as a functional over discrete functions of C(T,R?) is not
used.
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Another consequence, is the fact that there is no analogue of the mapping ¢ — (q,q)
in Wendlandt-Marsden contrary to the previous presentation, i.e. that classical Lagrangian
function depends on two objects of different nature; namely position and speed. Here again,
this is due to the fact that, as no discrete functions are used, no analogue of the derivative is
described. This difference of point of views induces different conception of the phase space.
Indeed, if ¢ has some unit u then ¢ has w.t~! as unit. However, in the Wendlandt-Marsden
case, S is defined over quantities with the same unit, namely (g;, ¢;11) breaking the significa-
tion of the mapping ¢ — (g,q). In our case, due to the mapping ¢ — (go, Ao +[go]) We obtain
quantities with unit « and w.t~! as in the classical case.

The same phenomenon explain why the Wendlandt-Marsden discrete functional is not ex-
pressed explicitly as an integral over a discrete function.

The same remark will apply on the formulation of the mid-point Euler-Lagrange equation
in the next Section.

3.3. Discrete mid-point calculus of variations. The discrete mid-point calculus of vari-
ations follows the usual construction of a discrete calculus of variations. We first specify the
space of variations, i.e. the set of functions allowed during the deformation of the discrete
Lagrangian functional.

We denote by ¥ the set of variations defined by
(53) ¥ = {v e C(T,R%), v(a) = v(b) = 0}.
We recover the usual set of variations for the order discrete calculus of variations.

The discrete Frechet derivative of . at point ¢ in the direction v € ¥ is given by :

(54) DL(q)(v) = lim 204+ V) = Z(@)

e—0 €

Definition 9. Let .Z a discrete Lagrangian functional. A critical point of £ is a discrete-
time function q € C(T,RY), such that

(55) DZ(q)(v) =0,
for all v € ¥, where DZ(q) denotes the Frechet derivative of £ at q.
Our main result is the following Theorem:

Theorem 1 (Discrete mid-point Euler-Lagrange equation). Let £ a discrete Lagrangian
functional. The discrete Euler-Lagrange equation associated to £ is given by

_ b +
(56) _A;’_[ﬁv (*O(t))}, for alltGT%,

where we denote by *o(t) the vector

(57) *o (1) = (¢o(t), Do 1[go] (%))
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The mid-point Euler-Lagrange equation induces a numerical scheme which enable us to
determine %o (t;,, 1) from the data of x,(¢; 1) for all i = 0,..., N — 2. Indeed, from the
2 2

definition of A, 4, we have

2 2
(58) Ao,+[Q0](ti+1+%)) = EQO(ti—l—l—l-%) - ECIO(tH%) - Ao,+[¢]0](ti+%)a

the definition of A1 _ and the mid-point Euler-Lagrange equation gives
3

[OL , ] 1 /0L OL

(59) (qu(*o) A 7(ti+1+%) = n <8v(*o(ti+1+§)) - av(*o(tH;))) )

L 1L

as by definition, we have
[OL, ] 1 (0L OL

(60) 00|ty = 5 (Getroltina) + Gttty

1

L 11
We obtain finally, replacing the quantity Ao t[qo](t,, %) by (58) in the mid-point Euler-
Lagrange equation for all ¢ = 0,..., N — 2, an implicit numerical scheme allowing us to

determine ¢o(t,,;,1). Using again formula (58), we then compute As 1 [qo](t;, 1)
2 2

Of course, one is not interested in g, but in g. Using the quantities go(t,, 1) and A 4 [go](¢;,1),
2 2
one can reconstruct ¢ as follows:

o () (5 D)

As a consequence, the numerical scheme can be implemented as long as initial conditions
¢o(t1) and A, y[go](t1) are given or equivalently fixing the values of ¢p and ¢;.
2 2

Bl Sl

3.4. Comparison with the Wendlandt-Marsden Euler-Lagrange equation. This form
of the mid-point Euler-Lagrange equation must be compared with the one obtained by Wend-
landt and Marsden in [22].

For all z,y € R, let us denote by *z,y the quantity

rT+y y—x
o = (505
We have
(63) *¢i,qiv1 — (qo,i+%>voﬂ'+%)7

where QO7i+% = qO(tiJr%) and UO,H% = Ao,—i—[‘]o](tpr%)‘

Using the discrete Lagrangian L, defined in equation (47), Wendlandt and Marsden derive
the following form for the discrete Euler-Lagrange equation:

(64) 0:ILn(gis Git1) + OyLn(gi-1,4) = 0.

The previous form of the discrete Euler-Lagrange equation destroys the usual algebraic form
of the classical Euler-Lagrange equation in the contrary to our presentation.
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However, from a formal point of view, equation (64) coincides with our mid-point discrete
Euler-Lagrange equation (56).

Indeed, simple computations give

10L 10L
ath(QiaQi+1) = h 5%(*qu%+1)_E%(*Qiﬂ'ﬂrl) .

10L 10L
ath(Qi—l,Qi) = h 567q(*qi717%)+E%(*qiflvlﬁ) .

(65)

Using (63) and replacing 0,1y (¢i, ¢iv1) and 9ylLp(gi—1,¢:) by their expressions in (64), we
obtain

0 (Grlttapdarialtng)) | Ay (Gl Aclalt ) <o

1
2
3.5. Proof of the mid-point Euler-Lagrange equation. The proof follows the continuous
strategy. We first compute the Frechet derivative of .Z(q):

Theorem 2. Let v € ¥. For all ¢ € C(T,R?), the Frechet derivative of Zr(q) is given by

b
6 D= [ ([25()] (0:(0) = 8y _ | G0 <ao<t>>) o) A
The proof is given in Section A.5.

1
29

A critical point of 2t satisfies D% (v) = 0 for all v € ¥. As a consequence, we have for
allve?

(69 A ([%()] | ()-8 )] <ao<t>>) oft) At =0

Using the discrete Dubois-Raymond lemma 4, we conclude the proof.

3.6. Example: mid-point discretisation for Lagrangian from mechanics. We con-
sider the classical class of Lagrangian from Mechanics which are of the form

(69) Lig,v) = 50* = V(@)

where (¢,v) € R? x R? and the potential V : R — R is a C''-function.

As —(q,v) = v, we have

ov
OL

(70) %(qo, Ao +[g0]) = Ao +go]-

As a consequence, the mid-point Euler-Lagrange equation (56) reads for ¢t = ¢, 41 € TT as
2 2

(71)
qtiv1) —2q(ti) +q(tia) _ 1 [3L
h? 2

0L

87(1 (QO (tH_% ) Aoy (o] (ti—i-% )) +37q (o (t(i—l)—i-%)? Ao+ (o] (t(i—l)-i-

1
2

D]
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which is equivalent to

q(tiv1) — 2q(ts) + q(ti—1) L[OV (q(tiv1) + q(t:) oV (q(ti) + q(ti-1)
C Vg () - 5 ()

h? 2
This last equation is the one obtained by Wendlandt and Marsden in [22].

4. DISCRETE MID-POINT HAMILTONIAN SYSTEM

Having a definition of discrete mid-point Lagrangian systems, a natural question is to define
the corresponding notion of discrete mid-point Hamiltonian systems. Following the discrete
embedding strategy we define discrete mid-point momentum as the mid-point embedding of
the classical continuous definition for momentum. However, and contrary to the order one
case, this procedure is not trivial. This is due to the fact that the Legendre condition relates
Po and (qo, Ao +[go]) and not directly p as function of C(T*,R?). As a consequence, we have
a choice for the definition of p to be made coherent with the mid-point embedding of the
Legendre transform. This work leads us to a definition of discrete mid-point Hamiltonian
systems which is very close to the continuous definition. We prove that it coincides with the
definition proposed by Wendlandt and Marsden in [22].

4.1. Reminder about Hamiltonian systems.

4.1.1. Definition and properties.

Definition 10. Let d € N*, p € C([a,b],R?) and ¢ € C([a,b],R?). Let H: R?*? — R. A
2d-dimensional differential system of the form

(73) (Zp) — J.VH(p, g)dt.
q
where
(0 —Id _ (0,H
(74) J—<[d ! ),VH_<aqH>,

1s called a Hamiltonian system with Hamiltonian H.

An important property of Hamiltonian systems is that there solutions correspond to critical
points of a given functional, i.e. follows from a variational principle.

Theorem 3 (Variational Principle). The points (p,q) € C*([a,b],R%) x C([a, b], R?) satisfy-
ing Hamilton’s equations are critical points of the functional

(75) Ly CY([a,b],RY) x C([a,b],RY) - R
defined by

b
(76) Za(pq) = / Lar(p(t), q(t), p(2), ()t

where Ly : R x R? x RY x R4 — R is the Lagrangian defined by
(77) LH(%%?U,U):QU'U_H(%Z/)-
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4.1.2. Lagrangian versus Hamiltonian systems. As we have already a consistent discrete the-
ory of Lagrangian system, we will use this derivation of Hamiltonian systems in order to
define discrete Hamiltonian systems. Doing so, we will see that all the objects are related by
the discrete embedding procedure.

Let L be a Lagrangian and denote by EL the corresponding Euler-Lagrange equation given
by

(78) d [8L oL

o 8v(q,d)] = (qu(q, q)-

L
We assume that the Lagrangian is admissible, i.e. that the map v — e is invertible for all
v

(¢,t) € R™ x R. As a consequence, we can introduce the moment variable

(79) p= %(q,q'),

in order to rewrite the Euler-Lagrange equation as a first order system of differential equations
given by

q=g(p,q),
(80) p= gs(q,g(p, q)),

oL
where g is the inverse of —. This change of variable will be called Legendre transform in the

v
following. Introducing the Hamiltonian function

(81) H(p,q) = pg(p.q) — L(g, 9(p. ),
one proves that equation (80) is Hamiltonian with respect to H

oH dg o OL. D9 o dg
o (p,q) = g9(p,q) + "5 (p,q) 5 (9,41 op (p.q) =9(p,q) = a
OH dg oL, . oL dg oL, . dp

afq(p, q) =pafq(p, Q) — 871((1,(1) ~ 5@ cj)afq(p, q) = —afq(q, q) =——

4.2. Toward discrete Hamiltonian systems. In the classical discrete (order one) case,
the natural definition of a discrete Hamiltonian system associated to a given discrete Euler-
Lagrange equation is coherent, meaning that the critical point of the discrete embedding
of the classical action functional corresponds to the writing of the discrete Euler-Lagrange
equation using the Legendre transform.

4.2.1. Discrete momentum and discrete Legendre transform. Let £ a Lagrangian functional
and let Zr the discrete Lagrangian functional associated to .Z defined in (43). Regarding
to the discrete mid-point Euler-Lagrange equation and following the usual way to derive
Hamiltonian system in the continuous case, it is natural to introduce the following definition
of a discrete momentum:

Definition 11 (Discrete momentum constraint). Let L be a Lagrangian system. We call
discrete momentum a function p € C(TT,R) such that

oL

(82) Po = %(%a Ao +[go])-
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As a consequence, assuming that the function L is admissible, i.e. that for all ¢ € R¢ the

mapping v +— 8—(q, v) is invertible, and denoting by ¢ the inverse, we obtain
v

(83) AO,Jr[qO] = g(po, QO)'

A main question is to be able to construct a function p satisfying condition (82). The
specific form of this relation implies that we must have a relation of the form

h
p(tiv1) = 8vL(*ti+%) + §w(ti+%)7
pt) = 0Ll ,)-

where w is a function to be determined.

(84)

§w(ti+%)>

1
2

In order that the previous relations induce a coherent definition for the function p, we must
have
h
(35) Plts) = 0L, )+ gult_y).
The mid-point Euler-Lagrange equation can be used to precise a suitable function w. In-
deed, we must have

h
(86) OuLixi, ) = 0L, ,) =5 0L )+ 0Ll )]
its i—3 2 it3 i-3
As by definition of p we have
h
(87) 81,L(*ti+%) - &)L(*tFQ =5 [w(*ti%) + w(*ti,%)} ,

we deduce that a suitable choice for w is
(88) w(*t,+1) = OqL(*t.+1)-
T2 T2
We then are leaded to the following definition of the discrete momentum:

Definition 12 (Discrete momentum). We call discrete momemtum associated to L the dis-
crete function p € C(TT,R?) defined by

h
(89) p(ti) = a’UL(*ti_%) + §8qL(*ti_% )
for all t; € T* and

h
(90) p(to) = avL(*t%) - 5&1[’(*%)'

4.2.2. Comparaison with Wendlandt and Marsden. In [22], Wendlandt and Marsden take as
a definition for the discrete momentum the quantities

(91) p(ti) = _aﬂﬂLh(*qz‘,qz'+1) and p(ti-i-l) - 8th<*Qi—17Qi)'

Of course, the previous definition is not usual and far from the standard definition of the
momentum in the continuous case. The choice of the minus sign is also not explained. The
main remark is of course that in order that the previous equalities make sense, then we must
be sure that taking as a definition for all ¢; € T* the definition of p(¢;) we must have
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(92) ptiv1) = _aZLh(*Qi+1,(Ii+2)7

ensuring the coherence of the definition of p. This is of course the case using the fact that
we are looking for discrete functions ¢ which are solutions of the mid-point Euler-Lagrange
equation.

Expliciting the Lagrangian L, we recover the formula given in definition 12.

We can notice that p, can also be computed directly in the Wendlandt and Marsden
case and coincide with our choice of a discrete function p satisfying the discrete momentum
constraint.

4.3. Discrete Hamiltonian function and discrete Hamiltonian systems. Following
the usual strategy, we consider discrete Hamiltonian function associated to L:

Definition 13. The discrete mid-point Hamiltonian function associated to the Lagrangian
L is the mid-point embedding of the classical continuous Hamiltonian function, i.e. for all
(o, @o), we consider the discrete function

(93) H(po, qo) = —L(qo, 9(Pos Go)) + Pog(po, 4o)-

Here again, as for the definition of the discrete mid-point momentum, the discrete ana-
logue is obtained directly just taking the definition of the classical continuous function in the
discrete framework.

Using this function, the discrete Euler-Lagrange equation (56) can be rewritten as the
following discrete system:

Definition 14 (Discrete mid-point Hamiltonian systems). Let L be an admissible Lagrangian,
then the mid-point discrete Euler-Lagrange equation (56) can be written as

A _[p] (t) = [— %’Z(po,qo)] (t), forallte ']I'J%r’f.

2

(04)  (SH.)
Ao tlge] () = %—I;(po, ¢)(t), forallt e ’]Ié“_.

where (q,p) € C(T,R%) x C(T+,R%), the discrete momentum p satisfies (89) and (90) and H
is defined by (93).
A discrete system of the form (SH,) is called a discrete mid-point Hamiltonian system.

The implementation of the algorithm goes as follows. Choose an initial condition (pg, o).
Then, by assumption on the form of p we have

+ —_
(95) p1:p0+h8qL (1102611,(]1}1610)7

and by the Legendre relation

(96) q1=qo + hg <

P1+po Qo+ q
2 7 2 ’
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))-

The discrete mid-point Hamiltonian system then determines the quantities (go(t,, 1) and
2

As a consequence, knowing (pg, go) we can determine (p1,q;) and then (go(t1),po(t

1 1
2 2

Pol(t;, 1 )) recursively and as a consequence, the quantities g;+1 and p;q for i > 1.

It seems reasonable to take the previous system as a definition for a discrete Hamiltonian
system. However, in order that this definition mimics the continuous case, it is suitable that
the solutions of this discrete system are in correspondence with critical points of a suitable
discrete action functional, the most natural choice being the discrete mid-point embedding
of the classical continuous action functional. We discuss this problem in details in the next
Section.

4.4. A variational approach to discrete Hamiltonian systems. As for the discrete
mid-point Lagrangian functional, we define the discrete mid-point action functional using the
discrete embedding strategy. Precisely, we have:

Definition 15 (Discrete action functional). The discrete action functional associated to the
given discrete Hamiltonian system is defined by

b
(97) Liarpa) = [ Gedesslad] = H(pera) Ayt

A natural question is wheather the solutions of the discrete mid-point Hamiltonian system
coincides with the critical point of Zx .

Definition 16. A couple of functions (¢,p) € C(T,R%) x C(TT,R?) is a critical point of the
discrete action functional Ly if and only if for all variations (v,w) € ¥ x C(T,R%), we
have

(98) D-L1x(p. q) (v, w) = 0.

Note that there is no constraints on the variations associated to p. As a consequence, we
can not apply directly the mid-point Fuler-Lagrange equation which was derived for variations
in 7. However, simple computations lead to:

Theorem 4. The critical points of the discrete action functional (97) corresponds to the
solutions of the mid-point discrete Hamiltonian system (SH, ).

We then obtain a global coherent picture using the mid-point discrete embedding of the
relation between discrete Lagrangian, discrete Hamiltonian, discrete Legendre transform un-
der the mid-point discretisation.

The proof of Theorem 4 is given in Section A.6.

5. CONCLUSION AND PERSPECTIVES

Following the discrete embedding formalism, We have develop a discrete differential and
integral calculus allowing us to include mid-point classical approach to the construction of
variational integrators and the definition of mid-point Hamiltonian systems. This formalism
allows us to obtain a direct understanding of the way the classical continuous Euler-Lagrange
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equation or Hamiltonian systems are extended under a discretization framework. In par-
ticular, it allows us to preserve the differential form as well as the integral form of all the
continuous object (Euler-Lagrange equation, Lagrangian functional). For Hamiltonian sys-
tems, it gives a direct constraint on the definition of a discrete momentum and a form of
mid-point Hamiltonian systems which preserves the classical continuous structure. These
constructions offers a new understanding of the classical approach of Wendlandt and J.E.
Marsden on the construction of mid-point variational integrators for which we provide a full
comparaison with our results.

This work can be generalize in many directions:

e All the remarks made about the structure of the discrete Euler-Lagrange equation,
the definition of the discrete phase-space and the definition of a discrete Hamiltonian
system extend to the high order variational integrators version as derived for example
first by M. Leok [16] (see also C.N. Campo et al. in [5]) using the approach of J.E.
Marsden and M. West. The extension of the discrete differential and integral calculus
in order to cover these cases is under progress [(].

e Mid-point quadrature are unovoidable in a first approach to Stratonovich sochastic
integrals (see [19]). Moreover, stochastic Hamiltonian systems as defined by J-M.
Bismut in [12] (see also [17]) are extension of the classical notion of Hamiltonian
systems using the Stratonovich formalism. Stochastic variational integrators were
already develop in this setting following the J.E. Marsden and M. West approach
for example by N. Bou-Rabee et al. in [{] or Wang et al. in [21]. A derivation of
stochastic variational integrators for stochastic Hamiltonian systems in the framework
of discrete mid-point differential and integral will be given in a future work.
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APPENDIX A. PROOF OF THE LEMMAS

A.1. Proof of Lemma 1. Let f € C(T,R%) than

foltivr) = fo(tiy1)

Dol fol(tys) =

h)2
_ ftin) = 3f() + F(ti)]
h/2
= )= 18 _ a0,

forallt=0,...,N — 1.
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A.2. Proof of the discrete integration by part formula. For all f € C(Ty,R?) and
v € C(T,R?) we have

A.3. Proof of Lemma 3. Let f € C(T%,Rd) and v € Co(T,R?%). By definition of A%

integral, we have

b
(100) JRECEOINY > Ity

As vo(t; 1) = (v(ti+1) + v(ti))/2, we obtain, regrouping the terms
2

b W ()t 6y
o JRCIOISY hZ( )m

+h (f(t(N—1)+

-

(102) o (6) = 5 [Fltpn) + F(t0)]

so that the first sum can be written as a classical discrete integral

b b
103) [ pewag = [ o0+ b (Fey_ i) + £

This concludes the proof.

Jolto)) -

1
2

A.4. Proof of Lemma 4. The proof follows the classical one. Indeed, we can choose v €
Co(T,R?) such that for all ¢ € T* we have v(t) = f(t) and v(tg) = v(ty) = 0 by assumption.
Then, we have

b N— N-1
(104) JRECEOINE 3 f0 — 1Y f(t)? =0,
a k=1

k=1
Therefore f(t) = 0 for all t € T*.



MID-POINT EMBEDDING OF HAMILTONIAN SYSTEMS AND VARIATIONAL INTEGRATORS

A.5. Proof of Theorem 2. Let v € #. Denoting o = (¢o, Ao +[¢o])-

t.

1
2

b
(105) Zlgra) = [ L(<q T ev)o(t), Ao (g + w)o](t)) A

23

According to the linearity of the extension map given in Definition 4 and the linearity of the

discrete derivative Aoy, we have

(106) Ze(q+ ev) = /

a 2

Doing a Taylor expansion of L around *.(t), we obtain

b
. gs(*o(m (1) O (x0(1)) Aoy 0] (1) A .

Using the discrete integration by part formula for v € ¥ and Lemma 3,

(18)  DZ(q)(v) = / b ([‘%(*o)} oL

This concludes the proof.

(107) D21(q)(v) =

b
L(00) 4 0o, B a) 4 e 0](0) Ay

(0o0) = &y [ 2] <ao<t>>> oft) At

A.6. Proof of theorem 4. By definition of £y v, we consider the discrete mid-point La-

grangian functional

b
(109) Liap(p.0) = [ Lot Borlpel, Beslac) Ayt
where
(110) L(p7Q7w7v) :pU_H(p>Q)

Computing the Frechet derivative of £ 1 in the direction (p, §), we obtain

_ b (oL _ oL i
oy DI0GA - (G tetnio + et aclanln)

Where *o = (po, qo, Ao;‘,— [po]a AO,"F [QO])

b
+/a (?;(*O(t))ﬁo(t)—l-gill;(*o(t))AonL [po] (1) | A

As the variation p has no constraints, it remains a constant term when applying Discrete

integration by part formula and lemma 3. Precisely, we obtain:

(112)
DLy1(pq)(5.3) = / b ([&I(m)]



24 JACKY CRESSON! AND ROUBA SAFT!:2

Application of the discrete Dubois-Raymond lemma gives:

[gﬂ"(*o(t))] - Ay Bﬂ (%o (t)) = 0,
_— [?fz(*o(t»] oy |G e =0

20

for all t € T“f and due to the fact that p is free, we have also
2

oL oL
(ko(ty_1)) + 5 (*o(ty_1)) =0,
(114) o Tl
S (ka(t1)) = 5= (%o(t1)) =0
Op 2 ow 2
As we have
oL O0H OL OH OJL OL
(115) %_”_Fp’%“?q’%_o’%_p’
we obtain
OH
[Ao,+[qo] ~ 5, P C]o)} =0,
(116) p 3

for all t € Tf and

(117)
AO,-I—[QO](tN_%) - %IZ(Qo(tN_é)apO(tN_é)) =0, AO,—I—[QO](t%) - aazf(qoa

Equations (117) can be used to simplify inductively the first equation of (116). Indeed, it
follows that for all t € T 1, we have

oH
11 Ao +]q0] — = (po, go) = 0.
(118) -+ (o] ap(p q) =0
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