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1. Introduction 

Can cognitive flexibility be considered independently of the context in which it is 

applied, and of the contents upon which it operates? Although many studies lead us to 

believe that there are general mechanisms of cognitive flexibility which account for an 

individual’s inclination to adopt a new perspective of a situation, this does not mean that 

this flexibility can be conceived of as an absolute and decontextualized ability whose 

effectiveness remains constant in any situation. To the contrary, in this chapter we explore 

the major impact that the content upon which reasoning operates and the context in which 

the reasoning occurs have on the ability of an individual to flexibly approach the situation. 

We thus propose to study cognitive flexibility in its interaction with the environment, by 

describing how the latter can, in turn, hinder or favor the adoption of a new perspective on 

a given concept, situation, or problem. 

This idea that human reasoning is not exclusively driven by logic and may also be 

influenced by context is a relatively recent assumption in the history of thought. In his 

Nicomachean Ethics, Aristotle stated that the main characteristic distinguishing animals 

from humans consists in the latter’s ability to carry out logically valid reasoning, which 

gives humans the status of rational animals, guided above all by the rules of logic 

(Aristotle 1999). For Descartes (1984), God’s gift to man is a reliable intellect which, if 

used correctly, enables him to avoid all errors in reasoning. Finally, for Inhelder and Piaget 

(1958, p. 1), “reasoning is nothing but propositional calculus”. Thus, it has long been 

considered that the ability to reason according to the rules of logic was one of the 

specificities of the human mind. 
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It was only in the second half of the 20
th
 century that reasoning became the subject of 

experimental studies. Until then, it was considered that human reasoning was mainly a 

matter of logic, based on mathematics and philosophy, but was not of a part of human 

psychology. The mere idea of analyzing human reasoning without resorting to the study of 

logic would have seemed ludicrous, since the terms “reasoning” and “logic” were considered 

synonymous. In this respect, Boole’s choice to name his algebra book which presented a 

formalism for describing logical relationships A Study of the Laws of Thought (1854) is 

particularly informative. 

In the last fifty years, however, considerable progress has been made on these issues 

through experimental psychology, and we have gained a more detailed understanding of 

the role of context in human reasoning. In particular, the work of Wason (1960, 1968) 

initiated a paradigm shift that opened up a new line of research on the reasoning biases that 

affect adults. In a now-famous series of studies, Wason investigated the comprehension of 

conditional statements of the form “if P then Q” using a Wason selection task. In this task, 

participants are typically given four cards, each with a number on one side and a letter on the 

other. The visible sides of the four cards show “3”, “8”, “A”, and “D” respectively. 

Participants are asked, “Which card(s) do you need to turn over to test if the proposition “if 

a card has an even numbered noun on one side, then its opposite side bears a vowel?” is 

true. 

The correct answer on this task is to turn over the “8” card (following modus ponens, 

since 8 is an even number) and the “D” card (following modus tollens, since D is not a 

vowel). However, Wason showed that the correct answer was found by less than 10% of the 

participants (Wason 1968). In contrast, the majority of adults interviewed reported that 

they would turn over card A and card 8. This systematic error highlighted the fact that 

participants tend to ignore the modus tollens rule (if it is true that P implies Q, and if the 

opposite of Q is true, then the opposite of P is also true). This seeming inability to apply a 

fundamental rule of propositional logic has since been widely replicated, calling out the idea 

that human reasoning strictly follows the laws of logic (Ragni et al. 2018). 

In addition, subsequent work has shown that participants’ ability to select the correct 

cards depends directly on the context of the situation. For example, when the relatively 

abstract rule that “if even, then vowel” is replaced by a more concrete rule relevant to a 

real social context, performance on this task significantly increases. In particular, Cosmides 

and Tooby (1992) showed that when the rule “if I drink alcohol, then I must be over 18” was 

presented with four cards labelled “16”, “25”, “drinks beer”, and “drinks soda”, 
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respectively, most participants had no difficulty selecting the correct “16” and “drinks beer” 

cards. In other words, although adults have difficulty understanding certain logical 

relationships, their difficulties can be overcome by changing the semantic content of the 

situation. Several versions of this task have been proposed, and although there is no current 

consensus regarding the adequate explanation of the context effects that the findings 

highlight, these effects have been widely replicated and their existence is undisputed (see, 

for example, Cheng and Holyoak 1985; Cosmides 1989; Girotto et al. 2001; Stenning and 

van Lambalgen 2001; Hilton et al. 2005; Klauer et al. 2007 or Ragni et al. 2018 for a meta-

analysis). Thus, human reasoning seems not to settle solely for the laws of logic, but it also 

seems to depend on the context in which it operates; human beings are at times logical, at 

times irrational, depending on the subject of their reasoning. This leads us to formulate a 

new line of study: to what extent can the context mediate the capacity of individuals to 

adopt different perspectives on the situations they encounter? Can we construct situations 

that are more favorable than others for cognitive flexibility to emerge? Can the content on 

which one reasons favor or limit this flexibility? Given the wide variety of situations in 

which individuals are expected to reason flexibly, it is important to raise these questions. 

2. Context, concepts and flexibility 

2.1. The categorical ambiguity of concepts 

In order to understand how contextual elements can influence the flexibility of the 

perspectives adopted by individuals, we must first look at the multitude of perspectives that 

can be adopted on the concepts that underlie our thinking. We thus propose to examine 

how different views of the same concept can be constructed, activated, coexist and follow 

one another depending on the contexts that individuals encounter. In this respect, Rosch 

(1978) has described concepts as entities organized in the form of mental categories whose 

structure is not strictly delimited but gradual. Rosch explains that each concept has at its 

center a so-called “prototypical” element, which is the most representative of the category 

in question. The other entities belonging to the same category would be more or less distant 

from this prototype, depending on the degree to which one considers them as belonging to 

the  conceptual category. Thus, in most Western cultures, a dog or cat is more prototypical of 

the category “animal” than is the coral, for example, just as a blackbird or sparrow is more 

prototypical of the category “bird” than is the ostrich. In this way, a more prototypical 

entity will be more easily recognized as a member of a category than will an atypical 
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entity. The more an object conforms to the prototypical attributes of the category, the more 

likely it is to be quickly recognized as a member of that category. 

This approach, which considers concepts as gradual structures rather than delimited 

storage boxes, has the advantage of accounting for the plurality of possible interpretations 

for a given concept. The category “animal” can refer to an orangutan or a sea sponge, and 

different characteristics of the category will be activated depending on the meaning. In line 

with this approach, many works thus emphasize that different properties of a concept may 

be activated depending on the context in which the concept is evoked (see for example 

(Rips et al. 1973; Barsalou 1982, 1983; Barsalou and Medin 1986; Lebois et al. 2015; Yee 

and Thompson-Schill 2016; Zwaan 2016)). The influence that context has on the activation 

of specific characteristics of concepts thus illustrates a certain flexibility of the conceptual 

system (Pecher and Zwaan 2017). 

Barsalou (1982) was interested in the extent to which the activation of different 

properties of concepts depends on the context in which the concept is activated. To study 

this question, he asked participants to comment on the properties of several entities 

presented in sentences. For example, the sentence “the roof was renovated before the rainy 

season” was presented, and participants had to decide whether the property “you can walk 

on it” was associated with the concept “roof” or not. The author showed that participants’ 

attribution of properties was context-dependent. In the presented sentence, participants 

took a certain amount of time to identify that it is indeed possible to walk on a roof. 

However, when the sentence “the roof creaked under the weight of the repairman” was 

presented, participants were quicker to identify that it was indeed possible to walk on a 

roof. In other words, the context in which the concept was presented influenced how quickly 

participants accessed its properties. 

This finding was further supported by a second study Barsalou (1982) conducted, in 

which he asked participants to judge the similarity between two entities belonging either to 

the same common category or to an ad hoc category. For example, the pair “robin/eagle” 

belonged to the common category “birds”, while the pair “jewellery/slaves” belonged to the 

ad hoc category “plunder taken by conquerors”. Half of the participants first saw the names 

of the categories before the pairs of entities were presented. The other half simply saw the 

entity pairs, without their category labels. Participants were asked to judge, on a scale of 1 to 

9, how similar the properties of the two entities in each pair seemed to them. The hypothesis 

was that entities belonging to ad hoc categories would only be perceived as similar if their 

membership in the same category was emphasized by the context (presentation of the 
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category label beforehand), whereas these contextual cues would have no effect on pairs of 

entities belonging to common categories. Not surprisingly, the results showed that 

perceived similarity was more pronounced for common categories than for ad hoc 

categories. Nevertheless, consistent with the author’s hypothesis, contextual cues had a 

significant influence on participants’ judgments of similarity. Perceived similarity for ad 

hoc category pairs was greater when category names were presented before each pair than 

when pairs were presented without labels. The author thus concluded that the context made 

certain features of the presented concepts accessible, even though these features would not 

necessarily be activated in other contexts. Thus, the perspective adopted on a given 

concept is intrinsically linked to the context in which the concept is presented: different 

properties are highlighted thanks to contextual cues, and the perspective of individuals thus 

adapts to this information. The switch from one perspective to another thus seems to depend 

in part on contextual cues extrinsic to the encountered concept. 

2.2. The role of prior knowledge 

The context in which a concept is encountered may thus activate a broader spectrum of 

knowledge than the simple mention of the concept on its own: each context calls upon prior 

knowledge, which influences the individual’s perspective. However, it may happen that not 

all the properties of certain concepts are known to the individuals, who must then resort to 

knowledge from other domains to make inferences about these properties. This is 

particularly the case for children when faced with unfamiliar concepts for which they only 

have a limited repertoire of knowledge. How do contextual cues help them enrich their 

point of view on the encountered concept? 

This question has been the subject of numerous studies, particularly in the field of biology 

learning. Piaget (1960) had already noted that young children have a strong tendency to 

animism and personification – that is, in the absence of sufficiently precise biological 

knowledge, they attribute human characteristics to non-living entities. Later, Inagaki and 

Hatano (1987, 1991) studied how pre-schoolers use their knowledge about humans to 

make hypotheses about the behaviors of animate entities, including animals and planets, 

about which they have no explicit knowledge. In their study, 5- to 6-year-olds were 

presented with situations in which they had to predict the behavior of plants or animals. In 

some situations, the expected behavior of the plant or animal was similar to what a human 

being might do. In other situations, the expected behavior differed from what might be 

expected of a human being. For example, in the following situation: “Imagine that 
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someone receives a baby grasshopper[/tulip] and wants to keep it the same size forever, 

because it is small and cute. Is this possible?”, the expected answers regarding questions 

about the grasshopper were the same as if the question had been asked about a baby: it is 

impossible to keep it small, because the growth of living things is inevitable. In this 

example, children can infer the animal’s behavior by using their knowledge about humans. 

In contrast, in the situation: “Imagine that a grasshopper has been raised in a small cage. One 

day, someone places a larger cage next to it. Will the grasshopper think anything?” The 

child’s knowledge about human thought processes cannot be directly applied to the 

grasshopper’s thoughts. Indeed, in a similar situation, a human might have felt jealousy, 

whereas the consensual answer among adults who were asked the same question was that the 

grasshopper will not feel any particular emotion. 

The analysis of the children’s responses revealed that their predictions about animal and 

plant behavior were valid when the behavior of a human in the same situation would have 

been identical. However, when the expected behavior of the grasshopper was different from 

what a human might do, and when children did not have the appropriate knowledge about 

the biology of grasshoppers , then the children’s predictions were based on their 

understanding of humans, and therefore did not make the same predictions as those that 

adults might make. In other words, in the absence of explicit knowledge about the biology 

of animals and plants, children tend to use their knowledge of human functioning to infer 

properties of the animate entities they encounter. 

These studies highlight the fact that in the absence of relevant knowledge about the 

target concept, individuals tend to use their knowledge from other domains to make sense 

of the concepts and situations they encounter. Thus, the use of knowledge from other 

domains allows individuals to flexibility consider certain notions for which their repertoire 

of knowledge is limited. This process of inferring properties is based on analogical 

reasoning, which consists of grasping a novelty using previous knowledge about familiar 

concepts (Holyoak and Thagard 1995). Analogical reasoning is based on a mapping 

between an unknown or less familiar entity (a target) and a more familiar entity (a source) 

(Gentner 1989; Holyoak and Thagard 1995). Hofstadter and Sander (2013) even defend 

the idea that it is analogy that allows humans to create mental categories that shape 

thinking. Thus, our view of a given concept can be influenced by our prior knowledge of 

other, more or less distant concepts. Thanks to certain contextual cues, it can be possible to 

identify similarities between two concepts and thus to infer the properties of new “target” 

concepts that are not well known thanks to our previous knowledge of “source” concepts. 

The context can thus not only facilitate access to the characteristics of concepts that would 
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not be spontaneously retrieved, but it can also call upon knowledge from other domains and 

allow us to adopt a new perspective on the encountered concepts. 

3. Representing situations and tasks 

3.1. Problem solving in the service of the study of reasoning 

Beyond the interpretation of the concepts themselves, there is the question of the 

perspective adopted on the situations, within which several concepts may be mobilized. 

Indeed, if the context influences the perspective of individuals on precise notions, it seems 

likely that it can also influence the encoding of complex situations, and thus interfere with 

the reasoning of individuals in very varied circumstances. According to Evans (1991), the 

issue of context is a crucial aspect that any theory of human reasoning must address. As 

mentioned in the introduction of this chapter (see section 1), in the field of inferential 

reasoning, it has frequently been pointed out that variations in context may influence an 

individual’s ability to make logical inferences (see, for example, Byrne 1989; Thompson 

1994; Chao and Cheng 2000; De Neys et al. 2002; Daniel and Klaczynski 2006; Johnson-

Laird 2006; Bonnefon and Villejoubert 2007; Douven et al. 2018)) to name a few of the 

many studies on propositional reasoning). 

However, reasoning is not limited to making logical deductions from clearly stated 

propositional sentences, and most of the time individuals have to reason based on complex 

situations, which may be subject to several interpretations. In order to estimate the influence 

of context on the reasoning of individuals in their daily life, the study of problem solving 

may be particularly informative. 

Indeed, one of the advantages of problem solving is that it allows one to engage in 

reasoning processes on a wide variety of situations, closer to real-life concerns than 

abstract logic problems – although, arguably, still far from truly ecological settings. The 

study of problem solving thus gained momentum in the early 19
th
 century, with behavioral 

researchers interested in the abilities of animals to solve certain problems (Thorndike 1898; 

Watson 1930; Hull 1943). These researchers proposed that learning to solve problems was 

the result of a gradual process based solely on a trial-and-error approach. According to 

them, animals would find the correct solution to puzzle-like problems by chance, and then 

reinforce the behavior that led to that solution by positive conditioning, until that behavior 

was fully automatised. However, this point of view was quickly criticized for its inability 

to account for “intelligent” problem-solving strategies, in which intermediate goals must 
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be set in order to find the solution (Köhler 1917, 1925). By refusing to consider the 

representations of problems constructed by individuals, behaviorism faced a dead-end 

when explaining the use of such strategies. 

3.2. The notion of problem representation 

On the other hand, the advocates of Gestalt psychology have put the notion of problem 

representation at the heart of their thinking, and have argued that problem solving is a 

productive process during which reconstructions (insights) of the representation can occur 

and lead to a sudden revelation of its solution (Wertheimer 1959; Mayer 1983). A crucial 

advantage of this approach was that it could account for the negative impact that past 

experiences may have on the ability to find the solution to a new problem (see for example 

(Luchins 1939, 1942; Katona 1940)). Thus, Gestalt psychology has notably led to the 

discovery of functional fixity, a cognitive bias limiting the capacity of individuals to 

imagine unusual uses of common objects. In a famous study, Duncker (1945) designed 

different tasks to evaluate how often individuals could reuse an object provided to them to 

solve a problem. For example, in his “Candle problem”, he asked participants to attach a 

candle to the wall so that its wax would not drip to the floor, using only a box of 

thumbtacks, matches, and the candle itself (see Figure 1a). Very few participants were able 

to come up with the solution of turning the empty thumbtack box into a candleholder and 

attaching it to the wall (see Figure 1b). 

 

                                a)                                                                                 b) 

Figure 1. Initial state (a) and final state (b) of the candle problem 
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However, when participants were presented with a handful of thumbtacks and an empty 

box separately, significantly more participants used the box as a candlestick to solve the 

problem. In other words, participants encountered more difficulties when the box had an 

initial function that could not be used to solve the problem (thumbtack container), than 

when the box was presented alone, without a contextually predefined function. This 

experiment is a striking example of the influence that context - in this case prior 

information about an object’s function - can have on the ability of individuals to be flexible 

in a given situation. 

Thus, a crucial contribution Gestalt psychology made was the introduction of the notion of an 

internal representation of a problem, which can be influenced by prior knowledge and 

experience. However, this approach has since been criticized for its lack of specificity, and 

because it says too little about the processes underlying the phenomenon of insight, 

making it difficult to evaluate empirically (Clément 2009). To address these shortcomings, 

the notion of problem space emerged from the work of Newell and Simon (1972), in which 

they defined problem solving as the exploration of a problem space which consists of all 

possible states and transitions between problem states, depending on the interpretation the 

person attempting to solve the problem makes. This idea that problem solving depends on 

one’s interpretation of the problem is a great improvement when accounting for variations 

in performance between problems that share the same structure but have dissimilar surface 

features elements (Simon and Newell 1971; Kotovsky et al. 1985). Take, for example, the 

famous Hanoi Tower problem, defined as follows: 

“ 

There are three discs of unequal sizes, positioned on the leftmost of three 

pegs, such that the largest disc is at the bottom, the middle-sized disc is in 

the middle, and the smallest disc is on the top. Your task is to transfer all 

three discs to the rightmost peg, using the middle peg as a stationing area, as 

needed. You may move only one disc at a time, and you may never move a 

larger disc on top of a smaller disc..” (Pretz et al. 2003, p. 7) 

The entire problem space of this problem includes all possible transitions from the 

initial to the final state, and admits the use of a 7-step solving strategy (see Figure 2a). 

However, some individuals (notably children aged 6 and 7) add an unnecessary constraint to 

their interpretation of the problem by making the (erroneous) assumption that only moves 

between two neighboring pegs are allowed (Richard et al. 1993). Thus, these children 
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construct a reduced problem-space with a “no peg-jumping” rule, which greatly increases 

the number of steps (26) needed to find the solution (see Figure 2b). Interestingly, Clement 

and Richard (1997) showed that even adults can be lead to construct a reduced problem-

space with a “no jump” rule by changing the surface features of the problem. For example, 

if instead of moving disks between pegs, the problem is framed in terms of individuals 

moving between floors using an elevator, then participants are more likely to believe that 

movement is only allowed between neighboring floors, since they know that an elevator 

usually does not “skip” floors. 

By focusing on the learners’ interpretation of a situation, these studies on problem 

solving have provided critical insights about the role context plays in adults’ reasoning . 

This idea that the way in which a problem is presented can influence the representation that 

will be constructed and therefore the ability of individuals to envision the solution has 

direct consequences for the understanding of cognitive flexibility. Thus, despite our ability 

to conceive abstract ideas, human reasoning is always embedded in a concrete context – be 

it real-life situations or laboratory experiments – and it therefore seems relevant to 

characterize how contextual information interferes with our ability to take different 

perspectives on the same situation. 
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a) 
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b) 

Figure 2. Complete (a) and truncated (b) problem space  

of the Tower of Hanoi problem 

3.3. Content effects as mediators of flexibility? 

In addition to the abovementioned problem solving tasks, there are also other situations, 

similar to those that can be encountered in real-life school settings, that are suitable to 

study the conditions in which the cognitive flexibility of individuals may be tested. For 

instance, consider the learning of expansion and factorization in mathematics. 

Understanding the mathematical equivalence between an expanded and a factorized equation 

requires adopting two distinct points of view of the same situation, which is not a trivial 

endeavour. In order to study the conditions that make it possible for this change of 

perspective to take place, Coquin-Viennot and Moreau (2003) designed an experiment in 
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which they asked third- and fifth-grade students to solve problems of the following type: 

“For a contest, a florist prepares 5 roses and 7 tulips for each of the 14 candidates. How 

many flowers will the florist use in total?” This statement was primarily solved by the 

students with an expansion strategy: (14 × 5) + (14 × 7) = 168.  However, there is another 

strategy that makes it possible to solve this problem by performing only one multiplication, 

and thus limiting the risk of error. This is the factorization strategy: 14 × (5 + 7) = 168. To 

help students identify the relevance of the latter solving strategy, the researchers designed a 

slightly modified version of the problem: “For a contest, a florist prepares, for each of the 

14 candidates, a bouquet of 5 roses and 7 tulips. How many flowers will the florist use in 

total?” They then observed that the mere mention of “a bouquet” in the problem statement 

led students to first attempt the factorization strategy, because it encouraged them to 

represent the 5 roses and the 7 tulips as an inseparable set, which then had to be multiplied 

by the number of candidates. Thus, this experiment showed that it was possible to promote 

a certain type of cognitive flexibility in students by modifying the wording of the statement 

so that a different representation of the situation is created. 

Along these lines, researchers have investigated what influences the construction of 

certain interpretations of given mathematical situations. They manipulated the objects 

mentioned in the statement of a problem in order to favor an alternative point of view, 

without even having to enrich the problem statement with more details. For example, 

Bassok et al (1998) conducted an experiment on the influence everyday knowledge has on 

individuals’ choices between additive or multiplicative situations. The authors showed that 

when they asked individuals to conceive problems involving tulips and roses, most 

imagined situations in which flowers of both varieties are added and should be counted all 

together (e.g., 6 tulips + 2 roses = 8 flowers). Conversely, when these same individuals 

were asked to make up problem statements involving vases and tulips, this time the majority 

designed situations in which the total number of tulips is divided by the number of vases 

(e.g., 6 tulips ÷ 2 vases = 3 tulips per vase). In other words, the simple fact of replacing roses 

by vases influenced the individuals to imagine entirely different situations, and thus to create 

arithmetic statements requiring the adoption of radically opposed perspectives to be solved. 

Thus, reference to certain objects or entities may be sufficient to lead an individual to 

adopt a specific perspective, which may have favorable or deleterious effects on the 

flexibility with which individuals can transfer their knowledge from one situation to 

another. This idea that transfer of learning can be conditioned by such content effects was 

studied by Bassok et al. (1995), who conducted an experiment with mathematical 

permutation problems. In their study, participants first studied a permutation problem with 

its solution, and then had to apply the same solving strategy to a new problem with the 
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same mathematical structure. All the problems presented involved situations with 

assignments: in some cases, objects were assigned to individuals (e.g., students received 

prizes), in other cases, individuals were assigned to objects (e.g., secretaries were assigned to 

computers), and finally, in some cases, individuals were assigned to other individuals (e.g., 

doctors from two hospitals worked in pairs). The results of the study showed that the 

participants’ ability to apply the solution learnt on the first problem to the new problem 

depended on the type of assignment made within the statements. Indeed, if the solution 

was learnt on a problem in which objects were assigned to individuals, then 89% of the 

participants were able to apply it correctly to the other problems in which objects were 

assigned to individuals (for example, cars assigned to mechanics). On the other hand, when 

participants had to apply this solution on problems describing opposite assignments, in 

which individuals are assigned to objects, then none of the participants managed to use the 

learnt solving strategy correctly. In other words, their understanding of the algorithm for 

solving the training problem was deeply linked to the content of the problem statement, 

and when the statement changed in the new problem, then the participants were unable to 

adapt their solving strategy. Here, the content of the problems thus both promoted the 

transfer of strategy use from one situation to another (when both problems had assignments 

of objects to individuals), and hindered this transfer (when the new problem had an 

assignment of individuals to objects). Furthermore, when participants were asked to use 

the algorithm on problems in which individuals were assigned to other individuals, then 

participants were only able to correctly apply the solution in half of the cases, highlighting 

that they were neither particularly disadvantaged nor particularly aided by the content in 

this situation. In sum, the inclination of individuals to adopt a relevant perspective on a 

problem seems directly dependent on the content of the statements, which acts as a 

mediator of flexibility. 

3.4. Robust influences 

It thus seems true that the perspective adopted by certain individuals may depend on 

the content of the encountered situations, yet the question whether this influence is really 

present in all populations, or whether it is only present among the youngest or those who 

are less expert in the field remains open. To address it, a study by Gros et al. (2017) 

compared the performance of about 60 fifth-grade children and 50 adults on an arithmetic 

problem-solving task. They were interested to see how the use of certain variables 

(durations, heights, number of floors) within a problem would elicit an ordinal view of the 

situation (where a representation of the numerical values presented in the problem can be 
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ordered along an axis), whereas the use of other variables (collections of elements, 

weights, prizes) would elicit a cardinal view of the situation (where the representation 

would take the form of set representing the different quantities). For example, problems 

mentioning durations should elicit an ordinal view of the situation, it is customary for 

participants to create representations of temporal values along an axis (as on a timeline, for 

example). Conversely, problems involving marbles that should be counted should elicit a 

cardinal viewpoint, as marbles are more often represented grouped in bags rather than 

aligned along an axis. However, the specificity of the problems presented to the 

participants was that they all admitted two distinct solving strategies: a three-step strategy, 

and a one-step strategy. The authors hypothesized that the participants would use one or the 

other of these two strategies depending on the perspective (cardinal or ordinal) that they 

adopted on the situation described in the problem. Indeed, the three-step solution was 

compatible with a cardinal representation of the situation, whereas it was necessary to adopt 

an ordinal point of view on the problems in order to use the one-step solution. Yet, from a 

mathematical point of view, it is possible to use both strategies on all problems. In order to 

assess the impact of content on the adopted point of view, participants were asked to draw 

a diagram of each problem and then to solve them using as few operations as possible. The 

diagrams drawn by the participants made it possible to identify which point of view they 

adopted on each problem. The results revealed that both children and adults tended to adopt 

the point of view compatible with the content of the statements: duration problems were 

represented with axes, scales, intervals, etc., whereas on cardinal problems, the drawings 

represented mainly sets or groupings of elements. In other words, the perspective adopted 

in both groups of participants depended on the content of the statements, despite the fact 

that all problems shared the same underlying mathematical structure. 

Furthermore, analysis of the calculations reported by the participants made it possible 

to identify which strategy they had primarily used to solve the problems. In both 

populations, responses varied according to the cardinal/ordinal perspective elicited by the 

content of the statements: both children and adults preferred to use the three-step strategy 

on marble problems, whereas they preferred to use the one-step strategy on duration 

problems. Despite the explicit instruction to use as few calculation steps as possible, taking 

an ordinal view of a cardinal problem was too costly for them in the majority of cases, due to 

the influence of the problem statement’s content. Both groups of participants were thus 

unable to move beyond the content of the statements to flexibly adopt either of the two 

possible perspectives. The mention of durations or marbles in the wording of the problems 

constrained their representation of the described situations, suggesting that the content 
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interfered with the cognitive flexibility of both children and adults, despite adults’ arithmetic 

skills. 

Even though this influence of content remains present during development, an 

important question remaining open regards whether this influence persists even at a high 

level of expertise, or whether it disappears as soon as individuals attain sufficient mastery 

of a domain? A recent study explored this issue by comparing the performance of general 

adults and expert mathematicians on problems similar to those just described (Gros et al. 

2019). The presented task consisted of cardinal and ordinal problems for which only the 

one-step strategy could be used. Each problem was accompanied by its solution (a simple 

subtraction) and participants had to decide whether this solution actually solved the 

problem, or whether the problem was unsolvable. The idea was to test whether or not, 

when only one solution is possible, participants are able to change their perspective on the 

problem in order to perceive the relevance of the proposed solution. The results showed 

that lay adults accepted the proposed solution on more than 80% of ordinal problems, 

whereas they were able to identify its relevance on only 47% of cardinal problems. For 

expert mathematicians, although their performance was superior to that of the lay adult, a 

similar difference emerged: in 24% of cases, they incorrectly stated that cardinal problems 

had no solutions, whereas they made this mistake in only 5% of ordinal problems. 

Moreover, participants who were able to understand the relevance of the one-step solution 

on cardinal problems took more time than for ordinal problems, implying that the change 

of perspective they had to make had a significant cognitive cost.  Thus, even experts in 

mathematics were fell pray to content effects: they made more errors and took more time to 

answer when the perspective solicited by the content of the statements was not directly 

compatible with the proposed solution. This study thus illustrates the widespread influence 

of context on the perspective that individuals – even experts – adopt to solve problems. 

4. Semantic recoding and cognitive flexibility 

4.1. Semantic recoding, a lever for flexibility in school? 

Given the strong influence content has on the perspectives adopted by individuals, it is 

important to ask by which mechanisms maysuch effects may be attenuated and how to 

favor a new, more effective perspective when the initial one is inappropriate or inefficient. 

Indeed, cognitive flexibility implies alternating between several distinct perspectives on 

the same situation, which means that the process by which this switch is carried out can be 

considered as a lever of flexibility, an indispensable tool for flexibility to take place. The 
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idea that it is possible to re-represent a problem or situation has been put forward several 

times in the literature (Pretz et al. 2003; Vicente et al. 2007) and the term semantic recoding 

has been proposed to describe this process (Clément 2009; Gamo et al. 2010; Gros et al. 

2020; Gvozdic and Sander 2020). Thus, alternating between two strategies in a flexible 

way would require a semantic recoding of the constructed representation, a crucial step 

making it possible to adopt a new point of view on the situation. 

How, then, can such a recoding be elicited? Changes in the problem statement can 

facilitate the adoption of a new perspective on a situation (Ibarra and Lindvall 1982; 

Hudson 1983; Riley et al. 1983). For example, De Corte et al (1985) showed that 

reformulating arithmetic statements to make the described semantic relations more explicit 

without changing the structure of the problem facilitated its resolution by young children. 

However, it also seems possible to facilitate a recoding of the initial point of view without 

having to directly modify the problem. Indeed, a study by Gamo et al. (2010) showed that it 

was possible to train third and fifth graders to switch between two points of view on the 

same problem. Using cardinal and ordinal problems similar to those mentioned earlier (see 

section 3.4), through semantic recoding the authors tried to get students to consider either 

of the two possible solving strategies. In two one-hour sessions, students were asked to 

compare several problems that shared the same mathematical structure, but whose 

statements solicited different points of view. The idea was to encourage students to shift 

from one perspective to another by pointing out the similarities between the problems. In 

this process, the students constructed an abstract schema of the mathematical structure of 

the problems, in order to emphasize that all the problems shared a common foundation, 

despite the divergent perspectives that the problems might lead to. This training on the 

semantic recoding of problems was followed by a test phase to measure its effectiveness. 

The results showed that the training was successful: students who participated in both 

sessions were more likely to find the solution to cardinal problems with one-step strategies, 

than were students who did not receive training on semantic recoding. Thus, by highlighting 

the similarities between the problems and emphasizing the common structure they shared, 

it was possible to train the students to switch from one point of view to another, and 

therefore to achieve greater cognitive flexibility with regards to the demands of the task. 

Hence, it appears that semantic recoding can be practiced in a school setting to help 

students overcome content effects and approach the situations they encounter with 

flexibility. But can content effects sometimes play a role in favor of learning? 

As we have seen, students regularly draw on prior, daily-life knowledge to interpret the 

content that is less familiar to them (Inagaki and Hatano 1987, 1991). When they arrive to 
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school, students are confronted with academic concepts for the first time in a formal 

setting. Informal interpretations of the taught concepts may sometimes be consistent with 

the formal explanations recognized in the studied field, but often inconsistencies between 

intuitions based on previous experience and the studied academic concepts will arise. 

When there is a conflict between the informal and formal components of learning, an 

epistemological barrier emerges, leading to misinterpretations and systematic errors 

(Fischbein 1987; Hofstadter and Sander 2013). One of the main challenges of school-based 

learning is therefore to enable students to go beyond the informal interpretation of a 

situation and adopt a new perspective, one that is closer to the formally recognized notion. 

These misconceptions arise in all school subjects and have been studied in particular in 

the learning of mathematics. Indeed, ranging from the implementation of mental calculation 

strategies to the interpretation of arithmetic problems, the systematic use of partly 

erroneous intuitions can lead to difficulties (Fischbein 1987). As an example, let us 

consider the learning of subtraction. When we present a subtraction problem to 6–7-year-

old students such as “Mehdi has 12 marbles, he loses 3. How many marbles does Mehdi 

have now?”, students will interpret it as a “taking-away” situation, in which marbles are 

lost, which will lead them to use a strategy of taking away 3 from 12. Now let us consider a 

different problem statement: “Nadia had 9 marbles, then she won some more. Now she has 

12 marbles. How many marbles did she gain?”. Even though it is still a subtraction problem, 

this new statement will lead the students to interpret the problem as a “searching for the 

distance” situation where they will proceed by addition with missing numbers (9 + ... = 12) 

rather than by direct subtraction (De Corte and Verschaffel 1987; Brissiaud and Sander 

2010). 

Here, the two possible views of the problem (taking away or searching for the distance) 

are appropriate for finding the solution. However, some strategies can be more costly than 

others for students, and taking on one perspective rather than another can sometimes lead 

students to fail. This is particularly the case in the problem: “Mehdi has 12 marbles, he 

loses 9. How many marbles does Mehdi have now?”. In this statement, the student risks 

adopting the “taking away” point of view, and thus trying to find the solution by 

subtracting 9 from 12. In this case, the direct subtraction strategy is more costly than the 

indirect addition strategy, and therefore leads to an increased error rate. 

In order to help students go beyond the initial encoding prompted by the content of 

such statements and adopt perspectives more favorable for success, the ACE-Arithm’École 

intervention program has implemented an arithmetic problem-solving curriculum based on 

semantic recoding (Vilette et al. 2017; Fischer et al. 2018).  In the lessons, the teachers 
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showed the students how to compare different problem statements and solving strategies for 

a wide range of problems (e.g., combination problems: “I have 7 blue marbles and 4 red 

marbles, how many do I have in total?”; comparison: “I have 7 roses and 11 daisies in a 

bouquet, how many more daisies are there than roses?”; change: “I have 4 euros and I earn 

more. I now have 11 euros. How much did I earn? How much did I earn?”, etc.). These 

comparisons were made to identify the similarity between problems which lead to different 

perspectives despite their common mathematical structure. Different representation tools 

were used during the sessions: diagrams in the form of number lines or arithmetic boxes, 

which they had to fill in with the values present in the problem statements. In a study 

designed to measure the effectiveness of this intervention, Gvozdic and Sander (2020) 

showed that students who received the ACE-Arithm’École intervention focused on 

semantic recoding were able to switch between indirect addition and direct subtraction 

more frequently than students who followed the regular arithmetic curriculum. This study 

has thus shown that it is possible to provide students with a greater repertoire of relevant 

problem-solving strategies and understand their range of applicability, allowing them to 

flexibly choose the strategy suitable for solving encountered problems. Semantic recoding 

training thus appears to be a promising method for increasing the flexibility with which 

students approach school notions. 

4.2. New perspectives to explore 

Another interesting perspective for fostering semantic recoding and transfer in a school 

setting comes from recent studies on the role of argumentation in the spreading of 

counterintuitive beliefs. According to the argumentative theory of reasoning, individuals 

are more objective and less biased when evaluating arguments made by other individuals 

(Mercier and Sperber 2011). Thus, this theory predicts that individuals are more likely to 

change their minds when they engage in discussions with others, than when they are 

simply presented with statements that challenge their views (Mercier 2016). The underlying 

idea is that argumentation might play a specific role in helping a person change their 

viewpoint and adopt a new, yet counterintuitive perspective. For instance, Claidière et al. 

(2017) conducted an experiment in which they asked groups of participants to solve 

problems with counterintuitive solutions in either a “discussion” or “silence” situation. After 

an initial individual phase in which participants were asked to solve a problem on their own, 

they were allowed to communicate with each other. Participants in the discussion condition 

were told that they could discuss their answers with their immediate neighbors, while 

groups in the silence condition were only allowed to look at their neighbors’ answers, 

without speaking or discussing the problem. Participants were asked to note their responses 
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at regular intervals to determine if they changed their minds about the answer to the 

problem. The results showed that in the free discussion condition, the majority of the 

participants in each group reached a global consensus on the correct answer, whereas in the 

silent condition, participants who found the correct answer communicated it only to a 

limited number of people, with most participants remaining – erroneously – convinced of 

the validity of their initial answer. This inability to change one’s point of view in the 

absence of discussion echoes with the difficulty that individuals have in demonstrating 

cognitive flexibility in a given situation. The authors concluded that argumentation was a 

powerful tool to help students acquire counterintuitive concepts when other methods fail, and 

such an approach is promising for overcoming the most deceitful effects of contents. 

Finally, another path of study aimed at encouraging the adoption of a new perspective 

on a given situation comes from the theoretical framework of conceptual metaphors (Lakoff 

and Johnson 1999). According to Lakoff and Johnson, conceptual metaphors allow us to 

grasp abstract concepts by relating them to knowledge which arises from our senses. This 

approach considers that the metaphors conveyed by language are not only figures of 

speech at the service of rhetoric, but that they actually reflect the conceptual system of 

their speakers. Thus, conceptual metaphors would be a central cognitive mechanism that 

structures concepts (Lakoff and Johnson 1999). They are embodied correspondences that 

preserve the inferences drawn from our sensory experiences and allow us to establish a 

correspondence between concepts belonging to semantically different domains (Bowdle 

and Gentner 2005). They reflect the sensory system from which they originate and 

leverage it metaphorically. For example, the idea that “to know is to see” makes it possible 

to use expressions such as “you see what I mean”. This phrase conveys a metaphorical 

content (the act of knowing) rather than the literal meaning (the act of seeing). Although the 

embodied nature of metaphors is still debated today, the use of conceptual metaphors for 

understanding abstract concepts is undeniably recognized (Gibbs 2009). 

Moreover, conceptual metaphors make it possible for individuals to reason about 

different topics, regardless of their inherent complexity, even when they have limited 

understanding of those topics (Thibodeau and Boroditsky 2011). A series of studies by 

Thibodeau and Boroditsky ((2011, 2013, 2015); see also (Robins and Mayer 2000; 

Thibodeau et al. 2017)) have examined how metaphors shape reasoning. They hypothesized 

that different metaphors should activate different semantic networks, which lead to 

different inferences. In their studies they asked participants, for instance, to read and think 

about a crime problem that was introduced with the use of one among two possible 

metaphors: either crime was presented as a wild beast attacking the city or as a virus 
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spreading through the city. The choice of the metaphor that framed the problem had an 

impact on the solutions proposed by the participants. When participants were confronted 

with a crime presented via the virus metaphor, they most often chose preventive solutions. 

When faced with a crime presented via the wild beast metaphor, they more often chose 

repressive measures. Consistent with other studies conducted on the subject, these results 

indicate that the chosen metaphorical framing results in the activation of knowledge 

consistent with the metaphor, which influences the point of view adopted on the situation 

and leads to different solutions. Conceptual metaphors are thus a means by which we can 

use different contents to prompt changes in viewpoints on a given task or situation. 

Identifying the metaphors underlying individuals’ points of views and proposing alternative 

metaphors can thus facilitate the expression of cognitive flexibility, by presenting and 

choosing among two alternative ways of looking at the same situation. 

For example, consider a persistent educational myth that education professionals 

sometimes struggle to dispel: the theory of learning styles. This theory, which postulates 

that some learners are more “visual,” others more “auditory,” and still others more 

“kinaesthetic,” advocates that each student should be given learning materials in 

accordance  with his or her preferred sensory modality. Thus, visual students would learn 

best by looking at pictures, auditory students would need to listen to lessons, while 

kinaesthetic students would need to manipulate objects in order to integrate new concepts. 

Although extremely popular, this theory is actually a “neuromyth,” a unfounded claim that 

is not supported by research findings (Howard-Jones 2014; Sander et al. 2018). Indeed, 

although preferences for one sensory modality over another may be robust among students 

(Henson and Hwang 2002), receiving course materials that correspond only to that sensory 

modality has no benefit for the student, and may even be deleterious (Massa and Mayer 

2006; Cook et al. 2009). Here, a metaphor that would fit the learning styles perspective 

might be: different students benefit differently from different formats of presentations, 

because they have different needs, like plants. Not all plants should be treated the same, 

because what makes one plant grow may kill another. Therefore, it is necessary to adapt the 

environment of each plant to meet its specific needs. Yet, we actually know that the most 

beneficial approach for students is to provide them with a wide variety of learning materials: 

visual, auditory, kinaesthetic, etc. (Gellevij et al. 2002; Geake 2008). How is it then possible 

to abandon ineffective and even deleterious educational practices, and favor the adoption of 

a point of view that is more suitable for attaining learning objectives? The use of another 

metaphorical description might allow for such a semantic recoding: teaching students 

exclusively on the basis of their learning style preferences is like only giving them the dish 

they prefer to eat at each meal, ignoring the balance of their diet. For example, feed them 
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only mashed potatoes, because that is their favorite food. With the new framework 

provided by this metaphor, the shortcomings of such a stance suddenly become clear: 

settling for the students’ preferred learning modalities does not guarantee optimal learning, 

and it is preferable to provide more diverse materials that alternatively solicit different 

sensory modalities. Thus, the use of conceptual metaphors as a way of fostering semantic 

recoding seems to be a promising outlook for increasing the cognitive flexibility of 

individuals. 

5. Conclusion 

At the beginning of this chapter, we opened the question regarding the role of context 

in the face of cognitive flexibility (see sections 3 and 4). From the few works that we 

discussed, it appears that context plays a role at several stages of reasoning. First of all, the 

very apprehension of the concepts that underlie each human thought seems to be dependent 

on the context in which individuals find themselves. On the one hand, different properties 

of a single concept may be activated according to the context in which it is presented. On the 

other hand, in the absence of sufficient knowledge, certain contextual elements can help 

individuals to call upon knowledge from another domain in order to apprehend a concept 

that is insufficiently grasped. Furthermore, beyond the simple apprehension of concepts 

within a given situation, the perspective that individuals adopt when the situation is complex 

is also influenced by contextual cues , as well as the previous knowledge solicited by the 

very content of these situations. This gives contextual elements a pivotal role in the 

reasoning individuals engage in: it is limited by the initial perspective they adopt and from 

which they have difficulties spontaneously disengaging. These observations, made among 

both young learners and experts, highlight the importance of enhancing the flexibility with 

which individuals approach a context as a way of informing their reasoning. While some 

inferences from contextual cues may be extremely useful in approaching new situations 

(Gentner 1989), others can lead to dead ends in which individuals invariably fail. Thus, 

training semantic recoding seems to be a useful step in promoting a change in perspective, 

and thus support cognitive flexibility. Explicit teaching of alternative viewpoints that may 

be adopted could be one way to achieve this goal, just as the use of argumentation or 

conceptual metaphors could make it possible to develop a greater flexibility in individuals 

of all levels. 

It is important to remember that learning and teaching do not take place in isolation but 

are always embedded in the real world. It is therefore only natural that there should be 
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interference between school notions and contextual insights. This interdependence can 

sometimes be misleading, but, if used appropriately, may also be a driving force in helping 

individuals understand complex abstract ideas with little effort. By using the right 

examples, it is possible to foster a deeper understanding of complex concepts, making it 

possible for individuals to gradually extract the abstract structure underlying different 

situations. In sum, we believe it is time to abandon the idea that humans must first and 

foremost strive to act as purely rational beings, guided by reason alone. Rather than trying to 

prevent all forms of contextual interference, it seems suitable to make use of the countless 

inferences that each person makes at each moment to guide them towards a flexible use of 

knowledge from their surroundings. 
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