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Abstract

A simple proof is proposed that extends Seeber and Horn’s recent sufficient conditions (Automatica 2017) for the finite time
convergence of the super twisting algorithm to a larger class of perturbations. The new convergence conditions are compared
to state of the art conditions, and turn out to accept sensibly smaller gains.
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1 Introduction

Lyapunov functions is one key approach for proving the
finite time stability of sliding mode controllers [6,5,9].
They often offer some insights: e.g., the twisting con-
troller can be assimilated to a nonsmooth harmonic os-
cillator with dissipation that enjoys an energy related
Lyapunov function (see, e.g., Example 3 of [2, p.63]).
The Lyapunov approach is easier when no or specifically
structured uncertainties are involved. Several works have
used a Lyapunov analysis on systems with no or special
uncertainty and extended it to reach more general un-
certainties, e.g., [6,8]. The convergence conditions [9] for
the super twisting algorithm (STA) with perturbation
given in (1) is used to obtain new convergence conditions
for the more generally perturbed STA (2).

Seeber and Horn investigated in [9] the finite time sta-
bility of the STA

ẋ1(t) = −k1 φ(x1(t)) + x2(t) (1a)

ẋ2(t) = −k2 signx1(t) + δ(t), (1b)

where φ(x) = |x| 12 signx, subject to the absolutely con-
tinuous bounded perturbation δ(t) ∈ [−L,L]. Here and
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in the rest of the paper, trajectories are defined in the
sense of Filippov [3]. Finite time stability of the STA (1)
means converging to x1(t) = 0 and x2(t) = 0 in finite
time. They provided the following sufficient conditions
for finite time stability:

Theorem 1 ([9]) The system (1) is finite time stable if
k2 > L and k21 > k2 + L.

We build on this result and derive new finite time sta-
bility sufficient conditions for a larger class of perturba-
tions (modeled with functions g(t), h(t) and d(t)), that
commonly appear when modeling physical systems con-
trolled by STA:

ẋ1(t) = h(t) + g(t)
(
−k1 φ(x1(t)) + x2(t)

)
(2a)

ẋ2(t) = −k2 signx1(t) + d(t). (2b)

We assume that the perturbations g(t), h(t) and d(t)
satisfy 0 < g ≤ g(t) ≤ g, |h(t)| ≤ ~ and |d(t)| ≤ dM
and are continuously differentiable. As a consequence,
γ(t) = h(t)/g(t) is also continuously differentiable, and

we assume |γ̇(t)| ≤ M . If |ġ(t)| ≤ G and |ḣ(t)| ≤ H,
then M = H/g +G~/g2 is a valid bound for |γ̇(t)|. The
integral correction x2(t) does not converge to zero as (1)
does, therefore the finite time stability of the STA (2) is
understood here as only x1(t) converges to zero in finite
time, we say (2) is x1-finite time stable. Our main result
is the following theorem:

Theorem 2 The system (2) is x1-finite time stable if
k2 > M + dM and g k21 > k2 +M + dM.
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A slightly more restrictive condition is compactly stated
as 1

2 g k
2
1 > k2 > M + dM.

The perturbations g(t), h(t) and d(t) wider the scope
of [9]. Both g(t), h(t) allow tackling more practical sit-
uations, where the system is affine with respect to the
input and presents uncertain functions g(t) and h(t).
The perturbation d(t) has no real practical usage but
is kept here for the sake of generality. The differentia-
bility with bounded derivative is typically assumed for
the investigation of the finite time convergence of the
STA, e.g., in [10,6]. In [5] Theorem 3 and in [9] Sec-
tion 3, g(t) = 1 but h(t) is not assumed to be bounded
or differentiable, and finite time convergence is proven
only under some technical additional assumption entail-
ing that h(t) vanishes at the origin 1 . Theorem 2 could

be extended to handle the perturbation η(t)
√
|x1| used

in [9] but details are not provided here for the sake of
simplicity and clarity 2 . Dealing with unbounded uncer-
tainties that are allowed to grow linearly with x1, typi-
cally satisfying |h(t)| ≤ α1+α2|x1|, increases the practi-
cal scope of the investigation. Up to the knowledge of the
authors, it requires modifications of the STA, e.g., gen-
eralizing the command law [1]. Other results on output
feedback sliding mode controllers also achieve handling
unbounded perturbations, e.g., [7].

In Section 3 two consecutive changes of variables will
transform (2) into (1) with a time-varying integral gain
k2(t). The extension of stability properties to time vari-
able gains is not trivial (see, e.g., Section 6 in [4]). The
extension of Theorem 1 to time variable integral gain
k2(t) is performed in Section 2. Finally, the conditions of
Theorem 2 is compared to the classical conditions [10,6]
in Section 4.

2 Extension to a time-varying integral gain

We consider here that the integral gain k2 in system (1)
is a time-varying gain k2(t), and we generalize Seeber
and Horn’s sufficient conditions to accept a time-varying
integral gain k2(t). Its proof is an extension of Seeber
and Horn’s original proof: their argument is based on
the (time-invariant) Lyapunov function,

V (x) =


2
√
x22 + 3α2k21x1 − x2 if x ∈ Σ1

2
√
x22 − 3α2k21x1 + x2 if x ∈ Σ2

3 |x2| otherwise,

(3)

1 The condition |h(t)| ≤ η(t)
√
|x1| is used in [9] and the con-

dition |h(t)| ≤ η(t)
√
|x1|+ x21 in [5]. Both allow unbounded

|h(t)| but entail h(t) converges to zero when x1(t) does.
2 The constraint in Theorem 2 would then be g k21 > k2 +

M + dM + ηM , where ηM would be a bound on η(t).

where Σ1 = x1 ≥ 0 ∩ x2 ≤ αk1
√
x1 and Σ2 = x1 ≤

0 ∩ x2 ≥ αk1
√
−x1. The argument readily extends to

a variable integral gain since k2 does not influence the
Lyapunov function, preserving the negativeness of the
Lie derivative where it exists. However, their proof can-
not be extended to time-varying gain k1(t) because (3)
depends on k1.

We deal with the states where the locally Lipschitz Lya-
punov function is not differentiable by using the non-
smooth version of Lyapunov’s stability theorem (see,

e.g., [2]). Let L̃fV (x) denote the set-valued Lie deriva-
tive of V w.r.t. f evaluated at x, where f represents
the system’s vector field. Intuitively, at the points where
V̇ (x) does not exist L̃fV (x) is the convex hull of the
limit points of neighbor Lie derivatives. We recall that,
in analogy with Lyapunov’s stability theorem, one needs
to investigate the negativeness of max L̃fV (x) to as-
sess the system’s stability (see, e.g., [2] for details). Be-
fore stating Theorem 1, we introduce Lemma 1 which,
when f is continuous, allows to assess the negativeness
of L̃fV (x) by considering only the values of V̇ (x) where
V (x) is differentiable (the proof of Lemma 1 is given in
Appendix A).

Lemma 1 Consider an open subsetN of the state space.
We assume that f(t, x) is continuous w.r.t. x for all x ∈
N and all t, and that V (x) be locally Lipschitz. Let r(x)
be a real valued function continuous on N . If, for all t,
V̇ (t, x) = ∇V (x)T f(t, x) ≤ r(x) on every point where V

is differentiable on N , then, for all t, max L̃fV (t, x) ≤
r(x) on N .

Remark 1 Lemma 1 allows for any function r(x) to be
used, in practice r(x) = −ε or r(x) = −V (x)α, 0 < α <
1, can be used to assess finite time stability.

The following theorem extends Seeber and Horn’s the-
orem to a time-varying integral gain. The assumption
that k2(t) is strictly greater than |δ(t)| can be stated in
two natural ways: first by using a lower bound k2 ≤ k2(t)
and enforcing k2 ≥ L as in Theorem 1. Second, by en-
forcing the inequality k2(t) ≥ |δ(t)| + ε at each time,
with an arbitrary ε > 0. The first condition is sensibly
stronger than the second, and leads to a more restric-
tive finite time stability condition than Theorem 2 (with
an additional factor g/g). This is why the second state-
ment is used in the following time-varying integral gain
version of Theorem 1:

Theorem 3 The system (1) with time-varying integral
gain k2(t) is finite time stable if there exists ε > 0 such
that k2(t) ≥ |δ(t)| + ε and k21 ≥ k2(t) + |δ(t)| + ε holds
for all times.

Proof. The same Lyapunov function (3) is used here,
except for the choice of the parameter α < 1 that needs
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to account for ε in the statement: here one can choose α
such that

(αk1)2 ≥ k2(t) + |δ(t)|+ 1
2ε (4)

Wherever the Lyapunov function is differentiable, the
upper bound on the Lie derivative computed in Eq. (14)
in [9] still holds when k2 varies in time, meaning that

V̇ ≤ 3 max
{
k2(t)− δ(t)− (αk1)2, 1

2α(α− 1)k21
}
. (5)

As in the original proof, Eq. (4) entails k2(t) − δ(t) −
(αk1)2 ≤ − 1

2ε and 0 < α < 1 entails α(α − 1) < 0,
showing that the maximum of them is strictly negative.

Now, we need to investigate the states where V is not
differentiable. It is well known that no sliding motion can
occur along the set S1 = {x|x1 = 0, x2 6= 0}, whether
k2 is fixed or time-varying. The other set where V is
not differentiable is S2 = {x|x2 = αk1

√
|x1|, x1 6= 0}.

Since system (1) is continuous on N := R2\S1, we can
apply Lemma 1 with r(x) = 3 max

{
− 1

2ε,
1
2α(α− 1)k21

}
to show that the same strictly negative upper bound that
holds when V is differentiable also holds on the whole
set N , which includes the set S2. 2

3 Extension to practical uncertainties

3.1 Centered system

The STA (2) aims x1(t) = 0 and ẋ1(t) = 0, the in-
tegral correction x2(t) being foreseen not to converge.
Indeed, the value of x2(t) enforced at steady state can
be computed with respect to uncertainties: if x1(t) = 0
and ẋ1(t) = 0 then x2(t) = −h(t)/g(t). Classically, by
defining the system y1(t) = x1(t) and y2(t) = x2(t) +
h(t)/g(t), we obtain a system that is expected to con-
verge to zero. It satisfies the following ODE:

ẏ1(t) = g(t)
(
− k1 φ(y1(t)) + y2(t)

)
(6a)

ẏ2(t) = −k2 sign y1(t) + d(t) + γ̇(t), (6b)

with

γ̇(t) =
d

dt

h(t)

g(t)
=
ḣ(t)

g(t)
− ġ(t)h(t)

g(t)2
. (7)

The change of variable x 7→ y is a diffeomorphism for
all times, therefore Theorem 2 of [3, p.99] proves that
Filippov solutions x(t) map to Filippov solutions y(t)
and vice-versa. Since y1(t) = x1(t) the y1-finite time
stability of the (6) is equivalent to the x1-finite time
stability of (2).

3.2 Time shifted system

We introduce a rescaling of time z(t) = y(τ(t)), that is
going to move the impact of the perturbation g(t) from

(6a) to (6b), so as to match the perturbation structure
of (1). We define τ(t) by the following ODE:

τ̇(t) =
1

g(τ(t))
, (8)

with τ(0) = 0. Since g(t) ∈ [g, g] is bounded away from
zero by g > 0 and is differentiable with bounded deriva-
tive ġ(t) ∈ [−G,G], the function 1/g(τ) is continuously
differentiable with bounded derivative. As a consequence
the ODE (8) has a unique solution, which is globally
defined in R. Furthermore, from (8) and the bounds on
g(t) we obtain 1/g ≤ τ̇(t) ≤ 1/g, which proves that τ(t)
is strictly increasing and satisfies,

t

g
≤ τ(t) ≤ t

g
. (9)

This makes τ(t) a valid rescale of time. The time-rescaled
system z(t) = y(τ(t)) satisfies the following relation:

ż(t) = τ̇(t) ẏ(τ(t)) =
1

g(τ(t))
ẏ(τ(t)), (10)

obtained using the chain rule and (8). Finally using (6)
we obtain the ODE governing z(t):

ż1(t) = −k1 φ(z1(t)) + z2(t) (11a)

ż2(t) = − k2
g̃(t)

sign z1(t) +
d̃(t) + γ̃(t)

g̃(t)
, (11b)

where g̃(t) = g(τ(t)), γ̃(t) = γ̇(τ(t)) and d̃(t) = d(τ(t)).
The system (11) is in the scope of Theorem 3 with

k2(t) =
k2
g̃(t)

and δ(t) =
d̃(t) + γ̃(t)

g̃(t)
. (12)

Its z1-finite time stability is equivalent to y1-finite time
stability of (6) because of (9). The bounds g(t) ∈ [g, g],
γ̇(t) ∈ [−M,M ] and d(t) ∈ [−dM, dM] hold for their

time-shifted counterparts g̃(t), γ̃(t) and d̃(t).

3.3 Proof of Theorem 2

Suppose the conditions k2 > M + dM and g k21 > k2 +
M+dM of Theorem 2 hold. Since γ̃(t) ∈ [−M,M ], g̃(t) >

g and d̃(t) ∈ [−dM, dM], there exists ε > 0 such that both

k2 ≥ |γ̃(t) + d̃(t)|+ ε and g̃(t) k21 ≥ k2 + |γ̃(t) + d̃(t)|+ ε
hold for all times. Dividing both inequalities by g̃(t) < g,
we prove that

k2(t) ≥ |δ(t)|+ ε

g
and k21 ≥ k2(t) + |δ(t)|+ ε

g
, (13)

where k2(t) and δ(t) are defined in (12). This allows
applying Theorem 3 to the STA (11) with (12), hence
proving its z1-finite time stability.
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4 Comparison to state-of-the-art conditions

Moreno [5] handles the case g(t) = 1 and h(t) bounded
with no differentiability assumption, but does not prove
x1-finite time stability in this case (he does handle suc-
cessfully more structured perturbations proportional to√
|x1|+ x21). Castillo, Fridman and Moreno [1] handle

more general perturbations than here, with a generalized
STA (GSTA). However, the finite time stability condi-
tions for the GSTA do not apply to the STA 3 .

In order to handle the same differentiable perturbations
g(t) and h(t) as in (2), Shtessel, Edwards, Fridman and
Levant [10] have modified the STA by adding a switching
law to keep u bounded in [−Um, Um]. They proved some
sufficient conditions on k1, k2 and Um for the x1-finite
time stability, see [10, p.156]. After some algebraic ma-
nipulations 4 , one can prove that these conditions imply

k2 > M and g k21 > 2
(g
g

)2
(k2 +M), (14)

where M = H/g + G ~/g2 uses the bounds defined in
Section 1. The first bound on k2 is the same as in The-
orem 2. However, the second bound on k21 is seen to be
similar but more restrictive that the one in Theorem 2
because of the factor 2(g/g)2. In particular, if the inter-

val [g, g] is large and/or g is close to zero then (g/g)2 is
sensibly greater than 1 and the conditions of [10] become
sensibly more restrictive than Theorem 2. In addition to
allowing for sensibly lower gains, the new condition of
Theorem 2 does not require the switching law to keep
u ∈ [−Um, Um], which simplifies the usage of the STA.

Polyakov and Poznyak in [6] proved that the conditions
32H < k21 < 8(k2 − H) entails the x1-finite time con-
vergence of the STA (2) in the restricted case g(t) = 1.
In this restricted case, M = H holds and our condi-
tions become 2H < k2 + H < k21. None of these two
conditions imply the other: gain values are accepted by
Polyakov and Poznyak’s condition and rejected by The-
orem 2 if and only if 32H < k21 ≤ k2 + H (the black
boundary area in Figure 1). Theorem 2 accepts pairs of
small gains greater but arbitrarily close to the limit pair
of gains k1 =

√
2H and k2 = H (see the lower-left point

3 The STA is obtained from the GSTA in [1] by setting
β to zero, but this is incompatible with the conditions of
Theorem 1 [1, p. 5 Eq. (15)] because they involve a factor
1/β. For strictly positive β, their conditions also contain a
factor 1/(km−kM ), which is not applicable in the case where
g(t) is constant, i.e., km = kM .
4 Among other basic manipulations, setting q and Um to
the best cases q ∈ {0, 1} and Um = C in order to weaken the
conditions, and using the fact that 0 < gk2 − C ≤ gk2 + C

with C = H +G ~/g = gM being the smallest upper bound

to |ḣ(t) + ġ(t)u(t)| subject to |u(t)| ≤ Um that can be ob-
tained using bounds on the perturbations given in Section 1.

Figure 1. Gains (k1, k2) satisfying the conditions of Theo-
rem 2 in the textured area, and satisfying the conditions of
Polyakov and Poznyak [6] in the gray area. The graphic dis-
plays the numerical value H = 1.5.

in Figure 1), while pairs of gains accepted by Polyakov

and Poznyak must satisfy k1 ≥
√

32H and k2 ≥ 5H (see
the upper-right point in Figure 1), so the new conditions
of Theorem 2 accept sensibly lower gains, the greater
H the more sensitive the improvement. Both conditions
are therefore seen to be complementary. In particular,
they prove together that the STA (2) is x1-finite time
stable for all positive gains in the case where g(t) = 1

and ḣ(t) = 0, which was not proved previously up to the
authors knowledge. The new condition of Theorem 2 are
valuable because they allow for sensibly smaller gains.
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A Proof of Lemma 1

Let t be an arbitrary time instant and let ΩV be the set
of non-differentiability points of V inside N . On N\ΩV ,

L̃fV (t, x) = {V̇ (t, x)}, so the lemma is trivially true. For

x ∈ ΩV , by the continuity of f we have that L̃fV (t, x)
consists of the convex combinations of limit points of
V̇ (t, xi) at neighboring points xi where V is differen-
tiable (this is a direct consequence of the definition of

L̃fV and a few of its basic properties which can be found,

e.g., in [2]). Since L̃fV (t, x) is a compact interval of
real numbers, its max is a vertex of the one dimensional
convex hull, meaning that there exists a converging se-
quence xi → x such that V̇ (t, xi)→ max L̃fV (t, x). But

V̇ (t, xi) ≤ r(xi) for every point in the sequence, meaning

that, by continuity of r, we have max L̃fV (t, x) ≤ r(x),
which holds for all times since t is arbitrary. 2
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