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Abstract We deal with Mckean-Vlasov and Boltzmann type jump equations. This means that the co-
efficients of the stochastic equation depend on the law of the solution, and the equation is driven by a
Poisson point measure with intensity measure which depends on the law of the solution as well. In [3],
Alfonsi and Bally have proved that under some suitable conditions, the solution Xt of such equation exists
and is unique. One also proves that Xt is the probabilistic interpretation of an analytical weak equation.
Moreover, the Euler scheme XPt of this equation converges to Xt in Wasserstein distance. In this paper,
under more restricted assumptions, we show that the Euler scheme XPt converges to Xt in total variation
distance and Xt has a smooth density (which is a function solution of the analytical weak equation). On
the other hand, in view of simulation, we use a truncated Euler scheme XP,Mt which has a finite numbers
of jumps in any compact interval. We prove that XP,Mt also converges to Xt in total variation distance.
Finally, we give an algorithm based on a particle system associated to XP,Mt in order to approximate the
density of the law of Xt. Complete estimates of the error are obtained.
Key words: Mckean-Vlasov equation, Boltzmann equation, Malliavin calculus, Total variation distance,

Wasserstein distance, Particle system
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5 Appendix 43

1 Introduction
In this paper, we consider a d−dimensional Mckean-Vlasov and Boltzmann type jump equation as fol-

lows.

Xt = X0 +

∫ t

0

b(r,Xr, ρr)dr +

∫ t

0

∫
Rd×Rd

c(r, v, z,Xr−, ρr−)Nρr−(dv, dz, dr), (1)

where ρt(dv) = P(Xt ∈ dv) is the law of Xt, t ∈ [0, T ], Nρt is a Poisson point measure on the state space
Rd × Rd with intensity measure ρt(dv)µ(dz)dr, µ is a positive σ-finite measure on Rd, X0 is the initial
random variable independent of the Poisson point measure Nρt , and b, c are functions which verify some
regularity and ellipticity conditions (see Hypotheses 2.1∼2.4 in Section 2.2 for precise statements). In
particular, we assume that for every multi-indices β1, β2, there exists a non-negative function c̄ : Rd → R+

such that
|c(r, v, z, x, ρ)|+ |∂β2

z ∂β1
x c(r, v, z, x, ρ)| ≤ c̄(z),

with ∫Rd |c̄(z)|pµ(dz) <∞, ∀p ≥ 1.We also assume that there exists a non-negative function c : Rd → R+

such that for every ζ ∈ Rd,
d∑
j=1

〈∂zjc(r, v, z, x, ρ), ζ〉2 ≥ c(z)|ζ|2.

We remark that we use the notations from [25] and we refer to [6], [16], [25], [34], [35], [43] and [44] for
the basic theory of the classical jump equations. We stress that our equation is a more general kind of
jump equation (than the classical one) in the following sense. The coefficients b and c depend on the law
of the solution, so our equation is of Mckean-Vlasov type. One can see for example [23] for a mathematical
approach to this kind of equation and see [5], [12], [22], [24], [39], [40] and [47] for the approximation
schemes of a Mckean-Vlasov equation. Moreover, the intensity of the Poisson point measure Nρt depends
on the law of the solution as well, so our equation is also of Boltzmann type. The probabilistic approach to
the Boltzmann equation is initiated by Tanaka in [48], [49], and followed by many others in [9], [17], [18],
[19], [36], [38] and [46] for example. One can also see [2] and [50] for the analytical Boltzmann equation
and [15] for the physical background. Recently, there is also some work on inhomogeneous Boltzmann
equations (see for instance [1], [20] and [21]). We have to mention however that our equation (1) does not
cover the general physical Boltzmann equation for the following reason. In that equation, the intensity of
the jumps µ(dz) is replaced by γ(r, v, z, x, ρ)µ(dz) which depends on the position x = Xr− of the solution
of the equation. At least at this time, we are not able to include this case in our study. The simplified model
that we treat in our paper corresponds to Maxwell molecules (see [18] for example).
Now we construct the Euler scheme. For any partition P = {0 = r0 < r1 < · · · < rn−1 < rn = T} of the

time interval [0, T ], we define τ(r) = rk when r ∈ [rk, rk+1), and we consider the equation

XPt = X0 +

∫ t

0

b(τ(r), XPτ(r), ρ
P
τ(r))dr

+

∫ t

0

∫
Rd×Rd

c(τ(r), v, z,XPτ(r)−, ρ
P
τ(r)−)NρP

τ(r)−
(dv, dz, dr), (2)

where ρPt is the law of XPt , and NρPt (dv, dz, dr) is a Poisson point measure with intensity ρPt (dv)µ(dz)dr,
independent ofX0. We remark that for the classical jump equations (the coefficients and the Poisson point
measures do not depend on the law of the solution), there is a huge amount of work on the convergence of
the Euler scheme. One can see for example [4], [27], [28], [29], [30], [31], [42] and the references therein.
For the equation (1), [3] has proved recently that under some regularity conditions on the coefficients b
and c, the solution of the equation (1) exists and is unique, and Xt is the probabilistic interpretation of

2



the following analytical weak equation.

∀φ ∈ C1
b (Rd)(the space of differentiable and bounded functions with bounded derivatives),∫

Rd
φ(x)ρt(dx) =

∫
Rd
φ(x)ρ0(dx) +

∫ t

0

∫
Rd
〈b(r, x, ρr),∇φ(x)〉ρr(dx)dr

+

∫ t

0

∫
Rd×Rd

ρr(dx)ρr(dv)

∫
Rd

(φ(x+ c(r, v, z, x, ρr))− φ(x))µ(dz)dr. (3)

Moreover, [3] has proved that the Euler scheme XPt converges to Xt in Wasserstein distance (of order 1)
W1. In our paper, under supplementary hypotheses, we prove a stronger result. We prove (see Theorem
2.1) that the Euler scheme XPt converges to Xt in total variation distance: for any ε > 0, there exists a
constant C such that

dTV (XPt , Xt) ≤ C|P|1−ε → 0, (4)

as |P| → 0, with |P| := max
k∈{0,··· ,n−1}

(rk+1 − rk). We also show that the law of Xt has a smooth density
pt(x), which is a function solution of the analytical weak equation (3).
Since we have infinite numbers of jumps (due toHypothesis 2.4 in Section 2.2), we have µ(Rd) =∞. In

view of simulation, we need to work with a truncated Poisson point measure, which has a finite number of
jumps in any compact time interval. ForM ∈ N, we denote BM = {z ∈ Rd : |z| ≤M}, cM (r, v, z, x, ρ) :=

c(r, v, z, x, ρ)1BM (z) and aMT :=
√
T
∫
{|z|>M} c(z)µ(dz). Now we cancel the jumps of size |z| > M and we

replace them by a Gaussian random variable.

XP,Mt = X0 + aMT ∆ +

∫ t

0

b(τ(r), XP,Mτ(r) , ρ
P,M
τ(r) )dr

+

∫ t

0

∫
Rd×Rd

cM (τ(r), v, z,XP,Mτ(r)−, ρ
P,M
τ(r)−)NρP,M

τ(r)−
(dv, dz, dr), (5)

where ρP,Mt is the law of XP,Mt , NρP,Mt
(dv, dz, dr) is a Poisson point measure independent of X0 with

intensity ρP,Mt (dv)µ(dz)dr, ∆ is a d−dimensional standard Gaussian random variable independent of X0

and of NρP,Mt
. We prove (see Theorem 2.2) that XP,Mt converges to Xt in total variation distance: for

any ε > 0, there exists a constant C such that

dTV (XP,Mt , Xt) ≤ C(
√
εM + |P|)1−ε → 0, (6)

as |P| → 0 and M → ∞, with εM :=
∫
{|z|>M} |c̄(z)|

2µ(dz) + |
∫
{|z|>M} c̄(z)µ(dz)|2. Moreover, the law of

XP,Mt has a smooth density.
In order to construct an approximation scheme which is appropriate for simulation, we need to com-

pute ρP,Mt as well, so we use the following particle system. We take an initial vector (X1
0 , · · · , XN

0 ) with
components which are independent and identically distributed with common law ρ0 (which is the law of
X0), and (∆1, · · · ,∆N ) which is a N × d−dimensional standard Gaussian random variable independent
of (X1

0 , · · · , XN
0 ). Then we construct the particle system −→XP,Mt = (XP,M,1

t , · · · , XP,M,N
t ):

XP,M,i
t = Xi

0 + aMT ∆i +

∫ t

0

b(τ(r), XP,M,i
τ(r) , ρ̂(

−→
XP,Mτ(r) ))dr

+

∫ t

0

∫
Rd×Rd

cM (τ(r), v, z,XP,M,i
τ(r)− , ρ̂(

−→
XP,Mτ(r)−))N i

ρ̂(
−→
XP,M
τ(r)−)

(dv, dz, dr), i = 1, · · · , N, (7)

where

ρ̂(
−→
XP,Mt )(dv) =

1

N

N∑
i=1

δXP,M,it
(dv)
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is the empirical measure of −→XP,Mt (with δx(dv) the Dirac measure), N i

ρ̂(
−→
XP,Mt )

(dv, dz, dr), i = 1, · · · , N

are Poisson point measures that are independent each other conditionally to −→XP,Mt and independent of
(X1

0 , · · · , XN
0 ,∆

1, · · · ,∆N ) with intensity ρ̂(
−→
XP,Mt )(dv)µ(dz)dr. It is clear that −→XP,Mt may be simulated

in an explicit way (see (31)).
We denote

VN := 1d=1N
− 1

2 + 1d=2N
− 1

2 log(1 +N) + 1d≥3N
− 1
d ,

and we consider the following d−dimensional regularization kernels

ϕ(x) =
1

(2π)d/2
e−
|x|2

2 , ϕδ(x) =
1

δd
ϕ(
x

δ
), 0 < δ ≤ 1.

We have proved in Theorem 2.1 that the law of Xt has a density function pt(x). Now we obtain in
Theorem 2.3 the following results concerning the approximation of the density pt(x). We take

δ = (|P|+
√
εM )

1
d+3 , and take N such that VN ≤ |P|+

√
εM .

Then we have

pt(x) =
1

N

N∑
i=1

Eϕδ(XP,M,i
t − x) +O((|P|+

√
εM )

2
d+3 ), (8)

where O(•) is the big O notation (i.e. for a strictly positive function g defined on R+, ∃C > 0, s.t.
|O(g(y))| ≤ Cg(y)). If we take

δ = (|P|+
√
εM )

1
d+5 , and take N such that VN ≤ |P|+

√
εM ,

then we get moreover by Romberg method that

pt(x) =
2

N

N∑
i=1

Eϕδ/√2(XP,M,i
t − x)− 1

N

N∑
i=1

Eϕδ(XP,M,i
t − x) +O((|P|+

√
εM )

4
d+5 ). (9)

It is clear that the approximation scheme based on Romberg method gives a better accuracy: we have the
power 4

d+5 > 2
d+3 . So we are able to simulate the density function of Xt in an explicit way, with error

O((|P|+√εM )
4
d+5 ). We notice however, that the speed of convergence of the error depends on the dimen-

sion d, so it converges slowly when d is large. In Theorem 2.4, we prove an alternative approximation
result. We give up the approximation of the density, and we focus on the approximation in total variation
distance. We take supplementally ∆̃ a d−dimensional standard Gaussian random variable independent of
−→
XP,Mt . For any ε > 0, we take

δ = (|P|+ εM )
1
2 (1−ε′) and take N such that VN ≤ (|P|+ εM )

d+3
2 (1−ε′′),

with ε′ = ε
2−ε and ε′′ = (d+5)ε−2ε2

(d+3)(2−ε) . For every measurable and bounded function f , we prove that

∫
Rd
f(x)pt(x)dx =

1

N

N∑
i=1

Ef(XP,M,i
t + δ∆̃) + ‖f‖∞ ×O((|P|+

√
εM )1−ε). (10)

We notice that the speed of convergence in (10) no longer depends on the dimension d, so it still behaves
well for large dimension. We also stress that the speed of convergence in (10) is the same as in (6) for the
truncated Euler scheme. Moreover, for any ε > 0, we take

δ = (|P|+ εM )
1
4 (1−ε′) and take N such that VN ≤ (|P|+ εM )

d+5
4 (1−ε′′),
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with ε′ = ε2

2−ε and ε′′ = 8ε+(d−3)ε2

(d+5)(2−ε) . Then for every measurable and bounded function f , we get by
Romberg method that∫
Rd
f(x)ρt(dx) =

2

N

N∑
i=1

Ef(XP,M,i
t +

δ√
2

∆̃)− 1

N

N∑
i=1

Ef(XP,M,i
t + +δ∆̃) + ‖f‖∞ ×O((|P|+

√
εM )1−ε).(11)

We remark that (11) is even a better simulation scheme than (10) in the sense that the numbers of particles
N is smaller than the one in (10) and δ is larger than the one in (10).

We give now a general view on the strategy used in the paper. Notice that the Poisson process which
appears in the equation (1) has intensity µ(dz) which is an infinite measure. As we mentioned before,
it is convenient, both from the point of view of Malliavin calculus and for simulation, to introduce an
intermediary equation driven by a Poison point measure with intensity 1{|z|≤M}µ(dz) which is a finite
measure. We denote by XM

t the solution of this equation (which is a truncated version of (1), see (38) for
precise expression). Since XM

t depends only on a finite number of jumps in any compact time interval,
this will be a "simple functional" in the Malliavin calculus with respect to the amplitudes of the jumps. We
also replace the jumps larger then M (which have been canceled) by a Gaussian noise - this is necessary
in order to obtain the non degeneracy for XM

t . Moreover, in order to be able to establish integration
by parts formulas, we assume (see Hypothesis 2.4 b)) that the measure µ is absolutely continuous with
respect to the Lebesgue measure: µ(dz) = h(z)dz, where h is infinitely differentiable and lnh has bounded
derivatives of any order. Using the convergence XM

t → Xt, we are able to prove that Xt is smooth in the
sense of Malliavin calculus for jump processes. We use this calculus in order to prove that the law of Xt is
absolutely continuous with respect to the Lebesgue measure, with smooth density pt(dx).
Moreover, we construct an explicit algorithm which allows us to use Monte Carlo simulation in order

to approximate Xt and pt. To do it, we consider the Euler scheme XPt and the truncated Euler scheme
XP,Mt (see (2) and (5)). Now we focus on three equations with solutions Xt, X

M
t and XP,Mt . There is a

supplementary difficulty which appears here: the Poisson point measures which govern these equations
have an intensity which depends on the law of the solution of each of these equations. It is convenient to
use similar equations driven by the same Poisson point measure. This is obtained by a coupling procedure:
we construct xt, xMt and xP,Mt which have the same law asXt, X

M
t andXP,Mt but are defined on the same

probability space and verify equations driven by the same Poisson point measure (this is done in Section
2.7). This allows us to compare them by using an L1 calculus. This is why all our computations will
concern these last equations.
In [3], one obtains estimates of the Wasserstein distance between these processes. In order to estimate

the total variation distance between them, we will use Malliavin integration by parts techniques (which
are presented in Section 3) together with some results from [7] which allows us to pass from estimates
in Wassestein distance to estimates in total variation distance. Consequently a large part of the technical
effort in the paper will concern estimates of the Malliavin-Sobolev norms of xt, xMt and xP,Mt as well as
the proof of the non-degeneracy of these random variables (see Section 4).
Our paper is organized in the followingway. In Section 2, we state our problems and give the hypotheses.

We define the main equationXt, the Euler schemeXPt , the truncated Euler schemeXP,Mt and the particle
system XP,M,i

t , i = 1, · · · , N . Then we state our main results: Theorem 2.1, 2.2 (see (4) and (6)) and
Theorem 2.3, 2.4 (see (8), (9), (10) and (11)). We also give some typical examples to apply our main
results. At the end of this section, we make a coupling argument to construct xMt , xP,Mt and xt. In Section
3, we give an abstract integration by parts framework (of Malliavin type) and then apply these abstract
results to the solutions of our equations. There are two types of results that we have to prove in order
to make the integration by parts machinery works. First, we prove that the Malliavin-Sobolev norms of
xMt , xP,Mt and xt are bounded, uniformly with respect to P andM (see Lemma 3.7). Moreover we have
to check the non-degeneracy condition for the Malliavin covariance matrix. This is done in Lemma 3.8.
Both these two lemmas are rather technical so we leave the proofs for Section 4. Once these lemmas are
proved, Proposition 3.6.1 allows us to conclude that XP,Mt → Xt in total variation distance. We also
prove that the Euler schemeXPt → Xt in total variation distance in a similar way. Furthermore, we obtain
an algorithm based on the particle system XP,M,i

t , i = 1, · · · , N in order to compute the density function
pt(x) of the law of Xt, and we estimate the error.
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2 Main results

2.1 Basic notations and the main equation
We give a time horizon T > 0 and let 0 < t ≤ T . To begin, we introduce some notations which will

be used through our paper. For a multi-index β, we denote |β| to be the length of β. We denote Clb(Rd)
the space of l−times differential and bounded functions on Rd with bounded derivatives up to order l,
and ‖f‖l,∞ :=

∑
|β|≤l

∥∥∂βf∥∥∞ for a function f ∈ Clb(Rd). We also denote Pl(Rd) the space of all probability

measures on Rd with finite l−moment. For ρ1, ρ2 ∈ P1(Rd), we define the Wasserstein distanceW1 by

W1(ρ1, ρ2) = sup
Lip(f)≤1

∣∣ ∫
Rd
f(x)ρ1(dx)−

∫
Rd
f(x)ρ2(dx)

∣∣, (12)

with Lip(f) := sup
x 6=y

|f(x)−f(y)|
|x−y| the Lipschitz constant of f , and we define the total variation distance dTV

by

dTV (ρ1, ρ2) = sup
‖f‖∞≤1

∣∣ ∫
Rd
f(x)ρ1(dx)−

∫
Rd
f(x)ρ2(dx)

∣∣. (13)

For F,G ∈ L1(Ω), we also denote W1(F,G) = W1(L(F ),L(G)) and dTV (F,G) = dTV (L(F ),L(G)), with
L(F )(respectively L(G)) the law of the random variable F (respectively G). In addition, along the paper,
C will be a constant which may change from a line to another. It may depend on some parameters and
sometimes the dependence is precised in the notation (ex. Cl is a constant depending on l).
In this paper, we consider the d−dimensional stochastic differential equation with jumps

Xt = X0 +

∫ t

0

b(r,Xr, ρr)dr +

∫ t

0

∫
Rd×Rd

c(r, v, z,Xr−, ρr−)Nρr−(dv, dz, dr), (14)

where ρt(dv) = P(Xt ∈ dv) is the law of Xt, Nρt is a Poisson point measure on the state space Rd × Rd

with intensity measure N̂ρt(dv, dz, dr) = ρt(dv)µ(dz)dr, X0 is the initial random variable with law ρ0

independent of the Poisson point measure Nρt , µ is a positive σ-finite measure on Rd, and b : [0, T ]×Rd×
P1(Rd)→ Rd, c : [0, T ]× Rd × Rd × Rd × P1(Rd)→ Rd.
Remark. We remark that wewill assume in the following that ∫Rd sup

r∈[0,T ]

sup
v,x∈Rd

sup
ρ∈P1(Rd)

|c(r, v, z, x, ρ)|µ(dz) <

∞, so we are in the finite variation case. The integral with respect to the Poisson point measure is not
compensated.

2.2 Hypotheses
Here we give our hypotheses.
Hypothesis 2.1 (Regularity) We assume that the function x 7→ b(r, x, ρ) is infinitely differentiable

with bounded derivatives of any orders, and that ρ0 ∈
⋂∞
p=1 Pp(Rd). We also assume that the function

(z, x) 7→ c(r, v, z, x, ρ) is infinitely differentiable and for every multi-indices β1, β2, there exists a non-
negative function c̄ : Rd → R+ depending on β1, β2 such that we have

sup
r∈[0,T ]

sup
v,x∈Rd

sup
ρ∈P1(Rd)

(|c(r, v, z, x, ρ)|+ |∂β2
z ∂β1

x c(r, v, z, x, ρ)|) ≤ c̄(z), ∀z ∈ Rd,

with

∫
Rd
|c̄(z)|pµ(dz) := c̄p <∞, ∀p ≥ 1. (15)

Moreover, there exists a constant Lb > 0 such that for any r1, r2 ∈ [0, T ], v1, v2, x ∈ Rd, z ∈ Rd, ρ1, ρ2 ∈
P1(Rd),

|b(r1, x, ρ1)− b(r2, x, ρ2)| ≤ Lb(|r1 − r2|+W1(ρ1, ρ2)),
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and |c(r1, v1, z, x, ρ1)− c(r2, v2, z, x, ρ2)|
+|∇zc(r1, v1, z, x, ρ1)−∇zc(r2, v2, z, x, ρ2)|+ |∇xc(r1, v1, z, x, ρ1)−∇xc(r2, v2, z, x, ρ2)|
≤ c̄(z)(|r1 − r2|+ |v1 − v2|+W1(ρ1, ρ2)).

Remark. We will use several times the following consequence of (15) and of Burkholder inequality (see for
example the Theorem 2.11 in [34], see also in [35]): Let Φ(r, v, z, ω, ρ) : [0, T ]×Rd×Rd×Ω×P1(Rd)→ R+

and ϕ(r, v, ω, ρ) : [0, T ]× Rd × Ω× P1(Rd)→ R+ be two functions such that

|Φ(r, v, z, ω, ρ)| ≤ |c̄(z)||ϕ(r, v, ω, ρ)|.

Then for any p ≥ 2, ρ ∈ P1(Rd),

E
∣∣∣ ∫ t

0

∫
Rd×Rd

Φ(r, v, z, ω, ρ)Nρ(dv, dz, dr)
∣∣∣p ≤ CE∫ t

0

∫
Rd
|ϕ(r, v, ω, ρ)|pρ(dv)dr, (16)

where C is a constant depending on p, c̄1, c̄2, c̄p and T .
Proof. By compensating Nρ and using Burkholder inequality and (15), we have

E|
∫ t

0

∫
Rd×Rd

Φ(r, v, z, ω, ρ)Nρ(dv, dz, dr)|p

≤ C[E(

∫ t

0

∫
Rd×Rd

|Φ(r, v, z, ω, ρ)|2ρ(dv)µ(dz)dr)
p
2 + E

∫ t

0

∫
Rd×Rd

|Φ(r, v, z, ω, ρ)|pρ(dv)µ(dz)dr

+E|
∫ t

0

∫
Rd×Rd

|Φ(r, v, z, ω, ρ)|ρ(dv)µ(dz)dr|p] (17)

≤ CE
∫ t

0

∫
Rd
|ϕ(r, v, ω, ρ)|pρ(dv)dr.

For the sake of simplicity of notations, in the following, for a constant C, we do not precise the depen-
dence on the regularity constants of the function b and c (such as ‖∇xb‖∞, Lb and c̄p).
Hypothesis 2.2We assume that there exists a non-negative function c̆ : Rd → R+ such that ∫Rd |c̆(z)|pµ(dz) :=

c̆p <∞, ∀p ≥ 1, and∥∥∇xc(r, v, z, x, ρ)(Id +∇xc(r, v, z, x, ρ))−1
∥∥ ≤ c̆(z), ∀r ∈ [0, T ], v, x ∈ Rd, z ∈ Rd, ρ ∈ P1(Rd),

with Id the d−dimensional identity matrix. To avoid overburdening notation, since both hypotheses 2.1
and 2.2 apply, we take c̆(z) = c̄(z) and c̆p = c̄p.
Remark. We need this hypothesis to prove the regularity of the inverse tangent flow (see Section 4.2
(130)).
Hypothesis 2.3 (Ellipticity) There exists a non-negative function c : Rd → R+ such that for every

r ∈ [0, T ], v, x ∈ Rd, z ∈ Rd, ρ ∈ P1(Rd), ζ ∈ Rd, we have
d∑
j=1

〈∂zjc(r, v, z, x, ρ), ζ〉2 ≥ c(z)|ζ|2.

Remark. We notice that together with Hypothesis 2.1, we have c(z) ≤ |c̄(z)|2, ∀z ∈ Rd.
Hypothesis 2.4
We give some supplementary hypotheses concerning the function c and the measure µ.
a) We assume that there exists a θ > 0 such that

limu→+∞
1

lnu
ν{c ≥ 1

u
} := θ > 0, (18)
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with
ν(dz) =

∞∑
k=1

1[k− 3
4 ,k−

1
4 ](|z|)µ(dz).

This means that c could not be too small so that we could have enough noises to deduce the non-degeneracy
of the Malliavin covariance matrix (see Section 4.2 (137)).
Remark. If µ(Rd) <∞, then θ = 0. So (18) implies that µ(Rd) =∞.

b) We assume that µ is absolutely continuous with respect to the Lebesgue measure: µ(dz) = h(z)dz,
where h is infinitely differentiable and lnh has bounded derivatives of any order.
Remark. We need this hypothesis to construct the integration by parts framework for the jump equations.

2.3 The Euler scheme
Now we construct the Euler scheme. For any partition P = {0 = r0 < r1 < · · · < rn−1 < rn = T} of the

interval [0, T ], we define τ(r) = rk when r ∈ [rk, rk+1), and we consider the equation

XPt = X0 +

∫ t

0

b(τ(r), XPτ(r), ρ
P
τ(r))dr

+

∫ t

0

∫
Rd×Rd

c(τ(r), v, z,XPτ(r)−, ρ
P
τ(r)−)NρP

τ(r)−
(dv, dz, dr), (19)

where ρPt is the law ofXPt andNρPt (dv, dz, dr) is a Poisson pointmeasurewith intensitymeasure ρPt (dv)µ(dz)dr,
independent of X0.
In [3](Theorem 3.5, 3.7, 3.8, Proposition 3.9), Alfonsi and Bally have proved that under some suitable

regularity conditions on the coefficients b and c (which are some conditions weaker than the Hypothe-
sis 2.1 in this paper), the strong solution of the equation (14) exists and is unique, and the following
statements are true.
a) There exists a constant C depending on T such that for every 0 < t ≤ T and every partition P of

[0, T ],
W1(XPt , Xt) ≤ C|P|, with |P| := max

k∈{0,··· ,n−1}
(rk+1 − rk). (20)

b) The solution of the following weak equation exists.

∀φ ∈ C1
b (Rd),

∫
Rd
φ(x)ρt(dx) =

∫
Rd
φ(x)ρ0(dx) +

∫ t

0

∫
Rd
〈b(r, x, ρr),∇φ(x)〉ρr(dx)dr

+

∫ t

0

∫
Rd×Rd

ρr(dx)ρr(dv)

∫
Rd

(φ(x+ c(r, v, z, x, ρr))− φ(x))µ(dz)dr. (21)

And the solution of the equation (14) is the probabilistic interpretation of (21) in the sense that ρt = L(Xt)
(the law of Xt) solves (21).
We recall the notation θ inHypothesis 2.4. One aim of this paper is to prove the following error estimate.

Theorem 2.1. Under the Hypothesis 2.1, Hypothesis 2.2, Hypothesis 2.3 and Hypothesis 2.4, we have
a) For any 0 < t ≤ T , when t > 8d(l+d)

θ , the law of Xt has a l−times differentiable density pt:

P(Xt ∈ dx) = ρt(dx) = pt(x)dx, (22)
and the density pt is a function solution of the equation (21).
b) For any ε > 0, there exists a constant C depending on ε, d and T such that for every partition P of [0, T ]

with |P| ≤ 1, when t > 8d
θ ( 8

ε + 1),

dTV (XPt , Xt) ≤ C|P|1−ε. (23)
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Remark. In the case θ =∞, the results in Theorem 2.1 hold for every 0 < t ≤ T .
The proof of this theorem will be given in Section 3.3. The main methods we will use in the proofs are

the Malliavin calculus techniques introduced in [7]. We will discuss them in Section 3.

2.4 The truncated Euler scheme
Since we have µ(Rd) = ∞ (which is a consequence of (18)), we have infinitely many jumps. We use a

truncation argument in order to have finite numbers of jumps and obtain a representation by means of a
compound Poisson process. This is necessary in order to obtain a scheme which may be simulated. For
M ∈ N, we denote BM = {z ∈ Rd : |z| ≤M}, cM (r, v, z, x, ρ) := c(r, v, z, x, ρ)1BM (z), and

aMT :=

√
T

∫
{|z|>M}

c(z)µ(dz). (24)

This is a deterministic sequence such that aMT → 0 as M → ∞. We also denote ∆ = (∆1, · · · ,∆d) to be
a d−dimensional standard Gaussian random variable independent of X0 and Nρ. Now we cancel the "big
jumps" (the jumps of size |z| > M) and replace them by a Gaussian random variable aMt ∆.

XP,Mt = X0 + aMT ∆ +

∫ t

0

b(τ(r), XP,Mτ(r) , ρ
P,M
τ(r) )dr

+

∫ t

0

∫
Rd×Rd

cM (τ(r), v, z,XP,Mτ(r)−, ρ
P,M
τ(r)−)NρP,M

τ(r)−
(dv, dz, dr), (25)

where ρP,Mt is the law of XP,Mt , and NρP,Mt
(dv, dz, dr) is a Poisson point measure with intensity measure

ρP,Mt (dv)µ(dz)dr, independent of X0 and of ∆. We remark that ∆ is necessary in order to obtain the
non-degeneracy of the Malliavin covariance matrix, which will be discussed in detail in Section 4.2.
The advantage of considering XP,Mt is that we may represent it by means of compound Poisson pro-

cesses. For k ∈ N, we denote I1 = B1, Ik = Bk\Bk−1 for k ≥ 2 and take (Jkt )t∈[0,T ] a Poisson process of
intensity µ(Ik). We denote by (T ki )i∈N the jump times of (Jkt )t∈[0,T ] and we consider some sequences
of independent random variables Zki ∼ 1Ik(z)µ(dz)

µ(Ik) , and V P,Mk,i ∼ ρP,M
τ(Tki )−(dv), k, i ∈ N. Moreover,

((Jkt )t∈[0,T ]
k∈N

, (Zki )k,i∈N, (V P,Mk,i )k,i∈N, X0,∆) are taken to be independent. Then in order to do the sim-
ulation, we represent the jump’s parts of the equation (25) by compound Poisson processes:

XP,Mt = X0 + aMT ∆ +

∫ t

0

b(τ(r), XP,Mτ(r) , ρ
P,M
τ(r) )dr +

M∑
k=1

Jkt∑
i=1

c(τ(T ki ), V P,Mk,i , Zki , X
P,M
τ(Tki )−, ρ

P,M
τ(Tki )−).

(26)

Notice that the solution of the equation (26) may be constructed in an explicit way (except for ρP,Mτ(r) and
ρP,M
τ(Tki )− which will be discussed in detail in Section 2.5).
We denote

εM :=

∫
{|z|>M}

|c̄(z)|2µ(dz) + |
∫
{|z|>M}

c̄(z)µ(dz)|2, (27)

and recall the notation θ in Hypothesis 2.4. We obtain the following error estimate for XP,Mt .
Theorem 2.2. Under the Hypothesis 2.1, Hypothesis 2.2, Hypothesis 2.3 and Hypothesis 2.4, we have
a) For any 0 < t ≤ T , the law of XP,Mt has a smooth density pP,Mt .
b) For any ε > 0, there exists a constant C depending on ε, d and T such that for every partition P of [0, T ]

with |P| ≤ 1, everyM ∈ N with εM ≤ 1 and |c̄(z)|21{|z|>M} ≤ 1, when t > 8d
θ ( 8

ε + 1),

dTV (XP,Mt , Xt) ≤ C(
√
εM + |P|)1−ε. (28)
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Remark. In the case θ =∞, the results in Theorem 2.2 hold for every 0 < t ≤ T .
The proof of this theorem will be given in Section 3.3 by using some Malliavin integration by parts

techniques.

2.5 The particle system
We notice that we still cannot compute ρP,Mτ(r) and ρP,M

τ(Tki )− directly in (26), so we construct the par-
ticle system as follows in order to obtain an explicit scheme of simulation. For a random vector X =
(X1, · · · , XN ), Xi ∈ Rd, i = 1, · · · , N with a fixed dimension N , we associate the (random) empirical
measure

ρ̂(X)(dv) =
1

N

N∑
i=1

δXi(dv), (29)

where δx(dv) is the Dirac measure. Now we consider an initial vector (X1
0 , · · · , XN

0 ) with components
which are independent and identically distributed with common law ρ0 (we recall that ρ0 is the law of X0

in (14)), and we consider (∆1, · · · ,∆N ) which is aN×d−dimensional standard Gaussian random variable
independent of (X1

0 , · · · , XN
0 ). Then we construct the particle system −→XP,Mt = (XP,M,1

t , · · · , XP,M,N
t ):

XP,M,i
t = Xi

0 + aMT ∆i +

∫ t

0

b(τ(r), XP,M,i
τ(r) , ρ̂(

−→
XP,Mτ(r) ))dr

+

∫ t

0

∫
Rd×Rd

cM (τ(r), v, z,XP,M,i
τ(r)− , ρ̂(

−→
XP,Mτ(r)−))N i

ρ̂(
−→
XP,M
τ(r)−)

(dv, dz, dr), i = 1, · · · , N, (30)

whereN i

ρ̂(
−→
XP,Mt )

(dv, dz, dr), i = 1, · · · , N are Poisson pointmeasures that are independent each other con-
ditionally to −→XP,Mt and independent of (X1

0 , · · · , XN
0 ,∆

1, · · · ,∆N ) with intensity ρ̂(
−→
XP,Mt )(dv)µ(dz)dr.

We give now the representation of the above equation in terms of compound Poisson processes. This is nec-
essary in order to obtain an explicit simulation algorithm. We recall that we denote I1 = B1, Ik = Bk\Bk−1

for k ≥ 2. Now for i = 1, · · · , N , k ∈ N, we take (Jk,it )t∈[0,T ] a Poisson process of intensity µ(Ik). We de-
note by (T k,il )l∈N the jump times of (Jk,it )t∈[0,T ] and we consider some sequences of independent random
variables Zk,il ∼ 1Ik(z)µ(dz)

µ(Ik) and Uk,il uniformly distributed on {1, · · · , N}, for all i = 1, · · · , N , k, l ∈ N.
Moreover, ((Jk,it ) t∈[0,T ]

i=1,··· ,N, k∈N
, (Zk,il )i=1,··· ,N

k,l∈N
, (Uk,il )i=1,··· ,N

k,l∈N
, (∆1, · · · ,∆N ), (X1

0 , · · · , XN
0 )) are taken to be

independent. Then we represent the jump’s parts of the equation (30) by compound Poisson processes to
give an explicit scheme of simulation.

XP,M,i
t = Xi

0 + aMT ∆i +

∫ t

0

b(τ(r), XP,M,i
τ(r) , ρ̂(

−→
XP,Mτ(r) ))dr

+

M∑
k=1

Jk,it∑
l=1

c(τ(T k,il ), X
P,M,Uk,il
τ(Tk,il )−

, Zk,il , XP,M,i

τ(Tk,il )−
, ρ̂(
−→
XP,M
τ(Tk,il )−

)). (31)

So now the solution of the equation (31) is constructed in an explicit way.
We denote

VN := 1d=1N
− 1

2 + 1d=2N
− 1

2 log(1 +N) + 1d≥3N
− 1
d , (32)

and we consider the d−dimensional regularization kernels

ϕ(x) =
1

(2π)d/2
e−
|x|2

2 , ϕδ(x) =
1

δd
ϕ(
x

δ
), 0 < δ ≤ 1. (33)

We recall the notations εM in (27) and θ in Hypothesis 2.4. In Theorem 2.1, we proved that under
appropriate hypotheses, L(Xt)(dx) = pt(x)dx. We give now some approximation results for pt(x).
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Theorem 2.3. Under the Hypothesis 2.1, Hypothesis 2.2, Hypothesis 2.3 and Hypothesis 2.4, for every
partition P of [0, T ] and everyM ∈ N with |P|+√εM ≤ 1, we have the following:
i) We take

δ = (|P|+
√
εM )

1
d+3 , and take N such that VN ≤ |P|+

√
εM .

When t > 8d
θ (2 + d),

pt(x) =
1

N

N∑
i=1

Eϕδ(XP,M,i
t − x) +O((|P|+

√
εM )

2
d+3 ), (34)

whereO(•) is the bigO notation (i.e. for a strictly positive function g defined on R+, ∃C > 0, s.t. |O(g(y))| ≤
Cg(y)).
ii) (Romberg) We take

δ = (|P|+
√
εM )

1
d+5 , and take N such that VN ≤ |P|+

√
εM .

When t > 8d
θ (4 + d),

pt(x) =
2

N

N∑
i=1

Eϕδ/√2(XP,M,i
t − x)− 1

N

N∑
i=1

Eϕδ(XP,M,i
t − x) +O((|P|+

√
εM )

4
d+5 ). (35)

Theorem 2.4. We suppose Hypothesis 2.1, Hypothesis 2.2, Hypothesis 2.3 and Hypothesis 2.4 hold true.
We take supplementally ∆̃ to be a d−dimensional standard Gaussian random variable independent of

−→
XP,Mt .

Let P be a partition of [0, T ] with |P| ≤ 1, and let M ∈ N with εM ≤ 1 and |c̄(z)|21{|z|>M} ≤ 1. For any
ε > 0, for every measurable and bounded function f , when t > 8d

θ ( 16
ε + 1), we have the followings.

i) We take

δ = (|P|+ εM )
1
2 (1−ε′) and take N such that VN ≤ (|P|+ εM )

d+3
2 (1−ε′′),

with ε′ = ε
2−ε and ε

′′ = (d+5)ε−2ε2

(d+3)(2−ε) . Then∫
Rd
f(x)pt(x)dx =

1

N

N∑
i=1

Ef(XP,M,i
t + δ∆̃) + ‖f‖∞ ×O((|P|+

√
εM )1−ε). (36)

ii) (Romberg) We take

δ = (|P|+ εM )
1
4 (1−ε′) and take N such that VN ≤ (|P|+ εM )

d+5
4 (1−ε′′),

with ε′ = ε2

2−ε and ε′′ = 8ε+(d−3)ε2

(d+5)(2−ε) . Then∫
Rd
f(x)ρt(dx) =

2

N

N∑
i=1

Ef(XP,M,i
t +

δ√
2

∆̃)− 1

N

N∑
i=1

Ef(XP,M,i
t + +δ∆̃) + ‖f‖∞ ×O((|P|+

√
εM )1−ε).(37)

Remark. In the case θ =∞, the results in Theorem 2.3 and Theorem 2.4 hold for every 0 < t ≤ T .
Remark. We remark that we have determined δ,N , and we obtain an explicit formula to simulate the
density function pt(x), which is a function solution of the analytical equation (21). We also give the error
of this simulation scheme explicitly. We notice that (35), the scheme based on Romberg method, gives a
faster speed of convergence than (34): we have the power 4

d+5 >
2
d+3 .

Remark. We mention that we obtain the results of Theorem 2.3 directly without using the previous es-
timates (Theorem 2.2), but the speed of convergence depends on the dimension d. So when d is large,
the speed of convergence is very slow. However for Theorem 2.4, we need to use the previous estimates
Theorem 2.2 to obtain (36). The advantage of considering (36) is that the speed of convergence no longer
depends on the dimension d. So we keep the speed of convergence even for large dimension. Finally, (37)
is a better simulation scheme in the sense that the numbers of particles N we need is smaller than the one
in (36) and δ is larger than the one in (36). We also stress that the speed of convergence in (36) and (37)
is (|P|+√εM )1−ε, the same as in Theorem 2.2 (28) for the truncated Euler scheme.
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The proof of this theorem will be given in Section 3.3 by using Malliavin integration by parts techniques.

2.6 Some examples
We give some typical examples to illustrate our main results.
Example 1We take h = 1 so themeasure µ is the Lebesguemeasure. We consider two types of behaviour

for c.
i) Exponential decay We assume that |c̄(z)|2 = e−a1|z|p and c(z) = e−a2|z|p with some constants 0 <

a1 ≤ a2, p > 0. We only check Hypothesis 2.4 here. We have

ν{c > 1

u
} = ν{|z| < (

lnu

a2
)

1
p } ≥ rd

2
(
ln(u− 1)

a2
)
d
p ,

with rd the volume of the unit ball in Rd, so that

1

lnu
ν{c > 1

u
} ≥ rd

2(a2)
d
p

(ln(u− 1))
d
p

lnu
.

We notice that θ = 0 when p > d; θ = ∞ when 0 < p < d; and θ = rd
2a2

when p = d. Therefore, when
p > d, we can say nothing in Theorem 2.1 and Theorem 2.2; when 0 < p < d, all the results in Theorem
2.1 and Theorem 2.2 are true for every 0 < t ≤ T ; and when p = d, (22) holds true for t > 8d(3l+2)a2

rd
,

(23) and (28) hold true for t > 16da2

rd
( 2
ε + 1).

ii) Polynomial decayWe assume that |c̄(z)|2 = a1

1+|z|p and c(z) = a2

1+|z|p for some constants 0 < a2 ≤ a1

and p > d. Then
ν{c > 1

u
} = ν{|z| < (a2u− 1)

1
p } ≥ rd

2
(a2(u− 1)− 1)

d
p ,

so that
1

lnu
ν{c > 1

u
} ≥ rd

2

(a2(u− 1)− 1)
d
p

lnu
.

We notice that in this case, θ =∞. Thus, all the results in Theorem 2.1 and Theorem 2.2 holds for every
0 < t ≤ T .

Example 2 We consider the (1−dimensional) truncated α−stable process: Xt = X0 +
∫ t

0
σ(Xr−)dUr.

Here (Ut)t≥0 is a (pure jump) Lévy process with intensity measure

µ̃(dz) = 1{|z|≤1}
1

|z|1+α
dz, 0 ≤ α < 1.

We assume that σ ∈ C∞b (R), 0 < σ ≤ σ(x) ≤ σ̄ and −1 < a ≤ σ′(x) ≤ σ̄, ∀x ∈ R, for some universal
constants σ̄, σ, a, where σ′ is the differential of σ in x. Then by a change of variable z 7→ 1

z , we come
back to the setting of this paper with c(r, v, z, x, ρ) = σ(x)× 1

z and µ(dz) = 1{|z|≥1}
1

|z|1−α dz. In this case,
c(z) = σ × 1

|z|4 , then

1

lnu
ν{c > 1

u
} ≥ 1

lnu

∫ (σ(u−1))
1
4

1

1

|z|1−α
dz =

(σ(u− 1))
α
4 − 1

α lnu
,

so that θ =∞. Thus, all the results in Theorem 2.1 and Theorem 2.2 hold for every 0 < t ≤ T .
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2.7 Preliminaries: coupling
Before moving on to the next section, we make some preliminary computations here. For some technical

reasons, besides the truncated Euler scheme (25), we also consider the truncation of the original equation
(14) as follows (with aMT , ∆ and cM defined in Section 2.4).

XM
t = X0 + aMT ∆ +

∫ t

0

b(r,XM
r , ρr)dr

+

∫ t

0

∫
Rd×Rd

cM (r, v, z,XM
r−, ρr−)Nρr−(dv, dz, dr). (38)

We notice that we keep ρr (the law ofXr) instead of taking ρMr (the law ofXM
r ) to simplify the calculation

below, so the equation (38) is just an intermediate equation (which is not used for simulation).
We notice that the jump’s parts of XP,Mt and XM

t solutions of (25), (38) are defined with respect to
different Poisson point measures (on different probability spaces), so it is not possible to estimate the L2

distance between them directly (we need to estimate the L2 distance later in the proof of Lemma 3.9).
To overcome this difficulty, we use similar equations driven by the same Poisson point measure. This is
done by a coupling procedure. In this section, we make a coupling argument to construct xt, xPt and xP,Mt

which have the same law as Xt, X
P
t and XP,Mt but are defined on the same probability space and verify

equations driven by the same Poisson point measure.
We remark that the basic distance which appears in our framework is W1 (see (12)). However for

technical reasons, we need to estimate the distance W2+ε∗ (defined immediately below) for some small
ε∗ > 0. This is because we need L2 estimate in Lemma 3.9 and we have to use the Hölder inequality with
conjugates 1 + ε∗

2 and 2+ε∗
ε∗

. So now we take ε∗ > 0 which is small enough. For ρ1, ρ2 ∈ P2+ε∗(Rd), we
denote the Wasserstein distance of order 2 + ε∗ by

W2+ε∗(ρ1, ρ2) = inf
π∈Π(ρ1,ρ2)

{
(

∫
Rd×Rd

|x− y|2+ε∗π(dx, dy))
1

2+ε∗
}
,

where Π(ρ1, ρ2) is the set of probability measures on Rd × Rd with marginals ρ1 and ρ2. Some basic
properties of Wp, p ≥ 1 can be found in [37] and [51] for example, and we mention that W1(ρ1, ρ2) ≤
W2+ε∗(ρ1, ρ2).
Now we make the optimal coupling in W2+ε∗ distance between XP,Mτ(t)− and Xt−. We recall that ρP,Mτ(t)−

is the law of XP,Mτ(t)− and ρt− is the law of Xt−. For every partition P,M ∈ N and time 0 < t ≤ T , one can
easily check that ρP,Mτ(t)− and ρt− both belong to P2+ε∗(Rd). This is a consequence of Hypothesis 2.1 and
of (16) with

Φ(r, v, z, ω, ρ) = cM (τ(r), v, z,XP,Mτ(r)−, ρ
P,M
τ(r)−)

and with
Φ(r, v, z, ω, ρ) = c(r, v, z,Xr−, ρr−).

Then we take ΠP,Mt (dv1, dv2) to be the optimalW2+ε∗−coupling of ρP,Mτ(t)−(dv1) and ρt−(dv2). So we have

(W2+ε∗(ρ
P,M
τ(t)−, ρt−))2+ε∗ =

∫
Rd×Rd

|v1 − v2|2+ε∗ΠP,Mt (dv1, dv2).

We will need the representation of ΠP,Mt (dv1, dv2) by means of the Lebesgue measure dw on [0, 1]. This
will be done by using the following lemma.
Lemma 2.5. There exists a measurable map Φ : [0, 1) × P1(Rd) → Rd such that for any ρ ∈ P1(Rd), any
bounded and measurable function φ : Rd → R, we have∫ 1

0

φ(Φ(w, ρ))dw =

∫
Rd
φ(x)ρ(dx).

13



This result is stated in [14] and is useful when we estimate the Lp distance. We construct (η1
t (w), η2

t (w))

which represents ΠP,Mt in the sense of Lemma 2.5, this means∫ 1

0

φ(η1
t (w), η2

t (w))dw =

∫
Rd×Rd

φ(v1, v2)ΠP,Mt (dv1, dv2).

In particular, this gives for any measurable and bounded function f : Rd → R,∫ 1

0
f(η1

t (w))dw =
∫
Rd f(v1)ρP,Mτ(t)−(dv1),

∫ 1

0
f(η2

t (w))dw =
∫
Rd f(v2)ρt−(dv2),∫ 1

0
|η1
t (w)− η2

t (w)|2+ε∗dw =
∫
Rd×Rd |v1 − v2|2+ε∗ΠP,Mt (dv1, dv2) = (W2+ε∗(ρ

P,M
τ(t)−, ρt)−))2+ε∗ . (39)

Now we construct a Poisson point measure N (dw, dz, dr) on the state space [0, 1] × Rd with intensity
measure dwµ(dz)dr. Then we consider the equations

xt = X0 +

∫ t

0

b(r, xr, ρr)dr +

∫ t

0

∫
[0,1]×Rd

c(r, η2
r(w), z, xr−, ρr−)N (dw, dz, dr), (40)

xMt = X0 + aMT ∆ +

∫ t

0

b(r, xMr , ρr)dr +

∫ t

0

∫
[0,1]×Rd

cM (r, η2
r(w), z, xMr−, ρr−)N (dw, dz, dr), (41)

xP,Mt = X0 + aMT ∆ +

∫ t

0

b(τ(r), xP,Mτ(r) , ρ
P,M
τ(r) )dr

+

∫ t

0

∫
[0,1]×Rd

cM (τ(r), η1
r(w), z, xP,Mτ(r)−, ρ

P,M
τ(r)−)N (dw, dz, dr). (42)

One can check by Itô formula that xP,Mt has the same law as XP,Mt (solution of (25)), xMt has the same
law as XM

t (solution of (38)) and xt has the same law as Xt (solution of (19)). Then

(W2+ε∗(ρ
P,M
τ(t)−, ρt−))2+ε∗ = (W2+ε∗(L(XP,Mτ(t)−),L(Xt−)))2+ε∗ = (W2+ε∗(L(xP,Mτ(t)−),L(xt−)))2+ε∗

≤ E|xP,Mτ(t)− − xt−|
2+ε∗ . (43)

Remark. We also have the following consequence of Burkholder inequality (as a variant of (16) and (17)):
Let Φ̄(r, w, z, ω, ρ) : [0, T ]×[0, 1]×Rd×Ω×P1(Rd)→ R+ and ϕ̄(r, w, ω, ρ) : [0, T ]×[0, 1]×Ω×P1(Rd)→ R+

be two non-negative functions.
a) Then for any p ≥ 2,

E
∣∣∣ ∫ t

0

∫
[0,1]×Rd

Φ̄(r, w, z, ω, ρ)N (dw, dz, dr)
∣∣∣p

≤ C[E
∫ t

0

∫ 1

0

∫
Rd
|Φ̄(r, w, z, ω, ρ)|pµ(dz)dwdr + E

∫ t

0

∫ 1

0

|
∫
Rd
|Φ̄(r, w, z, ω, ρ)|µ(dz)|pdwdr

+E
∫ t

0

∫ 1

0

|
∫
Rd
|Φ̄(r, w, z, ω, ρ)|2µ(dz)|

p
2 dwdr], (44)

where C is a constant depending on p, T .
b) If we have

|Φ̄(r, w, z, ω, ρ)| ≤ |c̄(z)||ϕ̄(r, w, ω, ρ)|,

then for any p ≥ 2,

E
∣∣∣ ∫ t

0

∫
[0,1]×Rd

Φ̄(r, w, z, ω, ρ)N (dw, dz, dr)
∣∣∣p ≤ CE∫ t

0

∫ 1

0

|ϕ̄(r, w, ω, ρ)|pdwdr. (45)
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Then we obtain the following consequence. We recall by (27) that εM =
∫
{|z|>M} |c̄(z)|

2µ(dz) +

|
∫
{|z|>M} c̄(z)µ(dz)|2).

Lemma 2.6. Assume that the Hypothesis 2.1 holds true. Then there exists a constant C dependent on T and
ε∗, for everyM such that εM ≤ 1 and |c̄(z)|21{|z|>M} ≤ 1, we have

i) E|xMt − xt|2+ε∗ ≤ CεM → 0.

And for every partition P with |P| ≤ 1, we have

ii) E|xP,Mt − xMt |2+ε∗ ≤ C(|P|+ εM ),

iii) E|xP,Mt − xt|2+ε∗ ≤ C(|P|+ εM ),

iv) W2+ε∗(x
P,M
t , xt) ≤ C(|P|+ εM )

1
2+ε∗ .

Proof. We only prove i) and iii), since ii) is a direct consequence of i) and iii), and iv) is an immediate
consequence of iii).
Proof of i): We write E|xMt − xt|2+ε∗ ≤ E0 + E1 + E2, where E0 = |aMT |2+ε∗E|∆|2+ε∗ ≤ CεM , and

E1 = E|
∫ t

0

(b(r, xMr , ρr)− b(r, xr, ρr))dr|2+ε∗ ,

E2 = E|
∫ t

0

∫
[0,1]×Rd

(cM (r, η2
r(w), z, xMr−, ρr−)− c(r, η2

r(w), z, xr−, ρr−))N (dw, dz, dr)|2+ε∗

Firstly, by Hypothesis 2.1,

E1 ≤ C
∫ t

0

E|xMr − xMr |2+ε∗dr. (46)

Then by Hypothesis 2.1, (44) with

Φ̄(r, w, z, ω, ρ) = |cM (r, η2
r(w), z, xr−, ρr−)− c(r, η2

r(w), z, xr−, ρr−)|

and by (45) with

Φ̄(r, w, z, ω, ρ) = |cM (r, η2
r(w), z, xMr−, ρr−)− cM (r, η2

r(w), z, xr−, ρr−)|,

we have

E2 ≤ E|
∫ t

0

∫
[0,1]×Rd

(cM (r, η2
r(w), z, xr−, ρr−)− c(r, η2

r(w), z, xr−, ρr−))N (dw, dz, dr)|2+ε∗

+ E|
∫ t

0

∫
[0,1]×Rd

(cM (r, η2
r(w), z, xMr−, ρr−)− cM (r, η2

r(w), z, xr−, ρr−))N (dw, dz, dr)|2+ε∗

≤ C[

∫
{|z|>M}

|c̄(z)|2+ε∗µ(dz) + |
∫
{|z|>M}

c̄(z)µ(dz)|2+ε∗ + |
∫
{|z|>M}

|c̄(z)|2µ(dz)|
2+ε∗

2

+

∫ t

0

E|xr − xMr |2+ε∗dr]

≤ C[εM +

∫ t

0

E|xr − xMr |2+ε∗dr]. (47)

Combining (46) and (47), we have

E|xMt − xt|2+ε∗ ≤ C[εM +

∫ t

0

E|xMr − xr|2+ε∗dr].
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So we conclude by Gronwall lemma.

Proof of iii) We write E|xP,Mt −xt|2+ε∗ ≤ C[K0 +K1 +K2], withK0 = |aMT |2+ε∗E|∆|2+ε∗ ≤ CεM , and

K1 = E|
∫ t

0

b(τ(r), xP,Mτ(r) , ρ
P,M
τ(r) )− b(r, xr, ρr)dr|2+ε∗ ,

K2 = E|
∫ t

0

∫
[0,1]×Rd

cM (τ(r), η1
r(w), z, xP,Mτ(r)−, ρ

P,M
τ(r)−)− c(r, η2

r(w), z, xr−, ρr−)N (dw, dz, dr)|2+ε∗ .

Using Hypothesis 2.1,

K1 ≤ C[|P|2+ε∗ +

∫ t

0

E|xP,Mτ(r) − xr|
2+ε∗dr +

∫ t

0

(W1(ρP,Mτ(r) , ρr))
2+ε∗dr]

≤ C[|P|2+ε∗ +

∫ t

0

E|xP,Mτ(r) − xr|
2+ε∗dr]. (48)

By Hypothesis 2.1, (45) with
Φ̄(r, w, z, ω, ρ) = |c(τ(r), η1

r(w), z, xP,Mτ(r)−, ρ
P,M
τ(r)−)− c(r, η2

r(w), z, xr−, ρr−)|

and by (44) with
Φ̄(r, w, z, ω, ρ) = |cM (τ(r), η1

r(w), z, xP,Mτ(r)−, ρ
P,M
τ(r)−)− c(τ(r), η1

r(w), z, xP,Mτ(r)−, ρ
P,M
τ(r)−)|,

we have

K2 ≤ C[E|
∫ t

0

∫
[0,1]×Rd

(c(τ(r), η1
r(w), z, xP,Mτ(r)−, ρ

P,M
τ(r)−)− c(r, η2

r(w), z, xr−, ρr−))N (dw, dz, dr)|2+ε∗

+ E|
∫ t

0

∫
[0,1]×Rd

(cM (τ(r), η1
r(w), z, xP,Mτ(r)−, ρ

P,M
τ(r)−)

− c(τ(r), η1
r(w), z, xP,Mτ(r)−, ρ

P,M
τ(r)−))N (dw, dz, dr)|2+ε∗ ]

≤ C[|P|2+ε∗ +

∫ t

0

∫ 1

0

|η1
r(w)− η2

r(w)|2+ε∗dwdr +

∫ t

0

E|xP,Mτ(r) − xr|
2+ε∗dr +

∫ t

0

(W1(ρP,Mτ(r) , ρr))
2+ε∗dr

+

∫
{|z|>M}

|c̄(z)|2+ε∗µ(dz) + |
∫
{|z|>M}

c̄(z)µ(dz)|2+ε∗ + |
∫
{|z|>M}

|c̄(z)|2µ(dz)|
2+ε∗

2 ]

≤ C[|P|2+ε∗ +

∫ t

0

E|xP,Mτ(r) − xr|
2+ε∗dr + εM ], (49)

where the last inequality is obtained by (39), (43), and the fact that W1 distance is upper bounded by
W2+ε∗ distance, and so upper bounded by the L2+ε∗ distance.
We notice that by (45) with

Φ̄(r, w, z, ω, ρ) = cM (τ(r), η1
r(w), z, xP,Mτ(r)−, ρ

P,M
τ(r)−),

we have
E|xP,Mτ(t) − x

P,M
t |2+ε∗ ≤ C|P|. (50)

Combining (48), (49) and (50),

E|xP,Mt − xt|2+ε∗ ≤ C[K0 +K1 +K2] ≤ C[|P|+
∫ t

0

E|xP,Mr − xr|2+ε∗dr + εM ].

So finally, we conclude by Gronwall lemma.
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We remark that wemay represent the jump’s parts of the equations (41) and (42) bymeans of compound
Poisson processes. With all the random variables ((Jkt )t∈[0,T ]

k∈N
, (Zki )k,i∈N,X0,∆) constructed in Section 2.4,

we take moreover (W k
i )k,i∈N a sequence of independent random variables which are uniformly distributed

on [0, 1] and independent of ((Jkt )t∈[0,T ]
k∈N

, (Zki )k,i∈N, X0,∆). Then we have

xMt = X0 + aMT ∆ +

∫ t

0

b(r, xMr , ρr)dr +

M∑
k=1

Jkt∑
i=1

c(T ki , η
2
Tki

(W k
i ), Zki , x

M
Tki −

, ρTki −), (51)

xP,Mt = X0 + aMT ∆ +

∫ t

0

b(τ(r), xP,Mτ(r) , ρ
P,M
τ(r) )dr +

M∑
k=1

Jkt∑
i=1

c(τ(T ki ), η1
Tki

(W k
i ), Zki , x

P,M
τ(Tki )−, ρ

P,M
τ(Tki )−).

(52)

We recall that the laws of xt and Xt coincide, xP,Mt has the same law as XP,Mt , and xMt has the same
law asXM

t . The advantage of considering xt, xMt and xP,Mt is that the jump’s parts of them are all defined
with respect to the same Poisson point measure, which means that we are able to overcome the problems
caused by the "Boltzmann term" (the Poisson point measure depends on the law of the solution). So in
the following, instead of dealing with Xt, XM

t and XP,Mt solutions of (14), (38) and (25), we deal with
xt, xMt and xP,Mt solutions of (40), (51) and (52).

3 Malliavin calculus

3.1 Abstract integration by parts framework
Here we recall the abstract integration by parts framework in [7].
We denote C∞p to be the space of smooth functions which, together with all the derivatives, have poly-

nomial growth. We also denote Cqp to be the space of q−times differentiable functions which, together
with all the derivatives, have polynomial growth.
We consider a probability space (Ω,F ,P), and a subset S ⊂

∞⋂
p=1

Lp(Ω;R) such that for every φ ∈ C∞p (Rd)

and every F ∈ Sd, we have φ(F ) ∈ S. A typical example of S is the space of simple functionals, as in the
standard Malliavin calculus. Another example is the space of "Malliavin smooth functionals".
Given a separable Hilbert spaceH, we assume that we have a derivative operator D : S →

∞⋂
p=1

Lp(Ω;H)

which is a linear application which satisfies
a)

DhF := 〈DF, h〉H ∈ S, for any h ∈ H, (53)

b) Chain Rule: For every φ ∈ C1
p(Rd) and F = (F1, · · · , Fd) ∈ Sd, we have

Dφ(F ) =

d∑
i=1

∂iφ(F )DFi, (54)

SinceDhF ∈ S, wemay define by iteration the derivative operator of higher orderDq : S →
∞⋂
p=1

Lp(Ω;H⊗q)

which verifies 〈DqF,⊗qi=1hi〉H⊗q = DhqDhq−1
· · ·Dh1

F . We also denoteDq
h1,··· ,hqF := 〈DqF,⊗qi=1hi〉H⊗q ,

for any h1, · · · , hq ∈ H. Then, Dq
h1,··· ,hqF = DhqD

q−1
h1,··· ,hq−1

F (q ≥ 2).

17



We notice that since H is separable, there exists a countable orthonormal base (ei)i∈N. We denote

DiF = DeiF = 〈DF, ei〉H.

Then
DF =

∞∑
i=1

DiF × ei and DqF =
∑

i1,··· ,iq

Di1,··· ,iqF ×⊗
q
j=1ej .

For F = (F1, · · · , Fd) ∈ Sd, we associate the Malliavin covariance matrix

σF = (σi,jF )i,j=1,··· ,d, with σi,jF = 〈DFi, DFj〉H. (55)

And we denote

Σp(F ) = E(1/ detσF )p. (56)

We say that F is non-degenerated if Σp(F ) <∞, ∀p ≥ 1.
We also assume that we have an Ornstein-Uhlenbeck (divergence) operator L : S → S which is a linear

operator satisfying
a) Duality: For every F,G ∈ S,

E〈DF,DG〉H = E(FLG) = E(GLF ), (57)

b) Chain Rule: For every φ ∈ C2
p(Rd) and F = (F1, · · · , Fd) ∈ Sd, we have

Lφ(F ) =

d∑
i=1

∂iφ(F )LFi −
d∑
i=1

d∑
j=1

∂i∂jφ(F )〈DFi, DFj〉H.

As an immediate consequence of the duality formula, we know that L : S ⊂ L2(Ω)→ L2(Ω) is closable.
Definition 3.1. If Dq : S ⊂ L2(Ω)→ L2(Ω;H⊗q), ∀q ≥ 1, are closable, then the triplet (S, D, L) is called
an IbP (Integration by Parts) framework.
Now, we introduce the Sobolev norms. For any l ≥ 1, F ∈ S,

|F |1,l =

l∑
q=1

|DqF |H⊗q , |F |l = |F |+ |F |1,l , (58)

We put |F |0 = |F |, |F |l = 0 for l < 0, and |F |1,l = 0 for l ≤ 0. For F = (F1, · · · , Fd) ∈ Sd, we set

|F |1,l =

d∑
i=1

|Fi|1,l , |F |l =

d∑
i=1

|Fi|l ,

Moreover, we associate the following norms. For any l ≥ 0, p ≥ 1,

‖F‖l,p = (E |F |pl )
1/p, ‖F‖p = (E |F |p)1/p,

‖F‖L,l,p = ‖F‖l,p + ‖LF‖l−2,p . (59)

With these notations, we have the following lemma from [8] (lemma 8 and lemma 10), which is a
consequence of the chain rule.
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Lemma 3.1. Let F ∈ Sd. For every l ∈ N, if φ : Rd → R is a Cl(Rd) function (l−times differentiable
function), then there is a constant Cl dependent on l such that

a) |φ(F )|1,l ≤ |∇φ(F )||F |1,l + Cl sup
2≤|β|≤l

|∂βφ(F )||F |l1,l−1.

If φ ∈ Cl+2(Rd), then

b) |Lφ(F )|l ≤ |∇φ(F )||LF |l + Cl sup
2≤|β|≤l+2

|∂βφ(F )|(1 + |F |l+2
l+1)(1 + |LF |l−1).

For l = 0, we have
c) |Lφ(F )| ≤ |∇φ(F )||LF |+ sup

|β|=2

|∂βφ(F )||F |21,1.

We denote by Dl,p the closure of S with respect to the norm ‖◦‖L,l,p :

Dl,p = S‖◦‖L,l,p , (60)

and
D∞ =

∞⋂
l=1

∞⋂
p=1

Dl,p, Hl = Dl,2. (61)

For an IbP framework (S, D, L), we now extend the operators from S to D∞. For F ∈ D∞, p ≥ 2, there
exists a sequence Fn ∈ S such that ‖F − Fn‖p → 0, ‖Fm − Fn‖q,p → 0 and ‖LFm − LFn‖q−2,p → 0. Since
Dq and L are closable, we can define

DqF = lim
n→∞

DqFn in Lp(Ω;H⊗q), LF = lim
n→∞

LFn in Lp(Ω). (62)

We still associate the same norms and covariance matrix introduced above for F ∈ D∞.
Lemma 3.2. The triplet (D∞, D, L) is an IbP framework.

Proof. The proof is standard and we refer to the lemma 3.1 in [10] for details.
The following lemma is useful in order to control the Sobolev norms and covariance matrices when

passing to the limit.
Lemma 3.3. (A) We fix p ≥ 2, l ≥ 2. Let F ∈ L1(Ω) and let Fn ∈ Sd, n ∈ N such that

i) E |Fn − F | → 0,

ii) sup
n
‖Fn‖L,l,p ≤ Kl,p <∞.

Then for every 1 ≤ p̄ < p, we have F ∈ Ddl,p̄ and ‖F‖L,l,p̄ ≤ Kl,p̄ . Moreover, there exists a convex combination

Gn =

mn∑
i=n

γni × Fi ∈ Sd,

with γni ≥ 0, i = n, ....,mn and
mn∑
i=n

γni = 1, such that

‖Gn − F‖L,l,2 → 0.

(B) For F ∈ Dd∞, we denote
λ(F ) = inf

|ζ|=1
〈σF ζ, ζ〉

the lowest eigenvalue of the covariance matrix σF . We consider some F and Fn which verify i), ii) in (A). We
also suppose that

iii) (DFn)n∈N is a Cauchy sequence in L2(Ω;H),
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and for every p ≥ 1,

iv) sup
n

E(λ(Fn))−p ≤ Qp <∞. (63)

Then we have
E(λ(F ))−p ≤ Qp <∞, ∀p ≥ 1.

(C) We suppose that we have (F, F̄ ) and (Fn, F̄n) which verify the hypotheses of (A). If we also have

v) sup
n
‖DFn −DF̄n‖L2(Ω;H) ≤ ε̄, (64)

then
‖DF −DF̄‖L2(Ω;H) ≤ ε̄.

Proof. Proof of (A) For the sake of the simplicity of notations, we only prove for the one dimensional case.
The Hilbert space Hl = Dl,2 equipped with the scalar product

〈U, V 〉L,l,2 :=

l∑
q=1

E〈DqU,DqV 〉H⊗q + E(UV )

+

l−2∑
q=1

E〈DqLU,DqLV 〉H⊗q + E(LU × LV )

is the space of the functionals which are l−times differentiable in L2 sense. By ii), for p ≥ 2, ‖Fn‖L,l,2 ≤
‖Fn‖L,l,p ≤ Kl,p. Then, applying Banach Alaoglu theorem, there exists G ∈ Hl and a subsequence (we
still denote it by n), such that Fn → G weakly in the Hilbert space Hl. This means that for every Q ∈ Hl,
〈Fn, Q〉L,l,2 → 〈G,Q〉L,l,2. Therefore, by Mazur theorem, we can construct some convex combination

Gn =

mn∑
i=n

γni × Fi ∈ S

with γni ≥ 0, i = n, ....,mn and
mn∑
i=n

γni = 1, such that

‖Gn −G‖L,l,2 → 0.

In particular we have
E |Gn −G| ≤ ‖Gn −G‖L,l,2 → 0.

Also, we notice that by i),
E |Gn − F | ≤

mn∑
i=n

γni × E |Fi − F | → 0.

So we conclude that F = G ∈ Hl. Thus, we have

E(|Gn − F |2l ) + E(|LGn − LF |2l−2) ≤ ‖Gn − F‖2L,l,2 → 0.

By passing to a subsequence, we have |Gn − F |l + |LGn − LF |l−2 → 0 almost surely. Now, for every
p̄ ∈ [1, p), we denote Yn := |Gn|p̄l + |LGn|p̄l−2 and Y := |F |p̄l + |LF |p̄l−2. Then, Yn → Y almost surely, and
for any q̃ ∈ [p̄, p],

E|Gn|q̃l + E|LGn|q̃l−2 ≤ ‖Gn‖q̃L,l,q̃ =

∥∥∥∥∥
mn∑
i=n

λni × Fi

∥∥∥∥∥
q̃

L,l,q̃

≤ (

mn∑
i=n

λni × ‖Fi‖L,l,q̃)
q̃

≤ (sup
i
‖Fi‖L,l,q̃ ×

mn∑
i=n

λni )q̃ = sup
i
‖Fi‖q̃L,l,q̃ ≤ K

q̃
l,q̃.
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So (Yn)n∈N is uniformly integrable, and we have

‖F‖p̄L,l,p̄ = E(|F |p̄l ) + E(|LF |p̄l−2) = E(Y ) = lim
n→∞

E(Yn) ≤ K p̄
l,p̄,

Proof of (B) We consider for a moment some general F,G ∈ Dd∞. Notice that

〈σ(F )ζ, ζ〉 = |〈DF, ζ〉|2H,

so
λ(F ) = inf

|ζ|=1
|〈DF, ζ〉|2H.

Now we check that

|
√
λ(F )−

√
λ(G)| ≤ |D(F −G)|H. (65)

Indeed, |〈DF, ζ〉|H ≤ |〈DG, ζ〉|H + |D(F − G)|H|ζ|, so that by taking the infimum, we get
√
λ(F ) ≤√

λ(G) + |D(F − G)|H. And in a similar way, we have the inverse inequality, so (65) is proved. We now
come back to our framework. Recalling that Gn =

mn∑
i=n

γni × Fi, we observe that

‖DGn −DFn‖L2(Ω;H) ≤
mn∑
i=n

γni ‖DFi −DFn‖L2(Ω;H) → 0.

Here we use the fact that (DFn)n∈N is a Cauchy sequence in L2(Ω;H). Meanwhile, we know from (A)
that

‖DGn −DF‖L2(Ω;H) → 0.

So we conclude that ‖DF − DFn‖L2(Ω;H) → 0. Thus, by (65), E|
√
λ(F ) −

√
λ(Fn)| → 0. This gives

that there exists a subsequence (also denote by n) such that
√
λ(Fn) converges to

√
λ(F ) almost surely,

and consequently |λ(Fn)|−p converges to |λ(F )|−p almost surely. Since we have (63), (|λ(Fn)|−p)n∈N is
uniformly integrable. It follows that

E(|λ(F )|−p) = lim
n→∞

E(|λ(Fn)|−p) ≤ Qp.

Proof of (C) Since the couples (F, F̄ ) and (Fn, F̄n) verify the hypotheses of (A), we know by the results
of (A) that we may find a convex combination such that

limn→∞‖
mn∑
i=n

γni (DFi, DF̄i)− (DF,DF̄ )‖L2(Ω;H) = 0.

Then it follows by (64) that

‖DF −DF̄‖L2(Ω;H) ≤ limn→∞‖
mn∑
i=n

γni (DFi −DF̄i)‖L2(Ω;H)

≤ limn→∞

mn∑
i=n

γni ‖DFi −DF̄i‖L2(Ω;H)

≤ ε̄.
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3.1.1 Main consequences

We will use the abstract framework presented above for the IbP framework (Dd∞, D, L), with D and L
defined in (62). We recall the notations ‖F‖L,l,p in (59), Σp(F ) in (56) and σF in (55). For any η > 0,
we take Υη(x) : (0,∞)→ R to be a smooth function such that

1[ η2 ,∞) ≤ Υη ≤ 1[η,∞).

We remark that σF is invertible on the set {Υη(detσF ) > 0}. We first establish an integration by parts
formula.
Lemma 3.4. (A) Let F = (F1, · · · , Fd) ∈ Dd∞. We suppose that the Malliavin covariance matrix σF is
invertible. We denote

ΓF = (Γj,iF )j,i=1,··· ,d = σ−1
F .

We also assume that detσF is almost surely invertible and (detσF )−1 ∈ D∞. Then for every f ∈ C1
p(Rd) and

G ∈ D∞,
E(∂if(F )G) = E(f(F )Hi(F,G)),

with

Hi(F,G) =

d∑
j=1

G(Γj,iF LFj − 〈DΓj,iF , DFj〉H)−
d∑
j=1

Γj,iF 〈DG,DFj〉H.

Moreover, iterating this relation, for every multi-index β and every f ∈ C |β|p (Rd), we get

E(∂βf(F )G) = E(f(F )Hβ(F,G)), (66)

where Hβ(F,G) is obtained by iterations: for β = (β1, · · · , βm) ∈ {1, · · · , d}m and β̄ = (β1, · · · βm−1), we
define Hβ(F,G) = Hβm(F,Hβ̄(f,G)).
(B) Let F = (F1, · · · , Fd) ∈ Dd∞. For any j, i = 1, · · · , d we define

Γj,iF,η = (σ−1
F )j,iΥη(detσF ).

Then for every f ∈ C1
p(Rd) and G ∈ D∞,

E(∂if(F )GΥη(detσF )) = E(f(F )Hη,i(F,G)),

with

Hη,i(F,G) =

d∑
j=1

G(Γj,iF LFj − 〈DΓj,iF,η, DFj〉H)−
d∑
j=1

Γj,iF,η〈DG,DFj〉H.

Moreover, iterating this relation, for every multi-index β and every f ∈ C |β|p (Rd), we get

E(∂βf(F )GΥη(detσF )) = E(f(F )Hη,β(F,G)), (67)

where Hη,β(F,G) is obtained by iterations: for β = (β1, · · · , βm) ∈ {1, · · · , d}m and β̄ = (β1, · · · βm−1), we
define Hη,β(F,G) = Hη,βm(F,Hη,β̄(f,G)).

Remark. In (A), we assume the non-degeneracy condition for F , so we have the standard integration by
parts formula. However in (B), we do not assume any non-degeneracy condition of F , and we obtain a
localized form of integration by parts formula.
Proof. The proof of this lemma is standard, and we refer to [7].
As a consequence of the integration by parts formula, we obtain the following proposition based on

some estimations of the weights E|Hβ(F, 1)| and E|Hη,β(F, 1)|.
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Proposition 3.4.1. Let F = (F1, · · · , Fd) ∈ Dd∞. We fix q ∈ N.
(A) Suppose that there exists a constant Cq (dependent on q) such that ‖F‖L,q+2,8dq + Σ4q(F ) ≤ Cq. Then

for any multi-index β with |β| = q and any function f ∈ Cqb (Rd),

(Bq) |E(∂βf(F ))| ≤ Cq‖f‖∞, ∀|β| = q.

(B) Suppose that there exists a constant C ′q (dependent on q) such that ‖F‖L,q+2,(4d+1)q ≤ C ′q. Then for
any η > 0, any multi-index β with |β| = q and any function f ∈ Cqb (Rd),

(B′q) |E(∂βf(F )Υη(detσF ))| ≤ C ′q‖f‖∞ ×
1

η2q
, ∀|β| = q.

Remark. In (A), we assume the non-degeneracy condition for F , so we can control the weight Hβ in the
standard integration by parts formula (66). In (B), we no longer suppose non-degeneracy condition for
F , so we apply (67) and obtain a localized form of estimate.
As an immediate application of Proposition 3.4.1, we have the regularity of the density.

Corollary 3.4.1. We fix p ∈ N. Let F = (F1, · · · , Fd) ∈ Dd∞. We assume that ‖F‖L,p+d+2,8d(p+d) +
Σ4(p+d)(F ) ≤ ∞. Then, the law of random variable F is absolutely continuous with respect to the Lebesgue
measure and has a density pF (x) which is p−times differentiable. And one has

pF (x) = E(∂β
d∏
j=1

1[0,∞)(Fj − xj)), β = (1, · · · , d), (68)

with x = (x1, · · · , xd) ∈ Rd.

Proof. Proposition 3.4.1 is proved in [7] and Corollary 3.4.1 follows by standard regularization argu-
ments.
We consider the d−dimensional regularization kernels

ϕ(x) =
1

(2π)d/2
e−
|x|2

2 , ϕδ(x) =
1

δd
ϕ(
x

δ
), 0 < δ ≤ 1,

and we denote
fδ(x) = f ∗ ϕδ(x) =

∫
Rd
f(y)ϕδ(x− y)dy.

Then we have the following regularization lemma.
Lemma 3.5. (A) i) For a multi index β, we suppose that F satisfies (B2+|β|). Then for any function f ∈
C

2+|β|
b (Rd), ∣∣E(∂βf(F ))− E(∂βfδ(F ))

∣∣ ≤ dC2+|β| ‖f‖∞ × δ
2. (69)

ii) (Romberg) For amulti-index β, we suppose thatF satisfies (B4+|β|). Then for any function f ∈ C
4+|β|
b (Rd),∣∣∣E(∂βf(F )) + E(∂βfδ(F ))− 2E(∂βfδ/

√
2(F ))

∣∣∣ ≤ 6d2C4+|β| ‖f‖∞ × δ
4. (70)

(B) iii) We suppose that F satisfies (B′2). We fix ρ > 0 and we take some G ∈ Dd∞ such that for any p ∈ N,
‖F‖1,p + ‖G‖1,p + Σρ(G) < ∞. For any ε0 > 0, we denote q = 2/(1 + ε0). Then there exists a constant C
depending on p, q, ρ and d such that for any η > 0 and δ > 0, for any function f ∈ C2

b (Rd),

|E(f(F ))− E(fδ(F ))| ≤ C ‖f‖∞ × (
δ2

η4
+ (η−1‖DF −DG‖L2(Ω;H))

q + ηρ). (71)

iv) (Romberg) We suppose that F satisfies (B′4). Under the same hypotheses as iii), for any function f ∈
C4
b (Rd), we have∣∣∣E(f(F )) + E(fδ(F ))− 2E(fδ/

√
2(F ))

∣∣∣ ≤ C ‖f‖∞ × (
δ4

η8
+ (η−1‖DF −DG‖L2(Ω;H))

q + ηρ). (72)

23



Remark. We remark that in (A), we assume the non-degeneracy condition for F , and we have the standard
regularization lemma (69). While in (B), we do not assume the non-degeneracy condition for F , but we
need to assume that we have another random variable G which is non-degenerated (such that DG is
close to DF ). Then we obtain a variant form of regularization lemma (71). Moreover, applying Romberg
method, we have (70) and (72). We also remark that the regularization lemma here is slightly different
from the one in [7]. The kernel considered in [7] is the super kernel, but we are not able to simulate the
super kernel. So in our paper, we consider the Gaussian kernel ϕδ which allows us to do the simulation.
Proof. Through all this proof we use the notation g = ∂βf.
Proof of (A) i) : We denote

Rq(δ, x) =
1

q!

∑
|α|=q

∫ 1

0

dλ(1− λ)q
∫
Rd
dyϕδ(y)yα∂αg(x+ λy)

with yα =
∏q
i=1 yαi for α = (α1, ..., αq). Notice that if F satisfies (Bq) then (recall that ∂αg = ∂α∂βf)

|E(Rq(δ, F ))| ≤ Cq+|β| ‖f‖∞
∫
Rd
dyϕδ(y) |y|q = Cq+|β|

∫
Rd
ϕ(y) |y|q dy ‖f‖∞ δq. (73)

We use a development in Taylor series of order two in order to get

∂βf(x)− ∂βfδ(x) =

∫
Rd
dyϕδ(x− y)(∂βf(x)− ∂βf(y))

=

∫
Rd
dyϕδ(x− y)(g(x)− g(y))

= R2(δ, x).

Here we use the fact that ∫Rd yjϕδ(y)dy = 0. This, together with (73) yields (69).

Proof of (A) ii) : Using a development in Taylor series of order 4

∂βf(x)− ∂βfδ(x) =
δ2

2
∇2g(x) +R4(δ, x).

Here we have used the fact that the third moments of the normal distribution are null and ∫Rd y2
jϕδ(y)dy =

δ2.We fix a ∈ (0, 1) and we use the above equality for aδ :

1

a2
∂βf(x)− 1

a2
∂βfaδ(x) =

δ2

2
∇2g(x) +

1

a2
R4(aδ, x).

Subtracting the equality for δ and for aδ, we obtain

(
1

a2
− 1)∂βf(x)− (

1

a2
∂βfaδ(x)− ∂βfδ(x)) =

1

a2
R4(aδ, x)−R4(δ, x).

Taking a = 1/
√

2 we get

∂βf(x) = 2∂βfδ/
√

2(x)− ∂βfδ(x) + 2R4(δ/
√

2, x)−R4(δ, x).

And using (73) we get (70) (we have also used ∫Rd ϕ(y) |y|4 dy ≤ 3d2).

Proof of (B) iii) : We take |β| = 0. Notice that if F satisfies (B′q), then

|E(Rq(δ, F )Υη(detσF ))| ≤ C ′q
‖f‖∞
η2q

∫
Rd
dyϕδ(y) |y|q = C ′q

∫
Rd
ϕ(y) |y|q dy ‖f‖∞

δq

η2q
. (74)
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We use a development in Taylor series of order two in order to get

E(f(F )Υη(detσF ))− E(fδ(F )Υη(detσF )) = E(

∫
Rd
dyϕδ(F − y)(f(F )− f(y))Υη(detσF ))

= E(R2(δ, F )Υη(detσF )).

Here we use the fact that ∫Rd yjϕδ(y)dy = 0. Using (74) for q = 2, we have

|E(R2(δ, F )Υη(detσF ))| ≤ C ′2
∫
Rd
ϕ(y) |y|2 dy ‖f‖∞

δ2

η4
.

So

|E(f(F )Υη(detσF ))− E(fδ(F )Υη(detσF ))| ≤ C ‖f‖∞
δ2

η4
. (75)

On the other hand, we make a small computational trick as follows which is originally from [11] p14. This
trick allows us to obtain a better result. We denote

R =
detσF − detσG

detσG
.

This is well-defined since G is non-degenerated. For an arbitrary η, we write

P(detσF < η) ≤ P(detσF < η, |R| < 1

4
) + P(|R| ≥ 1

4
). (76)

When |R| < 1
4 , |detσF − detσG| < 1

4 detσG. This implies that detσF > 1
2 detσG. Recalling that G is

non-degenerated and using Markov inequality, for every ρ ∈ N, it follows that

P(detσF < η, |R| < 1

4
) ≤ P(detσG < 2η) ≤ 2ρηρE|detσG|−ρ ≤ Cηρ. (77)

For any η > 0, ρ ∈ N, with q = 2/(1 + ε0), we write

P(|R| ≥ 1

4
) = P(|detσF − detσG| ≥

1

4
detσG)

≤ P(detσG ≤ η) + P(|detσF − detσG| >
1

4
η)

≤ C(ηρ + η−qE|detσF − detσG|q)
≤ C(ηρ + (η−1‖DF −DG‖L2(Ω;H))

q), (78)

where in the last two steps, we have used the fact that G is non-degenerated, and ‖F‖1,p + ‖G‖1,p <
∞, ∀p ≥ 1, and Hölder inequality with conjugates 1 + ε0 and 1+ε0

ε0
. Putting together (76), (77) and (78),

we obtain

P(detσF < η) ≤ C(ηρ + (η−1‖DF −DG‖L2(Ω;H))
q). (79)

Then we have

|E((1−Υη(detσF ))f(F ))| ≤ ‖f‖∞P(detσF < η) ≤ C‖f‖∞(ηρ + (η−1‖DF −DG‖L2(Ω;H))
q). (80)

Similarly, we also have

|E((1−Υη(detσF ))fδ(F ))| ≤ C‖f‖∞(ηρ + (η−1‖DF −DG‖L2(Ω;H))
q). (81)

We conclude by combining (75), (80) and (81).
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Proof of (B) iv) : The proof is analogous to the proof of ii). Using a development in Taylor series of
order 4

f(x)− fδ(x) =
δ2

2
∇2f(x) +R4(δ, x).

We use the above equality for δ and δ√
2
, then by subtracting them, we get

f(x) = 2fδ/
√

2(x)− fδ(x) + 2R4(δ/
√

2, x)−R4(δ, x).

So by (74), ∣∣∣E(f(F )Υη(detσF )) + E(fδ(F )Υη(detσF ))− 2E(fδ/
√

2(F )Υη(detσF ))
∣∣∣

≤ 2E(R4(δ/
√

2, x)Υη(detσF ))− E(R4(δ, x)Υη(detσF ))

≤ C‖f‖∞
δ4

η8
. (82)

We conclude together with (80) and (81).

The regularization lemma (Lemma 3.5) implies the following result concerning the approximation of
the density function.
Corollary 3.5.1. i) Suppose that F satisfies (B2+d). Then, for every x,

|pF (x)− E(ϕδ(F − x))| ≤ dC2+d × δ2. (83)
ii) (Romberg) Suppose that F satisfies (B4+d). Then∣∣∣pF (x) + E(ϕδ(F − x))− 2E(ϕδ/

√
2(F − x))

∣∣∣ ≤ 6d2C4+d × δ4. (84)

Proof. We take a multi-index β = (1, · · · , d) and

f(y) =

d∏
j=1

H(yj), (85)

where H(y) = 1[0,∞)(y) is the Heaviside function. So by (68),

pF (x) = E(∂βf(F − x)).

Notice that
∂βfδ(F − x) =

d∏
j=1

H ′δ(Fj − xj)) = ϕδ(F − x),

so that (69) gives
|pF (x)− E(ϕδ(F − x)| =

∣∣E(∂βf(F − x))− E(∂βfδ(F − x))
∣∣

≤ dC2+d × δ2.

In a similar way (70) gives (84).

In the following, we define the distances between random variables F,G : Ω→ Rd:

dr(F,G) = sup{|E(f(F ))− E(f(G))| :
∑
|β|=r

∥∥∂βf∥∥∞ ≤ 1}

For r = 1, this is the Wasserstein distanceW1, while for r = 0, this is the total variation distance dTV .
Using the Malliavin integration by parts formula (Lemma 3.4), one proves in [7] (lemma 3.9) the fol-

lowing results.
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Lemma 3.6. We fix some index l, some r ∈ N and some ε > 0. We define p1 = 2(r( 1
ε − 1) + 2), p2 =

max{4(l + d), 2( r+lε − r + 2)}, q1 ≥ r( 1
ε − 1) + 4, q2 ≥ max{l + d + 2, r+lε − r + 4}. Let F,G ∈ Dd∞. One

may find p ∈ N, C ∈ R+ (depending on r, l and ε) such that

i) dTV (F,G) ≤ C(1 + Σp1
(F ) + Σp1

(G) + ‖F‖L,q1,p + ‖G‖L,q1,p)× dr(F,G)1−ε, (86)

and
ii) ‖pF − pG‖l,∞ ≤ C(1 + Σp2

(F ) + Σp2
(G) + ‖F‖L,q2,p + ‖G‖L,q2,p)× dr(F,G)1−ε, (87)

where pF (x) and pG(x) denote the density functions of F and G respectively.

Remark. We explain about the significance of this lemma. If we have already obtained an estimate of a
"smooth" distance dr between two random vectors F andG but we would like to control the total variation
distance between them, then we employ some integration by parts techniques which are developed in
[BCP] and conclude the following. If both F andG are "smooth" in the sense that ‖F‖L,q,p+‖G‖L,q,p <∞
for sufficiently large q, p; and both F and G are non-degenerated in the sense that Σp(F ) + Σp(G) < ∞,
with p large enough, then (86) asserts that one may control dTV by dr, and the control is quasi optimal:
we loose just a power ε > 0 which we may take as small as we want. And (87) says that we may also
control the distance between the derivatives of density functions by dr.
If we only assume the non-degeneracy condition on F but no non-degeneracy condition for G, then we

have a variant of the previous lemma (see [7] proposition 3.11 and remark 3.14).
Proposition 3.6.1. We fix some r ∈ N and some ε > 0.We define p1 = 2( 8r

ε +2), q1 ≥ 8r
ε +4. Let F,G ∈ Dd∞.

One may find p ∈ N, C ∈ R+ (depending on r and ε) such that

dTV (F,G) ≤ C(1 + Σp1
(F ) + ‖F‖L,q1,p + ‖G‖L,q1,p)× (dr(F,G) + ‖DF −DG‖2L2(Ω;H))

1−ε. (88)

Remark. The result in Proposition 3.6.1 is better than proposition 3.11 and remark 3.14 in [7]. We get
‖DF −DG‖2L2(Ω;H) instead of ‖DF −DG‖L2(Ω;H). This is because rather than the estimate (3.29) with
p′ = 1 in [7], we use a sharper estimate (79) with q = 2

1+ε0
and ε0 = ε

2−2ε . The idea of (79) comes from
the paper [11] p14. We benefit a lot from this improvement in the paper. It guarantees that we are able to
keep the speed of convergence 1− ε (instead of 1

2 − ε) in the final results Theorem 2.1∼2.4.

3.2 Malliavin calculus for the jump equations
In this section, we present the integration by parts framework which will be used when we deal with

the jump equations (51), (52) and (40). There are several approaches given in [13], [26], [32], [33], [41],
[45] and [52] for example. Here we give a framework analogous to [8].
To begin we define a regularization function.

a(y) = 1− 1

1− (4y − 1)2
for y ∈ [ 1

4 ,
1
2 ), (89)

ψ(y) = 1{|y|≤ 1
4}

+ 1{ 1
4<|y|≤

1
2}
ea(|y|). (90)

We notice that ψ ∈ C∞b (R) and that its support is included in [− 1
2 ,

1
2 ]. We denote

Ψk(y) = ψ(|y| − (k − 1
2 )), ∀k ∈ N. (91)

Then for any l ∈ N, there exists a constant Cl such that

sup
k∈N
‖Ψk‖l,∞ ≤ Cl <∞. (92)

We focus on xP,Mt and xMt (solutions of the equations (52) and (51)) which are functions of random
variables T ki ,W k

i , Z
k
i , ∆ andX0 (see Section 2.7). Now we introduce the space of simple functionals S.We
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take G = σ(T ki ,W
k
i , X0 : k, i ∈ N) to be the σ−algebra associated to the noises which will not be involved

in our calculus. In the following, we will do the calculus based on Zki = (Zki,1, · · · , Zki,d), k, i ∈ N and
∆ = (∆1, · · · ,∆d). We denote by CG,p the space of the functions f : Ω × Rm×m′×d+d → R such that for
each ω, the function (z1

1,1, ..., z
m′

m,d, δ1, · · · , δd) 7→ f(ω, z1
1,1, ..., z

m′

m,d, δ1, · · · , δd) belongs toC∞p (Rm×m′×d+d)
(the space of smooth functions which, together with all the derivatives, have polynomial growth), and for
each (z1

1,1, ..., z
m′

m,d, δ1, · · · , δd), the function ω 7→ f(ω, z1
1,1, ..., z

m′

m,d, δ1, · · · , δd) is G-measurable. And we
consider the weights

ξki = Ψk(Zki ).

Then we define the space of simple functionals
S = {F = f(ω, (Zki )1≤k≤m′

1≤i≤m
,∆) : f ∈ CG,p,m,m′ ∈ N}.

Remark. The simple functional F is actually a function of (T ki )k,i∈N, (W
k
i )k,i∈N, (Zki )k,i∈N, ∆ and X0. By

taking m = Jkt and m′ = M , we notice that for any 0 < t ≤ T , xP,Mt and xMt (solutions of the equations
(52) and (51)) both belong to Sd.
On the space S we define the derivative operator DF = (DZF,D∆F ), where

DZ
(k̄,̄i,j̄)F = ξk̄ī

∂f

∂zk̄
ī,j̄

(ω, (Zki )1≤k≤m′
1≤i≤m

,∆), k̄, ī ∈ N, j̄ ∈ {1, · · · , d}, (93)

D∆
j̃
F =

∂f

∂δj̃
(ω, (Zki )1≤k≤m′

1≤i≤m
,∆), j̃ ∈ {1, · · · , d}.

We regardDZF as an element of the Hilbert space l2 (the space of the sequences h = (hk,i,j)k,i∈N,j∈{1,··· ,d}

with |h|2l2 :=
∑∞
k=1

∑∞
i=1

∑d
j=1 |hi,j |2 <∞) and DF as an element of l2 × Rd, so we have

〈DF,DG〉l2×Rd =

d∑
j=1

D∆
j F ×D∆

j G+

∞∑
k=1

∞∑
i=1

d∑
j=1

DZ
(k,i,j)F ×D

Z
(k,i,j)G. (94)

We also denote D1F = DF , and we define the derivatives of order q ∈ N recursively: DqF := DDq−1F.
And we denote DZ,q (respectively D∆,q) as the derivative DZ (respectively D∆) of order q.
We also define the Ornstein-Uhlenbeck operator LF = LZF + L∆F with

LZF = −
m′∑
k=1

m∑
i=1

d∑
j=1

(∂zki,j (ξ
k
i D

Z
(k,i,j)F ) +DZ

(k,i,j)F ×D
Z
(k,i,j) ln[h(Zki )]), (95)

L∆F =

d∑
j=1

D∆
j F ×∆j −

d∑
j=1

D∆
j D

∆
j F.

One can check that the triplet (S, D, L) is consistent with the IbP framework given in Section 3.1. In
particular the duality formula (57) holds true. We refer to [10](Appendix 5.3). We say that F is a "Malliavin
smooth functional" if F ∈ D∞ (with the definition given in (61)).
We will use the IbP framework defined here for xt, xMt and xP,Mt (solutions of equations (40),(41) and

(42)). We recall that they are obtained in Section 2.7 by optimal coupling in W2+ε∗ distance between
XP,Mτ(t)− and Xt−. Here we give two lemmas, concerning the Sobolev norms and the covariance matrices of
xt, xMt and xP,Mt .
Lemma 3.7. Assuming Hypothesis 2.1 and Hypothesis 2.4 b), for all p ≥ 1, l ≥ 0, there exists a constant
Cl,p depending on l, p, d and T , such that for any 0 < t ≤ T ,

i) sup
P

sup
M

(‖xP,Mt ‖L,l,p + ‖xMt ‖L,l,p) ≤ Cl,p.

Moreover, xt belongs to Dd∞ and
ii) ‖xt‖L,l,p ≤ Cl,p.
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Lemma 3.8. Assume that Hypothesis 2.1, 2.2, 2.3 and 2.4 hold true. Then for every p ≥ 1, 0 < t ≤ T such
that t > 2dp

θ (with θ defined in (18)), we have (recalling by (55) that σF denotes the covariance matrix of F )

i) sup
M

E(1/ detσxMt )p ≤ Cp, (96)

ii) E(1/ detσxt)
p ≤ Cp, (97)

with Cp a constant depending on p, d, T .

Remark. In the case θ =∞, the results in Lemma 3.8 hold for every 0 < t ≤ T .
The proofs of these two lemmas are rather technical and are postponed to Section 4.1 and 4.2.
Before we end this section, we establish an auxiliary result. We recall by (27) that εM =

∫
{|z|>M} |c̄(z)|

2µ(dz)+

|
∫
{|z|>M} c̄(z)µ(dz)|2).

Lemma 3.9. We assume that Hypothesis 2.1 and Hypothesis 2.4 b) hold true. Then for any ε∗ > 0,
there exists a constant C dependent on T, d, ε∗ such that for every |P| ≤ 1, every M with εM ≤ 1 and
|c̄(z)|21{|z|>M} ≤ 1,

i) ‖DxP,Mt −DxMt ‖L2(Ω;l2×Rd) ≤ C(εM + |P|)
1

2+ε∗ ,

ii) ‖DxMt −Dxt‖L2(Ω;l2×Rd) ≤ C(εM )
1

2+ε∗ ,

iii) ‖DxP,Mt −Dxt‖L2(Ω;l2×Rd) ≤ C(εM + |P|)
1

2+ε∗ .

The proof is also technical and we put it in the Appendix.

3.3 Proofs of Theorem 2.1∼2.4
Before the proofs of Theorem 2.1∼2.4, we first give the following lemma. We recall XP,Mt in (25) and

Xt in (14).
Lemma 3.10. Assume that the Hypothesis 2.1 holds true. Then there exists a constant C dependent on T
such that for every partition P andM ∈ N we have

W1(XP,Mt , Xt) ≤ C(|P|+
√
εM ).

Proof. We make a coupling argument similar to Section 2.7. We will do optimal coupling between XP,Mτ(t)−

and Xt− in W1 distance. This is the same strategy as the optimal coupling between XP,Mτ(t)− and Xt− in
W2+ε∗ distance in Section 2.7. We take Π̃P,Mt (dv5, dv6) to be the optimalW1−coupling of ρP,Mτ(t)−(dv5) and
ρt−(dv6), that is

W1(ρP,Mτ(t)−, ρt−) =

∫
Rd×Rd

|v5 − v6|Π̃P,Mt (dv5, dv6).

Then we construct (η5
t (w), η6

t (w)) which represents Π̃P,Mt in the sense of Lemma 2.5. So we have∫ 1

0

φ(η5
t (w), η6

t (w))dw =

∫
Rd×Rd

φ(v5, v6)Π̃P,Mt (dv5, dv6).

We consider the equations (with N (dw, dz, dr) the Poisson point measure on the state space [0, 1] × Rd
with intensity measure dwµ(dz)dr defined in Section 2.7):

x̃t = X0 +

∫ t

0

b(r, x̃r, ρr)dr +

∫ t

0

∫
[0,1]×Rd

c(r, η6
r(w), z, x̃r−, ρr−)N (dw, dz, dr), (98)

x̃P,Mt = X0 + aMT ∆ +

∫ t

0

b(τ(r), x̃P,Mτ(r) , ρ
P,M
τ(r) )dr

+

∫ t

0

∫
[0,1]×Rd

cM (τ(r), η5
r(w), z, x̃P,Mτ(r)−, ρ

P,M
τ(r)−)N (dw, dz, dr), (99)
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with ρP,Mt the law of XP,Mt (see (25)) and ρt the law of Xt (see (14)). One can check that x̃t and x̃P,Mt

have the same law as xt and XP,Mt respectively. We remark that x̃t, and x̃P,Mt are different from xt, and
xP,Mt (see (40) and (42)) since we take different couplings and η1

r(w) 6= η5
r(w), η2

r(w) 6= η6
r(w). Then we

have
W1(XP,Mt , Xt) = W1(x̃P,Mt , x̃t) ≤ E|x̃P,Mt − x̃t| ≤ C(|P|+

√
εM ),

where the last inequality is obtained in a standard way (see the proof of Lemma 2.6).

Proofs of Theorem 2.1 and Theorem 2.2:

Proof. We first prove (28). We recall that by the discussion in Section 2.7, xP,Mt has the same law asXP,Mt

and xt has the same law as Xt. Thanks to Lemma 3.7 and Lemma 3.8, using Proposition 3.6.1, for any
partition P of the interval [0, T ] with |P| ≤ 1, every M ∈ N with εM ≤ 1 and |c̄(z)|21{|z|>M} ≤ 1, for
ε > 0, when t > 8d

θ ( 4
ε + 1) (with θ defined in (18)),

dTV (XP,Mt , Xt) = dTV (xP,Mt , xt)

≤ C[W1(xP,Mt , xt) + ‖DxP,Mt −Dxt‖2L2(Ω;l2×Rd)]
1−ε.

For any ε̄ > 0, we take ε, ε∗ > 0 such that ε∗ = ε̄
1−ε̄ and ε = ε̄

2 . So 2
2+ε∗

(1− ε) = 1− ε̄. Then by Lemma
3.9 and Lemma 3.10, when t > 8d

θ ( 8
ε̄ + 1), we have

dTV (XP,Mt , Xt) = C[W1(XP,Mt , Xt) + ‖DxP,Mt −Dxt‖2L2(Ω;l2×Rd)]
1−ε

≤ C[|P|+
√
εM + (εM + |P|)

2
2+ε∗ ]1−ε

≤ C[
√
εM + |P|]1−ε̄ → 0,

with C a constant depending on ε̄, d and T . So (28) is proved.
On the other hand, by Lemma 3.8 and Corollary 3.4.1, when t > 8d(l+d)

θ , the law of Xt has a l−times
differentiable density pt and the density pt is a function solution of the equation (21). So (22) is proved.
We notice that (S, D∆, L∆) is also an IbP framework. If we only make Malliavin integration by parts on the
Gaussian random variable ∆, then standard arguments give that the law of XP,Mt has a smooth density
pP,Mt .

Now only (23) is left to be proved. The proof is analogous to the proof of (28). The main strategy is
as follows (this is similar to Section 2.7 and Section 3.2). We define an intermediate equation X̄P,Mt (see
(100) in the following). There is a difficulty appears here: the equations (14) and (19); (38) and (100) are
defined with respect to different Poisson point measures (on different probability spaces). To overcome
this difficulty, it is convenient to use similar equations driven by the same Poisson point measure. We
make a coupling argument to construct x̄Mt , x̄Pt , x̄P,Mt and x̄t (see (103), (102), (104) and (101) below)
which have the same law as XM

t , XPt , X̄P,Mt and Xt (see (38), (19), (100) and (14)) respectively but are
defined on the same probability space and verify equations driven by the same Poisson point measure. So
to estimate the total variation distance betweenXPt andXt, it is equivalent to estimate the total variation
distance between x̄Pt and x̄t. We will see that x̄Mt and x̄P,Mt are simple functionals (belong to Sd) in the
sense of Section 3.2. We prove below in Lemma 3.12 that theMalliavin-Sobolev norms of x̄Mt and x̄P,Mt are
bounded (uniformly inM,P) and that the Malliavin covariance matrix of x̄Mt is non-degenerate (uniformly
inM). Passing to the limitM →∞, we give below in Lemma 3.11 that x̄P,Mt → x̄Pt and x̄Mt → x̄t in L1

distance. Then by using Lemma 3.3, x̄t and x̄Pt are "Malliavin smooth functionals" (belong to Dd∞), and
we prove below in Lemma 3.13 that the Malliavin-Sobolev norms of x̄t and x̄Pt are bounded (uniformly
in P) and that the Malliavin covariance matrix of x̄t is non-degenerate. So applying Proposition 3.6.1,
the Euler scheme XPt converges to Xt in total variation distance.
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Now we give the proof of (23). We first introduce an intermediate equation.

X̄P,Mt = X0 + aMT ∆ +

∫ t

0

b(τ(r), X̄P,Mτ(r) , ρ
P
τ(r))dr

+

∫ t

0

∫
Rd×Rd

cM (τ(r), v, z, X̄P,Mτ(r)−, ρ
P
τ(r)−)NρP

τ(r)−
(dv, dz, dr). (100)

We notice that we take ρPτ(r) (the law of XPτ(r)) instead of ρP,Mτ(r) (the law of XP,Mτ(r) ) in the above equation,
so (100) a variant of (25).
Now we make a coupling argument similar to Section 2.7. We will do optimal coupling between XPτ(t)−

and Xt− inW2+ε∗ distance. This is the same strategy as the optimal coupling between XP,Mτ(t)− and Xt− in
W2+ε∗ distance in Section 2.7. For a small ε∗ > 0, we take ΠPt (dv3, dv4) to be the optimalW2+ε∗−coupling
of ρPτ(t)−(dv3) and ρt−(dv4), that is

(W2+ε∗(ρ
P
τ(t)−, ρt−))2+ε∗ =

∫
Rd×Rd

|v3 − v4|2+ε∗ΠPt (dv3, dv4).

Then we construct (η3
t (w), η4

t (w)) which represents ΠPt in the sense of Lemma 2.5. So we have∫ 1

0

φ(η3
t (w), η4

t (w))dw =

∫
Rd×Rd

φ(v3, v4)ΠPt (dv3, dv4).

We consider some auxiliary equations (with N (dw, dz, dr) the Poisson point measure on the state space
[0, 1]× Rd with intensity measure dwµ(dz)dr defined in Section 2.7):

x̄t = X0 +

∫ t

0

b(r, x̄r, ρr)dr +

∫ t

0

∫
[0,1]×Rd

c(r, η4
r(w), z, x̄r−, ρr−)N (dw, dz, dr), (101)

x̄Pt = X0 +

∫ t

0

b(τ(r), x̄Pτ(r), ρ
P
τ(r))dr

+

∫ t

0

∫
[0,1]×Rd

c(τ(r), η3
r(w), z, x̄Pτ(r)−, ρ

P
τ(r)−)N (dw, dz, dr). (102)

x̄Mt = X0 + aMT ∆ +

∫ t

0

b(r, x̄Mr , ρr)dr +

∫ t

0

∫
[0,1]×Rd

cM (r, η4
r(w), z, x̄Mr−, ρr−)N (dw, dz, dr),(103)

x̄P,Mt = X0 + aMT ∆ +

∫ t

0

b(τ(r), x̄P,Mτ(r) , ρ
P
τ(r))dr

+

∫ t

0

∫
[0,1]×Rd

cM (τ(r), η3
r(w), z, x̄P,Mτ(r)−, ρ

P
τ(r)−)N (dw, dz, dr). (104)

One can check that x̄t, x̄Pt , x̄Mt , and x̄P,Mt have the same law as Xt, XPt , XM
t , and X̄P,Mt (solutions of the

equations (14), (19), (38) and (100)) respectively. We stress that x̄t, x̄Mt , and x̄P,Mt are different from xt,
xMt , and xP,Mt (see (40), (41) and (42)). This is because we take different couplings so η1

r(w) 6= η3
r(w)

and η2
r(w) 6= η4

r(w). We also remark that we take ρr instead of ρMr in (103) and take ρPt instead of ρP,Mt

in (104), so that we can obtain the following lemma.
Lemma 3.11. Assume that the Hypothesis 2.1 holds true. Then

i) sup
P

E|x̄P,Mt − x̄Pt | → 0,

ii) E|x̄Mt − x̄t| → 0,

asM →∞.
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Proof. These results are obtained in a standard way (see the proof of Lemma 2.6).
We notice that x̄P,Mt and x̄Mt are simple functionals (belong to Sd) in the sense of Section 3.2. Then we

have
Lemma 3.12. Assume that Hypothesis 2.1, 2.2, 2.3 and 2.4 hold true.
a) For any p ≥ 1, l ≥ 0, there exists a constant Cl,p depending on l, p, d and T such that for every 0 < t ≤ T ,

sup
P

sup
M

(‖x̄P,Mt ‖L,l,p + ‖x̄Mt ‖L,l,p) ≤ Cl,p.

b) For any p ≥ 1, 0 < t ≤ T such that t > 2dp
θ , there exists a constant Cp depending on p, d, T such that

sup
M

(E(1/detσx̄Mt )p) ≤ Cp.

c) For any ε∗ > 0, there exists a constant Cp depending on ε∗, d, T such that for every |P| ≤ 1, we have

i) ‖Dx̄P,Mt −Dx̄Mt ‖L2(Ω;l2×Rd) ≤ C|P|
1

2+ε∗ ,

ii) ‖Dx̄Mt −Dx̄t‖L2(Ω;l2×Rd) → 0, asM →∞.

Proof. We get a) by an analogous argument to the proof of Lemma 3.7 i). We have b) in a similar way to
the proof of Lemma 3.8 i). we obtain c) i) and ii) by some analogous arguments to the proofs of Lemma
3.9 i) and ii) respectively.
Then applying Lemma 3.3, by passing to the limitM →∞, we obtain the following consequence.

Lemma 3.13. Assume that Hypothesis 2.1, 2.2, 2.3 and 2.4 hold true.
a) x̄Pt and x̄t both belong to Dd∞. For any p ≥ 1, l ≥ 0, there exists a constant Cl,p depending on l, p, d and

T such that for every 0 < t ≤ T ,

sup
P

(‖x̄Pt ‖L,l,p + ‖x̄t‖L,l,p) ≤ Cl,p.

b) For any p ≥ 1, 0 < t ≤ T such that t > 2dp
θ , there exists a constant Cp depending on p, d, T such that

E(1/detσx̄t)
p ≤ Cp.

c) For any ε∗ > 0, there exists a constant Cp depending on ε∗, d, T such that for every |P| ≤ 1, we have

‖Dx̄Pt −Dx̄t‖L2(Ω;l2×Rd) ≤ C|P|
1

2+ε∗ .

Proof. Proof of a): We apply Lemma 3.3 (A) with FM = (x̄P,Mt , x̄Mt ) and F = (x̄Pt , x̄t). By Lemma 3.11
i), ii) and Lemma 3.12 a), we obtain our results.
Proof of b): We apply Lemma 3.3 (B) with FM = x̄Mt and F = x̄t. By Lemma 3.12 b) and Lemma

3.12 c ii), it follows that E(1/detσx̄t)
p ≤ Cp.

Proof of c): We apply Lemma 3.3 (C) with (F̄M , FM ) = (x̄P,Mt , x̄Mt ) and (F̄ , F ) = (x̄Pt , x̄t). By Lemma
3.12 c) i), we have ‖Dx̄Pt −Dx̄t‖L2(Ω;l2×Rd) ≤ C|P|

1
2+ε∗ .

Finally, we can give the proof of (23). We recall that x̄t and x̄Pt have the same law as Xt and XPt
respectively. For any ε̄ > 0, we take ε, ε∗ > 0 such that ε∗ = ε̄

1−ε̄ and ε = ε̄
2 . So 2

2+ε∗
(1 − ε) = 1 − ε̄.

Thanks to Lemma 3.13 a), b), using Proposition 3.6.1, there exists a constant C dependent on ε̄, d, T
such that for any partition P of the interval [0, T ] with |P| ≤ 1, when t > 8d

θ ( 8
ε̄ + 1), we have

dTV (XPt , Xt) = dTV (x̄Pt , x̄t)

≤ C[W1(x̄Pt , x̄t) + ‖Dx̄Pt −Dx̄t‖2L2(Ω;l2×Rd)]
1−ε

= C[W1(XPt , Xt) + ‖Dx̄Pt −Dx̄t‖2L2(Ω;l2×Rd)]
1−ε

≤ C[|P|+ |P|
2

2+ε∗ ]1−ε

≤ C|P|1−ε̄ → 0,

where the second last inequality is obtained by Lemma 3.13 c) and (20). So (23) is proved.

32



Proofs of Theorem 2.3 and Theorem 2.4:

Proof. Proof of Theorem 2.3 i): We recall in Section 2.7 that xt (solution of (40)) has the same law as
Xt (solution of (14)) and by Theorem 2.1 a), L(xt)(dx) = L(Xt)(dx) = pt(x)dx. When t > 8d

θ (2 + d),
Lemma 3.7 ii) and Lemma 3.8 ii) give that ‖xt‖L,d+4,8d(2+d) +Σ4(2+d)(xt) <∞ (with the notation Σp(F )
given in (56)). Then we apply Corollary 3.5.1 i) and obtain that

|pt(x)− E(ϕδ(Xt − x))| = |pt(x)− E(ϕδ(xt − x))| ≤ Cδ2, (105)
where C is a constant dependent on d.
We recall by (12) the definition of the Wasserstein distance of order 1. Noticing ‖∇ϕδ‖∞ ≤ 1

δd+1 , we
get

|E(ϕδ(Xt − x))− E(ϕδ(X
P,M
t − x))| ≤W1(XP,Mt , Xt)

1

δd+1
.

So together with Lemma 3.10, there exists a constant C dependent on d and T such that

|E(ϕδ(Xt − x))− E(ϕδ(X
P,M
t − x))| ≤ C(|P|+

√
εM )

1

δd+1
. (106)

Finally, applying the estimate (4.6) in Theorem 4.1 of [3] with Xi
n = XP,M,i

t , Θn
s,sn(ρ)(dx) = ρP,Mt (dx)

and f(x) = ϕδ(x), we get

|E(ϕδ(X
P,M
t − x))− 1

N

N∑
i=1

E(ϕδ(X
P,M,i
t − x))| ≤ CVN

1

δd+1
. (107)

Combining (105), (106) and (107),

|pt(x)− 1

N

N∑
i=1

E(ϕδ(X
P,M,i
t − x))| ≤ C[(|P|+

√
εM )

1

δd+1
+ VN

1

δd+1
+ δ2].

Then we optimize over δ and N . We choose

δ = (|P|+
√
εM )

1
d+3

such that
(|P|+

√
εM )

1

δd+1
= δ2.

So
|pt(x)− 1

N

N∑
i=1

E(ϕδ(X
P,M,i
t − x))| ≤ C[(|P|+

√
εM )

2
d+3 + VN (|P|+

√
εM )−

d+1
d+3 ].

And we choose N such that
VN ≤ |P|+

√
εM ,

so
(|P|+

√
εM )

2
d+3 ≥ VN (|P|+

√
εM )−

d+1
d+3 .

Hence, eventually we have (34).

Proof of Theorem 2.3 ii): (35) is obtained in a similar way by using Corollary 3.5.1 ii).

Proof of Theorem 2.4 i): We take f ∈ C∞b (Rd).
Step 1: We recall in Section 2.7 that xP,Mt (solution of (42)) has the same law as XP,Mt (solution of

(25)) and xt (solution of (40)) has the same law as Xt (solution of (14)). We notice by Theorem 2.2 that
for any ε > 0, there exists a constant C dependent on ε, d, T such that when t > 8d

θ ( 8
ε + 1),∣∣∣ ∫

Rd
f(x)ρt(dx)−

∫
Rd
f(x)ρP,Mt (dx)

∣∣∣ ≤ C ‖f‖∞ × (|P|+
√
εM )1−ε, (108)
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with ρt the law of xt (also of Xt) and ρP,Mt the law of xP,Mt (also of XP,Mt ).
Step 2: We apply the regularization lemma Lemma 3.5 (B) iii) with F = xP,Mt and G = xt. For any

ε̄ > 0, we take ε, ε∗, ε0 > 0 such that

ε0 =
ε

2− 2ε
, and ε∗ =

ε̄

1− ε̄
, ε =

ε̄

2
.

So
2

2 + ε∗
(1− ε) = 1− ε̄.

Recalling in Lemma 3.5 (B) iii) that q = 2
1+ε0

= 4(1−ε)
2−ε , we have

∣∣∣ ∫
Rd
f(x)ρP,Mt (dx)−

∫
Rd
fδ(x)ρP,Mt (dx)

∣∣∣ ≤ C ‖f‖∞ × (
δ2

η4
+ η−q(|P|+ εM )

q
2+ε∗ + ηρ). (109)

Here we have used the non-degenerated condition of xt and the fact that the Sobolev norms of xP,Mt and
xt are bounded (uniformly in P,M). We have also taken advantage of Lemma 3.9 iii).
Then we optimize over δ, η and ρ. In order to keep the notations clear, we denote temporary that

E = (|P|+ εM )
2

2+ε∗ .

We take
η = E ε4 and δ =

√
E

such that
δ2

η4
= η−qE

q
2 = E1−ε.

We take moreover
ρ =

4(1− ε)
ε

such that
ηρ = E1−ε.

So (109) becomes∣∣∣ ∫
Rd
f(x)ρP,Mt (dx)−

∫
Rd
fδ(x)ρP,Mt (dx)

∣∣∣ ≤ C ‖f‖∞ × E1−ε = C ‖f‖∞ × (|P|+ εM )1−ε̄, (110)

with C a constant depending on ε̄, d, T and

δ = (|P|+ εM )
1−ε̄
2−ε̄ = (|P|+ εM )

1
2 (1− ε̄

2−ε̄ ). (111)

Step 3: We apply the estimate (4.6) in Theorem 4.1 of [3]. We notice that ‖∇fδ‖∞ ≤ C‖f‖∞ × 1
δd+1 .

Then we obtain ∣∣∣ ∫
Rd
fδ(x)ρP,Mt (dx)− 1

N

N∑
i=1

E(fδ(X
P,M,i
t ))

∣∣∣ ≤ C‖f‖∞VN × 1

δd+1
. (112)

Now we optimize over N . We take N such that

VN ≤ (|P|+ εM )
(1−ε̄)(d+3−ε̄)

2−ε̄ = (|P|+ εM )
d+3

2 (1− (d+5)ε̄−2ε̄2

(2−ε̄)(d+3)
), (113)

so
VN ×

1

δd+1
≤ (|P|+ εM )1−ε̄.
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Then we have∣∣∣ ∫
Rd
fδ(x)ρP,Mt (dx)− 1

N

N∑
i=1

E(fδ(X
P,M,i
t ))

∣∣∣ ≤ C‖f‖∞ × (|P|+ εM )1−ε̄. (114)

Combining (108), (110) and (114), for all f ∈ C∞b (Rd), with δ and N given in (111) and (113), when
t > 8d

θ ( 16
ε̄ + 1), we have
∫
Rd
f(x)ρt(dx) =

1

N

N∑
i=1

E(fδ(X
P,M,i
t )) + ‖f‖∞ ×O((|P|+

√
εM )1−ε̄)

=
1

N

N∑
i=1

E
∫
Rd
f(XP,M,i

t + y)ϕδ(y)dy + ‖f‖∞ ×O((|P|+
√
εM )1−ε̄)

=
1

N

N∑
i=1

Ef(XP,M,i
t + δ∆̃) + ‖f‖∞ ×O((|P|+

√
εM )1−ε̄), (115)

where ∆̃ is a d−dimensional standard Gaussian random variable independent of XP,M,i
t , i = 1, · · · , N ,

and O(•) is the Big O notation.
Since C∞b (Rd) is dense in Cb(Rd), (115) holds for f ∈ Cb(Rd). Finally, by Lusin theorem, (115) also

holds for any measurable and bounded function f .

Proof of Theorem 2.4 ii): (37) is obtained in the same way as Theorem 2.4 i) by using Lemma 3.5
(B) iv) in Step 2.

4 Proofs

4.1 Sobolev norms
In this section, we give the proof of Lemma 3.7. We explain our strategy of the proof. We will first

prove that sup
P

sup
M
‖xP,Mt ‖L,l,p ≤ Cl,p, then by an analogous argument, we also have sup

M
‖xMt ‖L,l,p ≤ Cl,p.

Afterwards, recalling E|xMt − xt| → 0 in Lemma 2.6 i), and applying Lemma 3.3 with FM = xMt and
F = xt, we get that xt belongs to Dd∞ and ‖xt‖L,l,p ≤ Cl,p.
So now we only need to prove the following lemma.

Lemma 4.1. Under the Hypothesis 2.1 and Hypothesis 2.4 b), for all p ≥ 2, l ≥ 0, there exists a constant
Cl,p depending on l, p, d and T , such that

a) sup
P

sup
M

E sup
0<t≤T

|xP,Mt |pl ≤ Cl,p, (116)

and

b) sup
P

sup
M

E sup
0<t≤T

|LxP,Mt |pl ≤ Cl,p. (117)

Before we prove this lemma, we give some pre-estimations concerning the Sobolev norms of Zki .
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Lemma 4.2. Under the Hypothesis 2.1, Hypothesis 2.4 b), for every l ≥ 0, there exists a constant Cl
dependent on l, d such that

i) sup
k,i∈N

|Zki |1,l ≤ Cl, (118)

ii) sup
k,i∈N

|LZki |l ≤ Cl. (119)

Proof. i) We notice by the definition (93) that DZ
(k,i,j)Z

k
i,j = ξki , DZ

(k′,i′,j′)Z
k
i,j = 0, for k′ 6= k, i′ 6= i or

j′ 6= j, D∆Zki = 0. We recall that ξki = Ψk(Zki ) in Section 3.2. We observe that using Lemma 3.1 a), for
any k, i ∈ N we have

|Zki |1,l ≤ |ξki |l−1 = |Ψk(Zki )|l−1 ≤ 1 + Cl(|Zki |1,l−1 + |Zki |l−1
1,l−2).

Since |Zki |1,1 = |ξki | ≤ 1, there is a constant Cl such that |Zki |1,l ≤ Cl.
ii) We notice by the definition (95) that

LZki,j = −∂zki,j (ξ
k
i )2 − ξki DZ

(k,i,j) ln[h(Zki )].

We observe that |ξki | ≤ 1, and we have |∂zki,j (ξ
k
i )2| = 2Ψk(Zki )∂zki,jΨk(Zki ) is bounded by a universal

constant (see (92)). These lead to

|LZki,j |l ≤ Cl(1 + |DZ
(k,i,j) ln[h(Zki )]|l).

We recall by Hypothesis 2.4 b) that h is infinitely differentiable and lnh has bounded derivatives of any
order. Applying Lemma 3.1 a) and using (118),

|DZ
(k,i,j) ln[h(Zki )]|l ≤ | ln[h(Zki )]|l+1

≤ Cl + |∇ lnh(Zki )||Zki |1,l+1 + Cl sup
2≤|β|≤l+1

|∂β lnh(Zki )||Zki |l+1
1,l

≤ Cl.

Then for any k, i ∈ N, we obtain that |LZki |l ≤ Cl.

Now we give the proof of Lemma 4.1.
Proof. Proof of a): We first prove (116). We will prove by recurrence on l. One can easily check by (45)
with

Φ̄(r, w, z, ω, ρ) = cM (τ(r), η1
r(w), z,XP,Mτ(r)−, ρ

P,M
τ(r)−)

and by Hypothesis 2.1 that for l = 0, E sup
0<t≤T

|xP,Mt |p ≤ C0,p. Then we assume that (116) holds for
l − 1 with l ≥ 1 and for every p ≥ 2. We will show that (116) also holds for l and for every p ≥ 2.
We notice by the definitions (93) that D∆

j ∆ = ej , where ej = (0, · · · , 0, 1, 0, · · · , 0) with value 1 at
the j−th component, D∆,q∆ = 0 with q ≥ 2 and DZ∆ = 0. Recalling the equation (52), we write
E sup

0<t≤T
|xP,Mt |p1,l ≤ Cl,p(1 +A1 +A2), with

A1 = E
∫ T

0

|b(τ(r), xP,Mτ(r) , ρ
P,M
τ(r) )|p1,ldr,

A2 = E(

M∑
k=1

JkT∑
i=1

|c(τ(T ki ), η1
Tki

(W k
i ), Zki , x

P,M
τ(Tki )−, ρ

P,M
τ(Tki )−)|1,l)p.
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Using Lemma 3.1 a), Hypothesis 2.1 and the recurrence hypothesis,

A1 ≤ Cl,p[E
∫ T

0

|∇xb(τ(r), xP,Mτ(r) , ρ
P,M
τ(r) )|p|xP,Mτ(r) |

p
1,ldr

+ E
∫ T

0

sup
2≤|β|≤l

|∂βx b(τ(r), xP,Mτ(r) , ρ
P,M
τ(r) )|p|xP,Mτ(r) |

lp
1,l−1dr]

≤ Cl,p[

∫ T

0

E|xP,Mτ(r) |
p
1,ldr +

∫ T

0

E|xP,Mτ(r) |
lp
1,l−1dr]

≤ Cl,p[1 +

∫ T

0

E|xP,Mτ(r) |
p
1,ldr]. (120)

Next, we estimate A2. By Lemma 3.1 a), Hypothesis 2.1 and Lemma 4.2, for any k, i ∈ N,

|c(τ(T ki ), η1
Tki

(W k
i ), Zki , x

P,M
τ(Tki )−, ρ

P,M
τ(Tki )−)|1,l

≤ (|∇zc(τ(T ki ), η1
Tki

(W k
i ), Zki , x

P,M
τ(Tki )−, ρ

P,M
τ(Tki )−)|+ |∇xc(τ(T ki ), η1

Tki
(W k

i ), Zki , x
P,M
τ(Tki )−, ρ

P,M
τ(Tki )−)|)

×(|Zki |1,l + |xP,M
τ(Tki )−|1,l)

+Cl sup
2≤|β1+β2|≤l

(|∂β1
z ∂β2

x c(τ(T ki ), η1
Tki

(W k
i ), Zki , x

P,M
τ(Tki )−, ρ

P,M
τ(Tki )−)|)× (|Zki |l1,l−1 + |xP,M

τ(Tki )−|
l
1,l−1)

≤ Clc̄(Zki )(1 + |xP,M
τ(Tki )−|1,l + |xP,M

τ(Tki )−|
l
1,l−1).

Hence, using (45) with

Φ̄(r, w, z, ω, ρ) = c̄(z)(1 + |xP,Mτ(r)−|1,l + |xP,Mτ(r)−|
l
1,l−1),

Hypothesis 2.1 and the recurrence hypothesis, it follows that

A2 ≤ Cl,pE|
M∑
k=1

JkT∑
i=1

c̄(Zki )(1 + |xP,M
τ(Tki )−|1,l + |xP,M

τ(Tki )−|
l
1,l−1)|p

≤ Cl,pE|
∫ T

0

∫
[0,1]×Rd

c̄(z)(1 + |xP,Mτ(r)−|1,l + |xP,Mτ(r)−|
l
1,l−1)N (dw, dz, dr)|p

≤ Cl,p[1 +

∫ T

0

E|xP,Mτ(r)−|
p
1,ldr +

∫ T

0

E|xP,Mτ(r)−|
lp
1,l−1dr]

≤ Cl,p[1 +

∫ T

0

E|xP,Mτ(r) |
p
1,ldr]. (121)

Combining (120) and (121), one has

E sup
0<t≤T

|xP,Mt |p1,l ≤ Cl,p[1 +

∫ T

0

E|xP,Mτ(r) |
p
1,ldr].

So we conclude by Gronwall lemma that

sup
P,M

E sup
0<t≤T

|xP,Mt |p1,l ≤ Cl,p. (122)

Proof of b): Now we pass to the proof of (117). We also prove it by recurrence on l.
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Step 1: We take first l = 0. We notice by the definition (95) that L∆ = ∆. So having in mind
that ∆ has finite moments of any order, and recalling the equation (52), we write E sup

0<t≤T
|LxP,Mt |p ≤

C0,p(1 + S1 + S2), with

S1 = E
∫ T

0

|Lb(τ(r), xP,Mτ(r) , ρ
P
τ(r))|

pdr,

S2 = E(

M∑
k=1

JkT∑
i=1

|Lc(τ(T ki ), η1
Tki

(W k
i ), Zki , x

P,M
τ(Tki )−, ρ

P,M
τ(Tki )−)|)p.

Using Lemma 3.1 c), Hypothesis 2.1 and (116),

S1 ≤ E
∫ T

0

|∇xb(τ(r), xP,Mτ(r) , ρ
P,M
τ(r) )|p|LxP,Mτ(r) |

pdr

+ E
∫ T

0

sup
|β|=2

|∂βx b(τ(r), xP,Mτ(r) , ρ
P,M
τ(r) )|p|xP,Mτ(r) |

2p
1,1dr

≤ C0,p[1 +

∫ T

0

E|LxP,Mτ(r) |
pdr]. (123)

For S2, we observe that using Lemma 3.1 c), Lemma 4.2, and Hypothesis 2.1, for any k, i ∈ N,

|Lc(τ(T ki ), η1
Tki

(W k
i ), Zki , x

P,M
τ(Tki )−, ρ

P,M
τ(Tki )−)|

≤ (|∇zc(τ(T ki ), η1
Tki

(W k
i ), Zki , x

P,M
τ(Tki )−, ρ

P,M
τ(Tki )−)|+ |∇xc(τ(T ki ), η1

Tki
(W k

i ), Zki , x
P,M
τ(Tki )−, ρ

P,M
τ(Tki )−)|)

×(|LZki |+ |Lx
P,M
τ(Tki )−|)

+ sup
|β1+β2|=2

(|∂β1
z ∂β2

x c(τ(T ki ), η1
Tki

(W k
i ), Zki , x

P,M
τ(Tki )−, ρ

P,M
τ(Tki )−)|)× (|Zki |21,1 + |xP,M

τ(Tki )−|
2
1,1)

≤ Cc̄(Zki )(1 + |LxP,M
τ(Tki )−|+ |x

P,M
τ(Tki )−|

2
1,1).

Therefore, using (45) with

Φ̄(r, w, z, ω, ρ) = c̄(z)(1 + |LxP,Mτ(r)−|+ |x
P,M
τ(r)−|

2
1,1),

using Hypothesis 2.1 and (116), it follows that

S2 ≤ C0,pE(

M∑
k=1

JkT∑
i=1

c̄(Zki )(1 + |LxP,M
τ(Tki )−|+ |x

P,M
τ(Tki )−|

2
1,1))p

= C0,pE|
∫ T

0

∫
[0,1]×Rd

c̄(z)(1 + |LxP,Mτ(r)−|+ |x
P,M
τ(r)−|

2
1,1)N (dw, dz, dr)|p

≤ C0,p[1 +

∫ T

0

E|LxP,Mτ(r)−|
pdr]. (124)

Combining (123) and (124), one has

E sup
0<t≤T

|LxP,Mt |p ≤ C0,p[1 +

∫ T

0

E|LxP,Mτ(r) |
pdr].

Applying Gronwall lemma, we obtain

sup
P,M

E sup
0<t≤T

|LxP,Mt |p ≤ C0,p.
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Step 2: Now we assume that (117) holds for l− 1 with l ≥ 1 and for every p ≥ 2. We will show that (117)
also holds for l and for every p ≥ 2. We recall the equation (52) and that L∆ = ∆, D∆

j ∆ = ej , where
ej = (0, · · · , 0, 1, 0, · · · , 0) with value 1 at the j−th component, D∆,q∆ = 0 with q ≥ 2 and DZ∆ = 0.
Having in mind that ∆ has finite moments of any order, we write E sup

0<t≤T
|LxP,Mt |pl ≤ Cl,p(1 +B1 +B2),

with

B1 = E
∫ T

0

|Lb(τ(r), xP,Mτ(r) , ρ
P
τ(r))|

p
l dr,

B2 = E(

M∑
k=1

JkT∑
i=1

|Lc(τ(T ki ), η1
Tki

(W k
i ), Zki , x

P,M
τ(Tki )−, ρ

P,M
τ(Tki )−)|l)p.

Using Lemma 3.1 b), Hypothesis 2.1, (116) and the recurrence hypothesis,

B1 ≤ Cl,p[E
∫ T

0

|∇xb(τ(r), xP,Mτ(r) , ρ
P,M
τ(r) )|p|LxP,Mτ(r) |

p
l dr

+ E
∫ T

0

sup
2≤|β|≤l+2

|∂βx b(τ(r), xP,Mτ(r) , ρ
P,M
τ(r) )|p(1 + |xP,Mτ(r) |

(l+2)p
l+1 )(1 + |LxP,Mτ(r) |

p
l−1)dr]

≤ Cl,p[1 +

∫ T

0

E|LxP,Mτ(r) |
p
l dr]. (125)

Next, we estimate B2. We observe that using Lemma 3.1 b), Lemma 4.2, and Hypothesis 2.1, for any
k, i ∈ N,

|Lc(τ(T ki ), η1
Tki

(W k
i ), Zki , x

P,M
τ(Tki )−, ρ

P,M
τ(Tki )−)|l

≤ (|∇zc(τ(T ki ), η1
Tki

(W k
i ), Zki , x

P,M
τ(Tki )−, ρ

P,M
τ(Tki )−)|+ |∇xc(τ(T ki ), η1

Tki
(W k

i ), Zki , x
P,M
τ(Tki )−, ρ

P,M
τ(Tki )−)|)

×(|LZki |l + |LxP,M
τ(Tki )−|l)

+Cl sup
2≤|β1+β2|≤l+2

(|∂β1
z ∂β2

x c(τ(T ki ), η1
Tki

(W k
i ), Zki , x

P,M
τ(Tki )−, ρ

P,M
τ(Tki )−)|)

×(1 + |Zki |l+2
l+1 + |xP,M

τ(Tki )−|
l+2
l+1)(1 + |LZki |l−1 + |LxP,M

τ(Tki )−|l−1)

≤ Clc̄(Zki )(1 + |LxP,M
τ(Tki )−|l + (1 + |xP,M

τ(Tki )−|
l+2
l+1)(1 + |LxP,M

τ(Tki )−|l−1)).

Hence, using (45) with

Φ̄(r, w, z, ω, ρ) = c̄(z)(1 + |LxP,Mτ(r)−|l + (1 + |xP,Mτ(r)−|
l+2
l+1)(1 + |LxP,Mτ(r)−|l−1)),

using Hypothesis 2.1, (116), and the recurrence hypothesis, it follows that

B2 ≤ Cl,pE(

M∑
k=1

JkT∑
i=1

c̄(Zki )(1 + |LxP,M
τ(Tki )−|l + (1 + |xP,M

τ(Tki )−|
l+2
l+1)(1 + |LxP,M

τ(Tki )−|l−1)))p

≤ Cl,pE|
∫ T

0

∫
[0,1]×Rd

c̄(z)(1 + |LxP,Mτ(r)−|l + (1 + |xP,Mτ(r)−|
l+2
l+1)(1 + |LxP,Mτ(r)−|l−1))N (dw, dz, dr)|p

≤ Cl,p[1 +

∫ T

0

E|LxP,Mτ(r)−|
p
l dr]. (126)

Combining (125) and (126), one has

E sup
0<t≤T

|LxP,Mt |pl ≤ Cl,p[1 +

∫ T

0

E|LxP,Mτ(r) |
p
l dr].
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Then we conclude by Gronwall lemma that

sup
P,M

E sup
0<t≤T

|LxP,Mt |pl ≤ Cl,p. (127)

So now Lemma 4.1 is proved. Then by an analogous argument, we also have sup
M
‖xMt ‖L,l,p ≤ Cl,p.

Finally, recalling that E|xMt − xt| → 0 in Lemma 2.6 i), and applying Lemma 3.3 with FM = xMt and
F = xt, we get that xt belongs to Dd∞ and ‖xt‖L,l,p ≤ Cl,p.

4.2 Covariance matrices
In this section, we give the proof of Lemma 3.8.
Proof of i): We proceed in 4 steps.
Step 1 We notice by the definitions (93) and the equation (51) that for anyM ∈ N, any k0, i0 ∈ N, j ∈
{1, · · · , d},

DZ
(k0,i0,j)

xMt =

∫ t

T
k0
i0

∇xb(r, xMr , ρr)DZ
(k0,i0,j)

xMr dr

+1{0<Tk0
i0
≤t}1{1≤k0≤M}ξ

k0
i0
∂zjc(T

k0
i0
, η2

T
k0
i0

(W k0
i0

), Zk0
i0
, xM
T
k0
i0
−
, ρ
T
k0
i0
−)

+

M∑
k=1

∑
T
k0
i0
<Tki ≤t

∇xc(T ki , η2
Tki

(W k
i ), Zki , x

M
Tki −

, ρTki −)DZ
(k0,i0,j)

xMTki −
, (128)

D∆
j x

M
t = aMT ej +

∫ t

0

∇xb(r, xMr , ρr)D∆
j x

M
r dr +

M∑
k=1

Jkt∑
i=1

∇xc(T ki , η2
Tki

(W k
i ), Zki , x

M
Tki −

, ρTki −)D∆
j x

M
Tki −

,(129)

where ej = (0, · · · , 0, 1, 0, · · · , 0) with value 1 at the j−th component.
Now we introduce (YMt )t∈[0,T ] (this is a variant of the tangent flow and for simplicity of the expression,

we still call it the tangent flow) which is the matrix solution of the linear equation

YMt = Id +

∫ t

0

∇xb(r, xMr , ρr)YMr dr +

M∑
k=1

Jkt∑
i=1

∇xc(T ki , η2
Tki

(W k
i ), Zki , x

M
Tki −

, ρTki −)YMTki −
.

And using Itô’s formula, the inverse matrix ỸMt = (YMt )−1 verifies the equation

ỸMt = Id −
∫ t

o

ỸMr ∇xb(r, xMr , ρr)dr −
M∑
k=1

Jkt∑
i=1

ỸMTki −
∇xc(Id +∇xc)−1(T ki , η

2
Tki

(W k
i ), Zki , x

M
Tki −

, ρTki −).

Applying Hypothesis 2.1 and Hypothesis 2.2, with Cp a constant not dependent onM , one also has

E( sup
0<t≤T

(
∥∥YMt ∥∥p +

∥∥∥ỸMt ∥∥∥p)) ≤ Cp <∞. (130)

Then using the uniqueness of solution to the equation (128) and (129), one obtains

DZ
(k,i,j)x

M
t = 1{0<Tki ≤t}1{1≤k≤M}ξ

k
i Y

M
t ỸMTki

∂zjc(T
k
i , η

2
Tki

(W k
i ), Zki , x

M
Tki −

, ρTki −), (131)
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and D∆
j x

M
t = aMT Y

M
t ej .

In the following, we denote the lowest eigenvalue of the Malliavin covariance matrix σxMt by λMt . Then
we have (recalling the definitions (55) and (94))

λMt = inf
|ζ|=1
〈σxMt ζ, ζ〉 ≥ inf

|ζ|=1

M∑
k=1

Jkt∑
i=1

d∑
j=1

〈DZ
(k,i,j)x

M
t , ζ〉2 + inf

|ζ|=1

d∑
j=1

〈D∆
j x

M
t , ζ〉2.

By (131),

λMt ≥ inf
|ζ|=1

M∑
k=1

Jkt∑
i=1

d∑
j=1

|ξki |2〈∂zjc(T ki , η2
Tki

(W k
i ), Zki , x

M
Tki −

, ρTki −), (YMt ỸMTki
)∗ζ〉2 + inf

|ζ|=1

d∑
j=1

|aMT |2〈ej , (YMt )∗ζ〉2,

where Y ∗ denotes the transposition of a matrix Y .
We recall the ellipticity hypothesis (Hypothesis 2.3): there exists a non-negative function c(z) such that

d∑
j=1

〈∂zjc(r, v, z, x, ρ), ζ〉2 ≥ c(z)|ζ|2.

So we deduce that

λMt ≥ inf
|ζ|=1

M∑
k=1

Jkt∑
i=1

|ξki |2c(Zki )|(YMt ỸMTki
)∗ζ|2 + |aMT |2 inf

|ζ|=1
|(YMt )∗ζ|2

≥
M∑
k=1

Jkt∑
i=1

|ξki |2c(Zki )‖ỸMt ‖−2‖YMTki ‖
−2 + |aMT |2‖ỸMt ‖−2

≥ ( inf
0<t≤T

‖ỸMt ‖−2‖YMt ‖−2)(

M∑
k=1

Jkt∑
i=1

|ξki |2c(Zki ) + |aMT |2).

We denote

χMt =
M∑
k=1

Jkt∑
i=1

|ξki |2c(Zki ). (132)

By (130), (E sup
0≤t≤T

‖Ỹt‖4dp‖Yt‖4dp)1/2 ≤ Cd,p <∞, so that using Schwartz inequality, we have

E| 1

detσxMt
|p ≤ E(|λMt |−dp) ≤ C(E(|χMt + |aMT |2|−2dp))

1
2 . (133)

Step 2 Since it is not easy to compute E(|χMt + |aMT |2|−2dp)) directly, we make the following argument
where the idea comes originally from [13]. Let Γ(p) =

∫∞
0
sp−1e−sds be the Gamma function. By a change

of variables, we have the numerical equality

1

|χMt + |aMT |2|2dp
=

1

Γ(2dp)

∫ ∞
0

s2dp−1e−s(χ
M
t +|aMT |

2)ds,

which, by taking expectation, gives

E(
1

|χMt + |aMT |2|2dp
) =

1

Γ(2dp)

∫ ∞
0

s2dp−1E(e−s(χ
M
t +|aMT |

2))ds. (134)
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Step 3 Now we compute E(e−s(χ
M
t +|aMT |

2)) for any s > 0. We recall that I1 = B1, Ik = Bk−Bk−1, k ≥ 2
(given in Section 2.4), and ξki = Ψk(Zki ) (given in Section 3.2). We take Λk(dz, dr) to be a Poisson point
measure with intensity

Λ̂k(dz, dr) := 1Ik(z)µ(dz)dr.

Since for different k ∈ N, Ik are disjoint, the Poisson point measures Λk, k ∈ N are independent. And we
put ΘM (dz, dr) =

M∑
k=1

Λk(dz, dr). Then

χMt =

M∑
k=1

∫ t

0

∫
Ik

|Ψk(z)|2c(z)Λk(dz, dr) =

∫ t

0

∫
BM

Ψ(z)c(z)ΘM (dz, dr),

with Ψ(z) =
∞∑
k=1

|Ψk(z)|21Ik(z). Using Itô formula,

E(e−sχ
M
t ) = 1 + E

∫ t

0

∫
BM

(e−s(χ
M
r−+Ψ(z)c(z)) − e−sχ

M
r−)Θ̂M (dz, dr)

= 1−
∫ t

0

E(e−sχ
M
r )dr

∫
BM

(1− e−sΨ(z)c(z))

M∑
k=1

1Ik(z)µ(dz).

Solving the above equation we obtain

E(e−sχ
M
t ) = exp(−t

∫
BM

(1− e−sΨ(z)c(z))

M∑
k=1

1Ik(z)µ(dz))

= exp(−t
M∑
k=1

∫
Ik

(1− e−s|Ψk(z)|2c(z))µ(dz))

≤ exp(−t
M∑
k=1

∫
Ik

(1− e−s1[k− 3
4
,k− 1

4
]
(|z|)c(z)

)µ(dz))

= exp(−t
M∑
k=1

∫
Ik

(1− e−sc(z))1[k− 3
4 ,k−

1
4 ](|z|)µ(dz))

= exp(−t
∫
BM

(1− e−sc(z))ν(dz)),

with
ν(dz) =

∞∑
k=1

1[k− 3
4 ,k−

1
4 ](|z|)µ(dz).

On the other hand, we denote

χ̄Mt =

∫ t

0

∫
BcM

Ψ(z)c(z)Θ(dz, dr),

where BcM denote the complementary set of BM and Θ is a Poisson point measure with intensity µ(dz)dr.
Then in the same way,

E(e−sχ̄
M
t ) ≤ exp(−t

∫
BcM

(1− e−sc(z))ν(dz)).

We recall by (24) that aMT =
√
T
∫
{|z|>M} c(z)µ(dz) ≥

√
Eχ̄Mt . Notice that using Jensen inequality for

the convex function f(x) = e−sx, s, x > 0, we have

e−s|a
M
T |

2

≤ e−sEχ̄
M
t ≤ E(e−sχ̄

M
t ) ≤ exp(−t

∫
BcM

(1− e−sc(z))ν(dz)).
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So for everyM ∈ N, we deduce that

E(e−s(χ
M
t +|aMT |

2)) = E(e−sχ
M
t )× e−s|a

M
T |

2

≤ exp(−t
∫
BM

(1− e−sc(z))ν(dz))× exp(−t
∫
BcM

(1− e−sc(z))ν(dz))

= exp(−t
∫
Rd

(1− e−sc(z))ν(dz)), (135)

and the last term does not depend onM.

Step 4 Now we use the Lemma 14 from [8], which states the following.
Lemma 4.3. We consider an abstract measurable space B, a σ-finite measureM on this space and a non-
negative measurable function f : B → R+ such that

∫
B
fdM <∞. For t > 0 and p ≥ 1, we note

βf (s) =

∫
B

(1− e−sf(x))M(dx) and Ipt (f) =

∫ ∞
0

sp−1e−tβf (s)ds.

We suppose that for some t > 0 and p ≥ 1,

limu→∞
1

lnu
M(f ≥ 1

u
) >

p

t
, (136)

then Ipt (f) <∞.

Wewill use the above lemma forM(dz) = ν(dz), f(z) = c(z) andB = Rd. Thanks to (18) inHypothesis
2.4,

limu→∞
1

lnu
ν(c ≥ 1

u
) = θ > 0. (137)

Then for every p ≥ 1, 0 < t ≤ T , when θ > 2dp
t (i.e. t > 2dp

θ ), we deduce from (133),(134),(135) and
Lemma 4.3 that

sup
M

E| 1

detσxMt
|p ≤ sup

M
E(|λMt |−dp) ≤ C sup

M
(E(|χMt + |aMT |2|−2dp))

1
2

≤ C(
1

Γ(2dp)

∫ ∞
0

s2dp−1E(e−s(χ
M
t +|aMT |

2))ds)
1
2

≤ C(
1

Γ(2dp)

∫ ∞
0

s2dp−1 exp(−t
∫
Rd

(1− e−sc(z))ν(dz)ds)
1
2 <∞. (138)

Proof of ii): We recall in Lemma 2.6 i) that E|xMt −xt| → 0, and in Lemma 3.7 that ‖xMt ‖L,l,p ≤ Cl,p.
Moreover, by Lemma 3.9 ii), we know that (DxMt )M∈N is a Cauchy sequence in L2(Ω; l2 × Rd). Then
applying Lemma 3.3 (B) with FM = xMt and F = xt, by (96), we obtain (97).

5 Appendix
In the Appendix, we give the proof of Lemma 3.9.
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Proof. Proof of i): We notice by the definitions (93) and the equations (52), (51) that for any partition
P = {0 = r0 < r1 < · · · < rn−1 < rn = T},M ∈ N, any k0, i0 ∈ N, j ∈ {1, · · · , d},

DZ
(k0,i0,j)

xP,Mt =

∫ t

0

∇xb(τ(r), xP,Mτ(r) , ρ
P,M
τ(r) )DZ

(k0,i0,j)
xP,Mτ(r) dr

+1{0<Tk0
i0
≤t}1{1≤k0≤M}ξ

k0
i0
∂zjc(τ(T k0

i0
), η1

T
k0
i0

(W k0
i0

), Zk0
i0
, xP,M
τP(T

k0
i0

)−
, ρP,M
τP(T

k0
i0

)−
)

+

M∑
k=1

Jkt∑
i=1

∇xc(τ(T ki ), η1
Tki

(W k
i ), Zki , x

P,M
τP(Tki )−, ρ

P,M
τP(Tki )−)DZ

(k0,i0,j)
xP,M
τ(Tki )−, (139)

D∆
j x
P,M
t = aMT ej +

∫ t

0

∇xb(τ(r), xP,Mτ(r) , ρ
P,M
τ(r) )D∆

j x
P,M
τ(r) dr

+

M∑
k=1

Jkt∑
i=1

∇xc(τ(T ki ), η1
Tki

(W k
i ), Zki , x

P,M
τP(Tki )−, ρ

P,M
τP(Tki )−)D∆

j x
P,M
τ(Tki )−, (140)

where ej = (0, · · · , 0, 1, 0, · · · , 0) with value 1 at the j−th component. And

DZ
(k0,i0,j)

xMt =

∫ t

0

∇xb(r, xMr , ρr)DZ
(k0,i0,j)

xMr dr

+1{0<Tk0
i0
≤t}1{1≤k0≤M}ξ

k0
i0
∂zjc(T

k0
i0
, η2

T
k0
i0

(W k0
i0

), Zk0
i0
, xM
T
k0
i0
−
, ρ
T
k0
i0
−)

+

M∑
k=1

Jkt∑
i=1

∇xc(T ki , η2
Tki

(W k
i ), Zki , x

M
Tki −

, ρTki −)DZ
(k0,i0,j)

xMTki −
, (141)

D∆
j x

M
t = aMT ej +

∫ t

0

∇xb(r, xMr , ρr)D∆
j x

M
r dr +

M∑
k=1

Jkt∑
i=1

∇xc(T ki , η2
Tki

(W k
i ), Zki , x

M
Tki −

, ρTki −)D∆
j x

M
Tki −

. (142)

For h ∈ l2, we will use the notation |h|2l2 = |h(•,◦,�)|2l2 =
∞∑
k=1

∞∑
i=1

d∑
j=1

|h(k,i,j)|2. We write E|DZ
(•,◦,�)x

P,M
t −

DZ
(•,◦,�)x

M
t |2l2 ≤ C[H1 +H2 +H3], with

H1 = E|
∫ t

0

∇xb(τ(r), xP,Mτ(r) , ρ
P,M
τ(r) )DZ

(•,◦,�)x
P,M
τ(r) dr −

∫ t

0

∇xb(r, xMr , ρr)DZ
(•,◦,�)x

M
r dr|2l2 ,

H2 = E|1{0<T•◦≤t}1{1≤•≤M}(∂z�c(τ(T •◦ ), η1
T•◦

(W •◦ ), Z•◦ , x
P,M
τP(T•◦ )−, ρ

P,M
τP(T•◦ )−)

− ∂z�c(T
•
◦ , η

2
T•◦

(W •◦ ), Z•◦ , x
M
T•◦−, ρT•◦−))|2l2 ,

H3 = E|
M∑
k=1

Jkt∑
i=1

∇xc(τ(T ki ), η1
Tki

(W k
i ), Zki , x

P,M
τP(Tki )−, ρ

P,M
τP(Tki )−)DZ

(•,◦,�)x
P,M
τ(Tki )−

−
M∑
k=1

Jkt∑
i=1

∇xc(T ki , η2
Tki

(W k
i ), Zki , x

M
Tki −

, ρTki −)DZ
(•,◦,�)x

M
Tki −
|2l2 .
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We take a small ε∗ > 0. We recall εM in (27). Firstly, using Hypothesis 2.1, we get

H1 ≤ C[E
∫ t

0

|∇xb(τ(r), xP,Mτ(r) , ρ
P,M
τ(r) )−∇xb(r, xMr , ρr)|2|DZ

(•,◦,�)x
M
r |2l2dr

+ E
∫ t

0

|∇xb(τ(r), xP,Mτ(r) , ρ
P,M
τ(r) )|2|DZ

(•,◦,�)x
P,M
τ(r) −D

Z
(•,◦,�)x

M
r |2l2dr]

≤ C[E
∫ t

0

[|P|2 + |xP,Mτ(r) − x
M
r |2 + (W1(ρP,Mτ(r) , ρr))

2]|DZ
(•,◦,�)x

M
r |2l2dr

+

∫ t

0

E|DZ
(•,◦,�)x

P,M
τ(r) −D

Z
(•,◦,�)x

M
r |2l2dr].

Then by Lemma 3.7, using Hölder inequality with conjugates 1 + ε∗
2 and 2+ε∗

ε∗
, by Lemma 2.6 and (50),

we have

H1 ≤ C[|P|2 +

∫ t

0

(E|xP,Mτ(r) − x
M
r |2+ε∗)

2
2+ε∗ dr +

∫ t

0

(W2+ε∗(ρ
P,M
τ(r) , ρr))

2dr

+

∫ t

0

E|DZ
(•,◦,�)x

P,M
τ(r) −D

Z
(•,◦,�)x

M
r |2l2dr]

≤ C[(|P|+ εM )
2

2+ε∗ +

∫ t

0

E|DZ
(•,◦,�)x

P,M
τ(r) −D

Z
(•,◦,�)x

M
r |2l2dr]. (143)

Secondly, using Hypothesis 2.1 and the isometry of the Poisson point measure N , we get

H2 = E
M∑
k=1

Jkt∑
i=1

d∑
j=1

|∂zjc(τ(T ki ), η1
Tki

(W k
i ), Zki , x

P,M
τP(Tki )−, ρ

P,M
τP(Tki )−)− ∂zjc(T ki , η2

Tki
(W k

i ), Zki , x
M
Tki −

, ρTki −)|2

≤ CE
M∑
k=1

Jkt∑
i=1

|c̄(Zki )|2[|τP(T ki )− T ki |+ |η1
Tki

(W k
i )− η2

Tki
(W k

i )|+ |xP,M
τP(Tki )− − x

M
Tki −
|+W1(ρP,M

τP(Tki )−, ρTki −)]2

≤ CE
∫ t

0

∫
[0,1]×Rd

|c̄(z)|2[|τP(r)− r|2 + |η1
r(w)− η2

r(w)|2

+ |xP,M
τP(r)− − x

M
r−|2 + (W1(ρP,M

τP(r)−, ρr−))2]N (dw, dz, dr)

= CE
∫ t

0

∫
[0,1]×Rd

|c̄(z)|2[|τP(r)− r|2 + |η1
r(w)− η2

r(w)|2

+ |xP,M
τP(r)− − x

M
r−|2 + (W1(ρP,M

τP(r)−, ρr−))2]dwµ(dz)dr.

Then by (39), (43), Lemma 2.6, (50), and Hölder inequality with conjugates 1 + ε∗
2 and 2+ε∗

ε∗
, we have

H2 ≤ C[|P|2 +

∫ t

0

(E|xP,Mτ(r) − xr|
2+ε∗)

2
2+ε∗ dr +

∫ t

0

(E|xP,Mτ(r) − x
M
r |2+ε∗)

2
2+ε∗ dr +

∫ t

0

(W2+ε∗(ρ
P,M
τP(r)

, ρr))
2dr]

≤ C(|P|+ εM )
2

2+ε∗ . (144)
Thirdly, we write H3 ≤ C[H3,1 +H3,2], where

H3,1 = E(

M∑
k=1

Jkt∑
i=1

|∇xc(τ(T ki ), η1
Tki

(W k
i ), Zki , x

P,M
τP(Tki )−, ρ

P,M
τP(Tki )−)

− ∇xc(T ki , η2
Tki

(W k
i ), Zki , x

M
Tki −

, ρTki −)||DZ
(•,◦,�)x

M
Tki −
|l2)2,

H3,2 = E(

M∑
k=1

Jkt∑
i=1

|∇xc(τ(T ki ), η1
Tki

(W k
i ), Zki , x

P,M
τP(Tki )−, ρ

P,M
τP(Tki )−)||DZ

(•,◦,�)x
P,M
τ(Tki )− −D

Z
(•,◦,�)x

M
Tki −
|l2)2.
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Using Hypothesis 2.1 and (45) with

Φ̄(r, w, z, ω, ρ) = |∇xc(τ(r), η1
r(w), z, xP,M

τP(r)−, ρ
P,M
τP(r)−)−∇xc(r, η2

r(w), z, xMr−, ρr−)||DZ
(•,◦,�)x

M
r−|l2 ,

we get

H3,1 ≤ E(

∫ t

0

∫
[0,1]×Rd

|∇xc(τ(r), η1
r(w), z, xP,M

τP(r)−, ρ
P,M
τP(r)−)

− ∇xc(r, η2
r(w), z, xMr−, ρr−)||DZ

(•,◦,�)x
M
r−|l2N (dw, dz, dr))2

≤ CE
∫ t

0

∫
[0,1]

[|τP(r)− r|2 + |η1
r(w)− η2

r(w)|2

+ |xP,M
τP(r)− − x

M
r−|2 + (W1(ρP,M

τP(r)−, ρr−))2]|DZ
(•,◦,�)x

M
r−|2l2dwdr.

Then using (39), (43), Lemma 3.7, and Hölder inequality with conjugates 1 + ε∗
2 and 2+ε∗

ε∗
, we have

H3,1 ≤ C[|P|2 +

∫ t

0

(E|xP,Mτ(r)− − xr−|
2+ε∗)

2
2+ε∗ dr

+

∫ t

0

(E|xP,Mτ(r)− − x
M
r−|2+ε∗)

2
2+ε∗ dr +

∫ t

0

(W2+ε∗(ρ
P,M
τP(r)−, ρr−))2dr]

≤ C(|P|+ εM )
2

2+ε∗ ,

where the last inequality is a consequence of Lemma 2.6 and (50).
Using Hypothesis 2.1, (45) with

Φ̄(r, w, z, ω, ρ) = |∇xc(τ(r), η1
r(w), z, xP,M

τP(r)−, ρ
P,M
τP(r)−)||DZ

(•,◦,�)x
P,M
τ(r)− −D

Z
(•,◦,�)x

M
r−|l2 ,

we have

H3,2 ≤ E(

∫ t

0

∫
[0,1]×Rd

|∇xc(τ(r), η1
r(w), z, xP,M

τP(r)−, ρ
P,M
τP(r)−)||DZ

(•,◦,�)x
P,M
τ(r)− −D

Z
(•,◦,�)x

M
r−|l2N (dw, dz, dr))2

≤ C

∫ t

0

E|DZ
(•,◦,�)x

P,M
τ(r)− −D

Z
(•,◦,�)x

M
r−|2l2dr.

Therefore,

H3 ≤ C[H3,1 +H3,2] ≤ C[(|P|+ εM )
2

2+ε∗ +

∫ t

0

E|DZ
(•,◦,�)x

P,M
τ(r) −D

Z
(•,◦,�)x

M
r |2l2dr]. (145)

Combining (143), (144) and (145),

E|DZ
(•,◦,�)x

P,M
t −DZ

(•,◦,�)x
M
t |2l2 ≤ C[(|P|+ εM )

2
2+ε∗ +

∫ t

0

E|DZ
(•,◦,�)x

P,M
τ(r) −D

Z
(•,◦,�)x

M
r |2l2dr].

In a similar way, we notice by (116), the isometry of the Poisson point measure N , and (45) with

Φ̄(r, w, z, ω, ρ) = ∇xc(τ(r), η1
r(w), z, xP,M

τP(r)−, ρ
P,M
τP(r)−)DZ

(k0,i0,j)
xP,Mτ(r)−

that

E|DZ
(•,◦,�)x

P,M
τ(t) −D

Z
(•,◦,�)x

P,M
t |2l2 ≤ C|P|, (146)

so

E|DZ
(•,◦,�)x

P,M
t −DZ

(•,◦,�)x
M
t |2l2 ≤ C[(|P|+ εM )

2
2+ε∗ +

∫ t

0

E|DZ
(•,◦,�)x

P,M
r −DZ

(•,◦,�)x
M
r |2l2dr].
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We conclude by Gronwall lemma that E|DZ
(•,◦,�)x

P,M
t − DZ

(•,◦,�)x
M
t |2l2 ≤ C(|P| + εM )

2
2+ε∗ . Finally, by a

similar argument, E|D∆
(�)x

P,M
t −D∆

(�)x
M
t |2Rd ≤ C(|P|+ εM )

2
2+ε∗ , and we obtain what we need.

Proof of ii): We only need to prove that for anyM1,M2 ∈ Nwith εM1∧M2
≤ 1 and |c̄(z)|21{|z|>M1∧M2} ≤

1, we have
‖DxM1

t −DxM2
t ‖L2(Ω;l2×Rd) ≤ (εM1

+ εM2
)

1
2+ε∗ . (147)

In fact, if (DxMt )M∈N is a Cauchy sequence in L2(Ω; l2 × Rd), then it has a limit Y in L2(Ω; l2 × Rd).
But when we apply Lemma 3.3 (A) with FM = XM

t and F = Xt, we know that there exists a convex
combination

mM∑
M ′=M

γMM ′ × FM
′

t , with γMM ′ ≥ 0,M ′ = M, ....,mM and
mM∑

M ′=M

γMM ′ = 1, such that∥∥∥∥∥
mM∑

M ′=M

γMM ′ ×DxM
′

t −Dxt

∥∥∥∥∥
L2(Ω;l2×Rd)

→ 0,

asM →∞. Meanwhile, we have∥∥∥∥∥
mM∑

M ′=M

γMM ′ ×DFM
′

t − Y

∥∥∥∥∥
L2(Ω;l2×Rd)

≤
mM∑

M ′=M

γMM ′
∥∥∥DxM ′t − Y

∥∥∥
L2(Ω;l2×Rd)

→ 0.

So Y = Dxt and we conclude by passing to the limitM2 →∞ in (147).
Now we prove (147). We recall the equation (141) and we write E|DZ

(•,◦,�)x
M1
t − DZ

(•,◦,�)x
M2
t |2l2 ≤

C[O1 +O2 +O3], with

O1 = E|
∫ t

0

∇xb(r, xM1
r , ρr)D

Z
(•,◦,�)x

M1
r dr −

∫ t

0

∇xb(r, xM2
r , ρr)D

Z
(•,◦,�)x

M2
r dr|2l2 ,

O2 = E|1{0<T•◦≤t}(1{1≤•≤M1}∂z�c(T
•
◦ , η

2
T•◦

(W •◦ ), Z•◦ , x
M1

T•◦−
, ρT•◦−)

− 1{1≤•≤M2}∂z�c(T
•
◦ , η

2
T•◦

(W •◦ ), Z•◦ , x
M2

T•◦−
, ρT•◦−))|2l2 ,

O3 = E|
M1∑
k=1

Jkt∑
i=1

∇xc(T ki , η2
Tki

(W k
i ), Zki , x

M1

Tki −
, ρTki −)DZ

(•,◦,�)x
M1

Tki −

−
M2∑
k=1

Jkt∑
i=1

∇xc(T ki , η2
Tki

(W k
i ), Zki , x

M2

Tki −
, ρTki −)DZ

(•,◦,�)x
M2

Tki −
|2l2 .

Firstly, using Hypothesis 2.1, we have

O1 ≤ C[E
∫ t

0

|∇xb(r, xM1
r , ρr)−∇xb(r, xM2

r , ρr)|2|DZ
(•,◦,�)x

M2
r |2l2dr

+ E
∫ t

0

|∇xb(r, xM1
r , ρr)|2|DZ

(•,◦,�)x
M1
r −DZ

(•,◦,�)x
M2
r |2l2dr]

≤ C[E
∫ t

0

|xM1
r − xM2

r |2|DZ
(•,◦,�)x

M2
r |2l2dr +

∫ t

0

E|DZ
(•,◦,�)x

M1
r −DZ

(•,◦,�)x
M2
r |2l2dr].

Then by Lemma 3.7, Hölder inequality with conjugates 1 + ε∗
2 and 2+ε∗

ε∗
, and Lemma 2.6, we obtain

O1 ≤ C[

∫ t

0

(E|xM1
r − xM2

r |2+ε∗)
2

2+ε∗ dr +

∫ t

0

E|DZ
(•,◦,�)x

M1
r −DZ

(•,◦,�)x
M2
r |2l2dr]

≤ C[(εM1
+ εM2

)
2

2+ε∗ +

∫ t

0

E|DZ
(•,◦,�)x

M1
r −DZ

(•,◦,�)x
M2
r |2l2dr]. (148)
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Secondly, using Hypothesis 2.1, the isometry of the Poisson point measure N , we have

O2 ≤ C[E
M1∑
k=1

Jkt∑
i=1

d∑
j=1

|∂zjc(T ki , η2
Tki

(W k
i ), Zki , x

M1

Tki −
, ρTki −)− ∂zjc(T ki , η2

Tki
(W k

i ), Zki , x
M2

Tki −
, ρTki −)|2

+ E
M1∨M2∑
k=M1∧M2

Jkt∑
i=1

d∑
j=1

|∂zjc(T ki , η2
Tki

(W k
i ), Zki , x

M2

Tki −
, ρTki −)|2]

≤ C[E
M∑
k=1

Jkt∑
i=1

|c̄(Zki )|2|xM1

Tki −
− xM2

Tki −
|2 + E

M1∨M2∑
k=M1∧M2

Jkt∑
i=1

|c̄(Zki )|2]

≤ C[E
∫ t

0

∫
[0,1]×Rd

|c̄(z)|2|xM1
r− − x

M2
r− |2N (dw, dz, dr) + E

∫ t

0

∫
[0,1]

∫
{|z|>M1∧M2}

|c̄(z)|2N (dw, dz, dr)]

= C[E
∫ t

0

∫
[0,1]×Rd

|c̄(z)|2|xM1
r− − x

M2
r− |2dwµ(dz)dr + E

∫ t

0

∫
[0,1]

∫
{|z|>M1∧M2}

|c̄(z)|2dwµ(dz)dr].

Then by Hölder inequality with conjugates 1 + ε∗
2 and 2+ε∗

ε∗
, Hypothesis 2.1 and Lemma 2.6,

O2 ≤ C[

∫ t

0

(E|xM1
r − xM2

r |2+ε∗)
2

2+ε∗ dr + εM1∧M2
]

≤ C(εM1 + εM2)
2

2+ε∗ . (149)

Thirdly, we write O3 ≤ C[O3,1 +O3,2 +O3,3], where

O3,1 = E(

M1∨M2∑
k=M1∧M2

Jkt∑
i=1

|∇xc(τ(T ki ), η2
Tki

(W k
i ), Zki , x

M1∨M2

Tki −
, ρTki −)||DZ

(•,◦,�)x
M1∨M2

Tki −
|l2)2,

O3,2 = E(

M1∧M2∑
k=1

Jkt∑
i=1

|∇xc(T ki , η2
Tki

(W k
i ), Zki , x

M1

Tki −
, ρTki −)

− ∇xc(T ki , η2
Tki

(W k
i ), Zki , x

M2

Tki −
, ρTki −)||DZ

(•,◦,�)x
M2

Tki −
|l2)2,

O3,3 = E(

M1∧M2∑
k=1

Jkt∑
i=1

|∇xc(τ(T ki ), η2
Tki

(W k
i ), Zki , x

M1

Tki −
, ρTki −)||DZ

(•,◦,�)x
M1

Tki −
−DZ

(•,◦,�)x
M2

Tki −
|l2)2.

Using Hypothesis 2.1, Lemma 3.7, (44) with

Φ̄(r, w, z, ω, ρ) = |∇xc(τ(r), η2
r(w), z, xM1∨M2

r− , ρr−)||DZ
(•,◦,�)x

M1∨M2
r− |l2 ,

we get

O3,1 ≤ E(

∫ t

0

∫
[0,1]

∫
{|z|>M1∧M2}

|∇xc(τ(r), η2
r(w), z, xM1∨M2

r− , ρr−)||DZ
(•,◦,�)x

M1∨M2
r− |l2N (dw, dz, dr))2

≤ C[(

∫
{|z|>M1∧M2}

c̄(z)µ(dz))2 +

∫
{|z|>M1∧M2}

|c̄(z)|2µ(dz)]

= CεM1∧M2
.

Using Hypothesis 2.1, Lemma 3.7, (45) with

Φ̄(r, w, z, ω, ρ) = |∇xc(r, η2
r(w), z, xM1

r− , ρr−)−∇xc(r, η2
r(w), z, xM2

r− , ρr−)||DZ
(•,◦,�)x

M2
r− |l2 ,
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by Lemma 2.6, and Hölder inequality with conjugates 1 + ε∗
2 and 2+ε∗

ε∗
, we have

O3,2 ≤ E(

∫ t

0

∫
[0,1]×Rd

|∇xc(r, η2
r(w), z, xM1

r− , ρr−)−∇xc(r, η2
r(w), z, xM2

r− , ρr−)||DZ
(•,◦,�)x

M2
r− |l2N (dw, dz, dr))2

≤ CE
∫ t

0

∫
[0,1]

|xM1
r− − x

M2
r− |2|DZ

(•,◦,�)x
M2
r− |2l2dwdr

≤ C

∫ t

0

(E|xM1
r− − x

M2
r− |2+ε∗)

2
2+ε∗ dr

≤ C(εM1
+ εM2

)
2

2+ε∗ .

Using Hypothesis 2.1, (45) with

Φ̄(r, w, z, ω, ρ) = |∇xc(r, η2
r(w), z, xM1

r− , ρr−)||DZ
(•,◦,�)x

M1
r− −DZ

(•,◦,�)x
M2
r− |l2 ,

we have

O3,3 ≤ E(

∫ t

0

∫
[0,1]×Rd

|∇xc(r, η2
r(w), z, xM1

r− , ρr−)||DZ
(•,◦,�)x

M1
r− −DZ

(•,◦,�)x
M2
r− |l2N (dw, dz, dr))2

≤ C

∫ t

0

E|DZ
(•,◦,�)x

M1
r− −DZ

(•,◦,�)x
M2
r− |2l2dr.

Therefore,

O3 ≤ C[O3,1 +O3,2 +O3,3] ≤ C[(εM1
+ εM2

)
2

2+ε∗ +

∫ t

0

E|DZ
(•,◦,�)x

M1
r dr −DZ

(•,◦,�)x
M2
r |2l2dr].(150)

Combining (148), (149) and (150),

E|DZ
(•,◦,�)x

M1
t −DZ

(•,◦,�)x
M2
t |2l2 ≤ C[(εM1

+ εM2
)

2
2+ε∗ +

∫ t

0

E|DZ
(•,◦,�)x

M1
r −DZ

(•,◦,�)x
M2
r |2l2dr].

So we conclude by Gronwall lemma that E|DZ
(•,◦,�)x

M1
t −DZ

(•,◦,�)x
M2
t |2l2 ≤ C(εM1

+ εM2
)

2
2+ε∗ .

Finally, We recall by (24) that aMT =
√
T
∫
{|z|>M} c(z)µ(dz) and by Hypothesis 2.3 that c(z) ≤ |c̄(z)|2.

We notice that

E|aM1

T e� − aM2

T e�|2Rd ≤ CE|a
M1

T − aM2

T |
2 ≤ C

∫
{|z|>M1∧M2}

c(z)µ(dz) ≤ εM1∧M2 .

Then by a similar argument as above, E|D∆
(�)x

M1
t −D∆

(�)x
M2
t |2Rd ≤ C(εM1 +εM2)

2
2+ε∗ , and we obtain (147).

Proof of iii): iii) is an immediate consequence of i) and ii).
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