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#### Abstract

We deal with Mckean-Vlasov and Boltzmann type jump equations. This means that the coefficients of the stochastic equation depend on the law of the solution, and the equation is driven by a Poisson point measure with intensity measure which depends on the law of the solution as well. In [3], Alfonsi and Bally have proved that under some suitable conditions, the solution $X_{t}$ of such equation exists and is unique. One also proves that $X_{t}$ is the probabilistic interpretation of an analytical weak equation. Moreover, the Euler scheme $X_{t}^{\mathcal{P}}$ of this equation converges to $X_{t}$ in Wasserstein distance. In this paper, under more restricted assumptions, we show that the Euler scheme $X_{t}^{\mathcal{P}}$ converges to $X_{t}$ in total variation distance and $X_{t}$ has a smooth density (which is a function solution of the analytical weak equation). On the other hand, in view of simulation, we use a truncated Euler scheme $X_{t}^{\mathcal{P}, M}$ which has a finite numbers of jumps in any compact interval. We prove that $X_{t}^{\mathcal{P}, M}$ also converges to $X_{t}$ in total variation distance. Finally, we give an algorithm based on a particle system associated to $X_{t}^{\mathcal{P}, M}$ in order to approximate the density of the law of $X_{t}$. Complete estimates of the error are obtained.
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## 1 Introduction

In this paper, we consider a $d$-dimensional Mckean-Vlasov and Boltzmann type jump equation as follows.

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} b\left(r, X_{r}, \rho_{r}\right) d r+\int_{0}^{t} \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} c\left(r, v, z, X_{r-}, \rho_{r-}\right) N_{\rho_{r-}}(d v, d z, d r) \tag{1}
\end{equation*}
$$

where $\rho_{t}(d v)=\mathbb{P}\left(X_{t} \in d v\right)$ is the law of $X_{t}, t \in[0, T], N_{\rho_{t}}$ is a Poisson point measure on the state space $\mathbb{R}^{d} \times \mathbb{R}^{d}$ with intensity measure $\rho_{t}(d v) \mu(d z) d r, \mu$ is a positive $\sigma$-finite measure on $\mathbb{R}^{d}, X_{0}$ is the initial random variable independent of the Poisson point measure $N_{\rho_{t}}$, and $b, c$ are functions which verify some regularity and ellipticity conditions (see Hypotheses 2.1~2.4 in Section 2.2 for precise statements). In particular, we assume that for every multi-indices $\beta_{1}, \beta_{2}$, there exists a non-negative function $\bar{c}: \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$ such that

$$
|c(r, v, z, x, \rho)|+\left|\partial_{z}^{\beta_{2}} \partial_{x}^{\beta_{1}} c(r, v, z, x, \rho)\right| \leq \bar{c}(z)
$$

with $\int_{\mathbb{R}^{d}}|\bar{c}(z)|^{p} \mu(d z)<\infty, \forall p \geq 1$. We also assume that there exists a non-negative function $\underline{c}: \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$ such that for every $\zeta \in \mathbb{R}^{d}$,

$$
\sum_{j=1}^{d}\left\langle\partial_{z_{j}} c(r, v, z, x, \rho), \zeta\right\rangle^{2} \geq \underline{c}(z)|\zeta|^{2}
$$

We remark that we use the notations from [24] and we refer to [6], [15], [24], [33], [34], [42] and [43] for the basic theory of the classical jump equations. We stress that our equation is a more general kind of jump equation (than the classical one) in the following sense. The coefficients $b$ and $c$ depend on the law of the solution, so our equation is of Mckean-Vlasov type. One can see for example [22] for a mathematical approach to this kind of equation and see [5], [11], [21], [23], [38], [39] and [46] for the approximation schemes of a Mckean-Vlasov equation. Moreover, the intensity of the Poisson point measure $N_{\rho_{t}}$ depends on the law of the solution as well, so our equation is also of Boltzmann type. The probabilistic approach to the Boltzmann equation is initiated by Tanaka in [47], [48], and followed by many others in [9], [16], [17], [18], [35], [37] and [45] for example. One can also see [2] and [49] for the analytical Boltzmann equation and [14] for the physical background. Recently, there is also some work on inhomogeneous Boltzmann equations (see for instance [1], [19] and [20]). We have to mention however that our equation (1) does not cover the general physical Boltzmann equation for the following reason. In that equation, the intensity of the jumps $\mu(d z)$ is replaced by $\gamma(r, v, z, x, \rho) \mu(d z)$ which depends on the position $x=X_{r-}$ of the solution of the equation. At least at this time, we are not able to include this case in our study. The simplified model that we treat in our paper corresponds to Maxwell molecules (see [17] for example).

Now we construct the Euler scheme. For any partition $\mathcal{P}=\left\{0=r_{0}<r_{1}<\cdots<r_{n-1}<r_{n}=T\right\}$ of the time interval $[0, T]$, we define $\tau(r)=r_{k}$ when $r \in\left[r_{k}, r_{k+1}\right)$, and we consider the equation

$$
\begin{align*}
X_{t}^{\mathcal{P}} & =X_{0}+\int_{0}^{t} b\left(\tau(r), X_{\tau(r)}^{\mathcal{P}}, \rho_{\tau(r)}^{\mathcal{P}}\right) d r \\
& +\int_{0}^{t} \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} c\left(\tau(r), v, z, X_{\tau(r)-}^{\mathcal{P}}, \rho_{\tau(r)-}^{\mathcal{P}}\right) N_{\rho_{\tau(r)-}^{\mathcal{P}}}(d v, d z, d r) \tag{2}
\end{align*}
$$

where $\rho_{t}^{\mathcal{P}}$ is the law of $X_{t}^{\mathcal{P}}$, and $N_{\rho_{t}^{\mathcal{P}}}(d v, d z, d r)$ is a Poisson point measure with intensity $\rho_{t}^{\mathcal{P}}(d v) \mu(d z) d r$, independent of $X_{0}$. We remark that for the classical jump equations (the coefficients and the Poisson point measures do not depend on the law of the solution), there is a huge amount of work on the convergence of the Euler scheme. One can see for example [4], [26], [27], [28], [29], [30], [41] and the references therein. For the equation (1), [3] has proved recently that under some regularity conditions on the coefficients $b$ and $c$, the solution of the equation (1) exists and is unique, and $X_{t}$ is the probabilistic interpretation of
the following analytical weak equation.
$\forall \phi \in C_{b}^{1}\left(\mathbb{R}^{d}\right)$ (the space of differentiable and bounded functions with bounded derivatives),

$$
\begin{align*}
& \int_{\mathbb{R}^{d}} \phi(x) \rho_{t}(d x)=\int_{\mathbb{R}^{d}} \phi(x) \rho_{0}(d x)+\int_{0}^{t} \int_{\mathbb{R}^{d}}\left\langle b\left(r, x, \rho_{r}\right), \nabla \phi(x)\right\rangle \rho_{r}(d x) d r \\
& +\int_{0}^{t} \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \rho_{r}(d x) \rho_{r}(d v) \int_{\mathbb{R}^{d}}\left(\phi\left(x+c\left(r, v, z, x, \rho_{r}\right)\right)-\phi(x)\right) \mu(d z) d r . \tag{3}
\end{align*}
$$

Moreover, [3] has proved that the Euler scheme $X_{t}^{\mathcal{P}}$ converges to $X_{t}$ in Wasserstein distance (of order 1) $W_{1}$. In our paper, under supplementary hypotheses, we prove a stronger result. We prove (see Theorem 2.1) that the Euler scheme $X_{t}^{\mathcal{P}}$ converges to $X_{t}$ in total variation distance: for any $\varepsilon>0$, there exists a constant $C$ such that

$$
\begin{equation*}
d_{T V}\left(X_{t}^{\mathcal{P}}, X_{t}\right) \leq C|\mathcal{P}|^{\frac{1}{2}-\varepsilon} \rightarrow 0 \tag{4}
\end{equation*}
$$

as $|\mathcal{P}| \rightarrow 0$, with $|\mathcal{P}|:=\underset{k \in\{0, \cdots, n-1\}}{\max }\left(r_{k+1}-r_{k}\right)$. We also show that the law of $X_{t}$ has a smooth density $p_{t}(x)$, which is a function solution of the analytical weak equation (3).

Since we have infinite numbers of jumps (due to Hypothesis 2.4 in Section 2.2), we have $\mu\left(\mathbb{R}^{d}\right)=\infty$. In view of simulation, we need to work with a truncated Poisson point measure, which has a finite number of jumps in any compact time interval. For $M \in \mathbb{N}$, we denote $B_{M}=\left\{z \in \mathbb{R}^{d}:|z| \leq M\right\}, c_{M}(r, v, z, x, \rho):=$ $c(r, v, z, x, \rho) \mathbb{1}_{B_{M}}(z)$ and $a_{T}^{M}:=\sqrt{T \int_{\{|z|>M\}} \underline{c}(z) \mu(d z)}$. Now we cancel the jumps of size $|z|>M$ and we replace them by a Gaussian random variable.

$$
\begin{align*}
X_{t}^{\mathcal{P}, M} & =X_{0}+a_{T}^{M} \Delta+\int_{0}^{t} b\left(\tau(r), X_{\tau(r)}^{\mathcal{P}, M}, \rho_{\tau(r)}^{\mathcal{P}, M}\right) d r \\
& +\int_{0}^{t} \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} c_{M}\left(\tau(r), v, z, X_{\tau(r)-}^{\mathcal{P}, M}, \rho_{\tau(r)-}^{\mathcal{P}, M}\right) N_{\rho_{\tau(r)-}^{\mathcal{P}, M}}(d v, d z, d r) \tag{5}
\end{align*}
$$

where $\rho_{t}^{\mathcal{P}, M}$ is the law of $X_{t}^{\mathcal{P}, M}, N_{\rho_{t}^{\mathcal{P}, M}}(d v, d z, d r)$ is a Poisson point measure independent of $X_{0}$ with intensity $\rho_{t}^{\mathcal{P}, M}(d v) \mu(d z) d r, \Delta$ is a $d$-dimensional standard Gaussian random variable independent of $X_{0}$ and of $N_{\rho_{t}^{\mathcal{P}, M}}$. We prove (see Theorem 2.2) that $X_{t}^{\mathcal{P}, M}$ converges to $X_{t}$ in total variation distance: for any $\varepsilon>0$, there exists a constant $C$ such that

$$
\begin{equation*}
d_{T V}\left(X_{t}^{\mathcal{P}, M}, X_{t}\right) \leq C\left(\varepsilon_{M}+|\mathcal{P}|\right)^{\frac{1}{2}-\varepsilon} \rightarrow 0 \tag{6}
\end{equation*}
$$

as $|\mathcal{P}| \rightarrow 0$ and $M \rightarrow \infty$, with $\varepsilon_{M}:=\int_{\{|z|>M\}}|\bar{c}(z)|^{2} \mu(d z)+\left|\int_{\{|z|>M\}} \bar{c}(z) \mu(d z)\right|^{2}$. Moreover, the law of $X_{t}^{\mathcal{P}, M}$ has a smooth density.

In order to construct an approximation scheme which is appropriate for simulation, we need to compute $\rho_{t}^{\mathcal{P}, M}$ as well, so we use the following particle system. We take an initial vector ( $X_{0}^{1}, \cdots, X_{0}^{N}$ ) with components which are independent and identically distributed with common law $\rho_{0}$ (which is the law of $X_{0}$ ), and ( $\Delta^{1}, \cdots, \Delta^{N}$ ) which is a $N \times d$-dimensional standard Gaussian random variable independent of $\left(X_{0}^{1}, \cdots, X_{0}^{N}\right)$. Then we construct the particle system $\overrightarrow{\boldsymbol{X}}_{t}^{\mathcal{P}, M}=\left(X_{t}^{\mathcal{P}, M, 1}, \cdots, X_{t}^{\mathcal{P}, M, N}\right)$ :

$$
\begin{align*}
X_{t}^{\mathcal{P}, M, i} & =X_{0}^{i}+a_{T}^{M} \Delta^{i}+\int_{0}^{t} b\left(\tau(r), X_{\tau(r)}^{\mathcal{P}, M, i}, \widehat{\rho}\left(\overrightarrow{\boldsymbol{X}}_{\tau(r)}^{\mathcal{P}, M}\right)\right) d r \\
& +\int_{0}^{t} \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} c_{M}\left(\tau(r), v, z, X_{\tau(r)-}^{\mathcal{P}, M, i}, \widehat{\rho}\left(\overrightarrow{\boldsymbol{X}}_{\tau(r)-}^{\mathcal{P}, M}\right)\right) N_{\widehat{\rho}\left(\overrightarrow{\boldsymbol{X}}_{\tau(r)-}^{\mathcal{P}, M}\right)}^{i}(d v, d z, d r), i=1, \cdots, N \tag{7}
\end{align*}
$$

where

$$
\widehat{\rho}\left(\overrightarrow{\boldsymbol{X}}_{t}^{\mathcal{P}, M}\right)(d v)=\frac{1}{N} \sum_{i=1}^{N} \delta_{X_{t}^{\mathcal{P}, M, i}}(d v)
$$

is the empirical measure of $\overrightarrow{\boldsymbol{X}}_{t}^{\mathcal{P}, M}$ (with $\delta_{x}(d v)$ the Dirac measure), $N_{\widehat{\rho}\left(\overrightarrow{\boldsymbol{X}}_{t}^{\mathcal{P}, M}\right)}^{i}(d v, d z, d r), i=1, \cdots, N$ are Poisson point measures that are independent each other conditionally to $\overrightarrow{\boldsymbol{X}}_{t}^{\mathcal{P}, M}$ and independent of $\left(X_{0}^{1}, \cdots, X_{0}^{N}, \Delta^{1}, \cdots, \Delta^{N}\right)$ with intensity $\widehat{\rho}\left(\overrightarrow{\boldsymbol{X}}_{t}^{\mathcal{P}, M}\right)(d v) \mu(d z) d r$. It is clear that $\overrightarrow{\boldsymbol{X}}_{t}^{\mathcal{P}, M}$ may be simulated in an explicit way (see (31)).

We denote

$$
V_{N}:=\mathbb{1}_{d=1} N^{-\frac{1}{2}}+\mathbb{1}_{d=2} N^{-\frac{1}{2}} \log (1+N)+\mathbb{1}_{d \geq 3} N^{-\frac{1}{d}}
$$

and we consider the following $d$-dimensional regularization kernels

$$
\varphi(x)=\frac{1}{(2 \pi)^{d / 2}} e^{-\frac{|x|^{2}}{2}}, \quad \varphi_{\delta}(x)=\frac{1}{\delta^{d}} \varphi\left(\frac{x}{\delta}\right), \quad 0<\delta \leq 1 .
$$

We have proved in Theorem 2.1 that the law of $X_{t}$ has a density function $p_{t}(x)$. Now we obtain in Theorem 2.3 the following results concerning the approximation of the density $p_{t}(x)$. We take

$$
\delta=\left(|\mathcal{P}|+\sqrt{\varepsilon_{M}}\right)^{\frac{1}{d+3}}, \quad \text { and take } N \text { such that } \quad V_{N} \leq|\mathcal{P}|+\sqrt{\varepsilon_{M}}
$$

Then we have

$$
\begin{equation*}
p_{t}(x)=\frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \varphi_{\delta}\left(X_{t}^{\mathcal{P}, M, i}-x\right)+\mathcal{O}\left(\left(|\mathcal{P}|+\sqrt{\varepsilon_{M}}\right)^{\frac{2}{d+3}}\right) \tag{8}
\end{equation*}
$$

where $\mathcal{O}(\bullet)$ is the $\operatorname{big} \mathcal{O}$ notation (i.e. for a strictly positive function $g$ defined on $\mathbb{R}_{+}, \exists C>0$, s.t. $|\mathcal{O}(g(y))| \leq C g(y))$. If we take

$$
\delta=\left(|\mathcal{P}|+\sqrt{\varepsilon_{M}}\right)^{\frac{1}{d+5}}, \quad \text { and take } N \text { such that } \quad V_{N} \leq|\mathcal{P}|+\sqrt{\varepsilon_{M}}
$$

then we get moreover by Romberg method that

$$
\begin{equation*}
p_{t}(x)=\frac{2}{N} \sum_{i=1}^{N} \mathbb{E} \varphi_{\delta / \sqrt{2}}\left(X_{t}^{\mathcal{P}, M, i}-x\right)-\frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \varphi_{\delta}\left(X_{t}^{\mathcal{P}, M, i}-x\right)+\mathcal{O}\left(\left(|\mathcal{P}|+\sqrt{\varepsilon_{M}}\right)^{\frac{4}{d+5}}\right) \tag{9}
\end{equation*}
$$

It is clear that the approximation scheme based on Romberg method gives a better accuracy: we have the power $\frac{4}{d+5}>\frac{2}{d+3}$. So we are able to simulate the density function of $X_{t}$ in an explicit way, with error $\mathcal{O}\left(\left(|\mathcal{P}|+\sqrt{\varepsilon_{M}}\right)^{\frac{4}{d+5}}\right)$. We notice however, that the speed of convergence of the error depends on the dimension $d$, so it converges slowly when $d$ is large. In Theorem 2.4, we prove an alternative approximation result. We give up the approximation of the density, and we focus on the approximation in total variation distance. We take supplementally $\widetilde{\Delta}$ a $d$-dimensional standard Gaussian random variable independent of $\overrightarrow{\boldsymbol{X}}_{t}^{\mathcal{P}, M}$. For any $\varepsilon>0$, we take

$$
\delta=\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{1}{4}\left(1+\varepsilon^{\prime}\right)} \quad \text { and take } N \text { such that } \quad V_{N} \leq\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{d+3}{4}\left(1+\varepsilon^{\prime \prime}\right)},
$$

with $\varepsilon^{\prime}=\frac{2 \varepsilon-6 \varepsilon^{2}}{1-\varepsilon}$ and $\varepsilon^{\prime \prime}=\frac{2(d-1) \varepsilon-2(3 d+1) \varepsilon^{2}}{(d+3)(1-\varepsilon)}$. For every measurable and bounded function $f$, we prove that

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} f(x) p_{t}(x) d x=\frac{1}{N} \sum_{i=1}^{N} \mathbb{E} f\left(X_{t}^{\mathcal{P}, M, i}+\delta \widetilde{\Delta}\right)+\|f\|_{\infty} \times \mathcal{O}\left(\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{1}{2}-\varepsilon}\right) \tag{10}
\end{equation*}
$$

We notice that the speed of convergence in (10) no longer depends on the dimension $d$, so it still behaves well for large dimension. We also stress that the speed of convergence in (10) is the same as in (6) for the truncated Euler scheme. Moreover, for any $\varepsilon>0$, we take

$$
\delta=\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{1}{8}\left(1+\varepsilon_{\prime}\right)} \quad \text { and take } N \text { such that } \quad V_{N} \leq\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{d+5}{8}\left(1+\varepsilon_{\prime \prime}\right)},
$$

with $\varepsilon_{\prime}=\frac{6 \varepsilon-14 \varepsilon^{2}}{1-\varepsilon}$ and $\varepsilon_{\prime \prime}=\frac{6(d+2) \varepsilon-2(7 d+3) \varepsilon^{2}}{(d+5)(1-\varepsilon)}$. Then for every measurable and bounded function $f$, we get by Romberg method that
$\int_{\mathbb{R}^{d}} f(x) \rho_{t}(d x)=\frac{2}{N} \sum_{i=1}^{N} \mathbb{E} f\left(X_{t}^{\mathcal{P}, M, i}+\frac{\delta}{\sqrt{2}} \widetilde{\Delta}\right)-\frac{1}{N} \sum_{i=1}^{N} \mathbb{E} f\left(X_{t}^{\mathcal{P}, M, i}++\delta \widetilde{\Delta}\right)+\|f\|_{\infty} \times \mathcal{O}\left(\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{1}{2}-\varepsilon}\right)$.
We remark that (11) is even a better simulation scheme than (10) in the sense that the numbers of particles $N$ is smaller than the one in (10) and $\delta$ is larger than the one in (10).

We give now a general view on the strategy used in the paper. Notice that the Poisson process which appears in the equation (1) has intensity $\mu(d z)$ which is an infinite measure. As we mentioned before, it is convenient, both from the point of view of Malliavin calculus and for simulation, to introduce an intermediary equation driven by a Poison point measure with intensity $\mathbb{1}_{\{|z| \leq M\}} \mu(d z)$ which is a finite measure. We denote by $X_{t}^{M}$ the solution of this equation (which is a truncated version of (1), see (38) for precise expression). Since $X_{t}^{M}$ depends only on a finite number of jumps in any compact time interval, this will be a "simple functional" in the Malliavin calculus with respect to the amplitudes of the jumps. We also replace the jumps larger then $M$ (which have been canceled) by a Gaussian noise - this is necessary in order to obtain the non degeneracy for $X_{t}^{M}$. Moreover, in order to be able to establish integration by parts formulas, we assume (see Hypothesis $2.4 b$ )) that the measure $\mu$ is absolutely continuous with respect to the Lebesgue measure: $\mu(d z)=h(z) d z$, where $h$ is infinitely differentiable and $\ln h$ has bounded derivatives of any order. Using the convergence $X_{t}^{M} \rightarrow X_{t}$, we are able to prove that $X_{t}$ is smooth in the sense of Malliavin calculus for jump processes. We use this calculus in order to prove that the law of $X_{t}$ is absolutely continuous with respect to the Lebesgue measure, with smooth density $p_{t}(d x)$.

Moreover, we construct an explicit algorithm which allows us to use Monte Carlo simulation in order to approximate $X_{t}$ and $p_{t}$. To do it, we consider the Euler scheme $X_{t}^{\mathcal{P}}$ and the truncated Euler scheme $X_{t}^{\mathcal{P}, M}$ (see (2) and (5)). Now we focus on three equations with solutions $X_{t}, X_{t}^{M}$ and $X_{t}^{\mathcal{P}, M}$. There is a supplementary difficulty which appears here: the Poisson point measures which govern these equations have an intensity which depends on the law of the solution of each of these equations. It is convenient to use similar equations driven by the same Poisson point measure. This is obtained by a coupling procedure: we construct $x_{t}, x_{t}^{M}$ and $x_{t}^{\mathcal{P}, M}$ which have the same law as $X_{t}, X_{t}^{M}$ and $X_{t}^{\mathcal{P}, M}$ but are defined on the same probability space and verify equations driven by the same Poisson point measure (this is done in Section 2.7). This allows us to compare them by using an $L^{1}$ calculus. This is why all our computations will concern these last equations.

In [3], one obtains estimates of the Wasserstein distance between these processes. In order to estimate the total variation distance between them, we will use Malliavin integration by parts techniques (which are presented in Section 3) together with some results from [7] which allows us to pass from estimates in Wassestein distance to estimates in total variation distance. Consequently a large part of the technical effort in the paper will concern estimates of the Malliavin-Sobolev norms of $x_{t}, x_{t}^{M}$ and $x_{t}^{\mathcal{P}, M}$ as well as the proof of the non-degeneracy of these random variables (see Section 4).

Our paper is organized in the following way. In Section 2, we state our problems and give the hypotheses. We define the main equation $X_{t}$, the Euler scheme $X_{t}^{\mathcal{P}}$, the truncated Euler scheme $X_{t}^{\mathcal{P}, M}$ and the particle system $X_{t}^{\mathcal{P}, M, i}, i=1, \cdots, N$. Then we state our main results: Theorem 2.1, 2.2 (see (4) and (6)) and Theorem 2.3, 2.4 (see (8), (9), (10) and (11)). We also give some typical examples to apply our main results. At the end of this section, we make a coupling argument to construct $x_{t}^{M}, x_{t}^{\mathcal{P}, M}$ and $x_{t}$. In Section 3, we give an abstract integration by parts framework (of Malliavin type) and then apply these abstract results to the solutions of our equations. There are two types of results that we have to prove in order to make the integration by parts machinery works. First, we prove that the Malliavin-Sobolev norms of $x_{t}^{M}, x_{t}^{\mathcal{P}, M}$ and $x_{t}$ are bounded, uniformly with respect to $\mathcal{P}$ and $M$ (see Lemma 3.7). Moreover we have to check the non-degeneracy condition for the Malliavin covariance matrix. This is done in Lemma 3.8. Both these two lemmas are rather technical so we leave the proofs for Section 4. Once these lemmas are proved, Proposition 3.6.1 allows us to conclude that $X_{t}^{\mathcal{P}, M} \rightarrow X_{t}$ in total variation distance. We also prove that the Euler scheme $X_{t}^{\mathcal{P}} \rightarrow X_{t}$ in total variation distance in a similar way. Furthermore, we obtain an algorithm based on the particle system $X_{t}^{\mathcal{P}, M, i}, i=1, \cdots, N$ in order to compute the density function $p_{t}(x)$ of the law of $X_{t}$, and we estimate the error.

## 2 Main results

### 2.1 Basic notations and the main equation

We give a time horizon $T>0$ and let $0<t \leq T$. To begin, we introduce some notations which will be used through our paper. For a multi-index $\beta$, we denote $|\beta|$ to be the length of $\beta$. We denote $C_{b}^{l}\left(\mathbb{R}^{d}\right)$ the space of $l$-times differential and bounded functions on $\mathbb{R}^{d}$ with bounded derivatives up to order $l$, and $\|f\|_{l, \infty}:=\sum_{|\beta| \leq l}\left\|\partial^{\beta} f\right\|_{\infty}$ for a function $f \in C_{b}^{l}\left(\mathbb{R}^{d}\right)$. We also denote $\mathcal{P}_{l}\left(\mathbb{R}^{d}\right)$ the space of all probability measures on $\mathbb{R}^{d}$ with finite $l$-moment. For $\rho_{1}, \rho_{2} \in \mathcal{P}_{1}\left(\mathbb{R}^{d}\right)$, we define the Wasserstein distance $W_{1}$ by

$$
\begin{equation*}
W_{1}\left(\rho_{1}, \rho_{2}\right)=\sup _{\operatorname{Lip}(f) \leq 1}\left|\int_{\mathbb{R}^{d}} f(x) \rho_{1}(d x)-\int_{\mathbb{R}^{d}} f(x) \rho_{2}(d x)\right| \tag{12}
\end{equation*}
$$

with $\operatorname{Lip}(f):=\sup _{x \neq y} \frac{|f(x)-f(y)|}{|x-y|}$ the Lipschitz constant of $f$, and we define the total variation distance $d_{T V}$ by

$$
\begin{equation*}
d_{T V}\left(\rho_{1}, \rho_{2}\right)=\sup _{\|f\|_{\infty} \leq 1}\left|\int_{\mathbb{R}^{d}} f(x) \rho_{1}(d x)-\int_{\mathbb{R}^{d}} f(x) \rho_{2}(d x)\right| \tag{13}
\end{equation*}
$$

For $F, G \in L^{1}(\Omega)$, we also denote $W_{1}(F, G)=W_{1}(\mathcal{L}(F), \mathcal{L}(G))$ and $d_{T V}(F, G)=d_{T V}(\mathcal{L}(F), \mathcal{L}(G))$, with $\mathcal{L}(F)$ (respectively $\mathcal{L}(G)$ ) the law of the random variable $F$ (respectively $G$ ). In addition, along the paper, $C$ will be a constant which may change from a line to another. It may depend on some parameters and sometimes the dependence is precised in the notation (ex. $C_{l}$ is a constant depending on $l$ ).

In this paper, we consider the $d$-dimensional stochastic differential equation with jumps

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} b\left(r, X_{r}, \rho_{r}\right) d r+\int_{0}^{t} \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} c\left(r, v, z, X_{r-}, \rho_{r-}\right) N_{\rho_{r-}}(d v, d z, d r) \tag{14}
\end{equation*}
$$

where $\rho_{t}(d v)=\mathbb{P}\left(X_{t} \in d v\right)$ is the law of $X_{t}, N_{\rho_{t}}$ is a Poisson point measure on the state space $\mathbb{R}^{d} \times \mathbb{R}^{d}$ with intensity measure $\widehat{N}_{\rho_{t}}(d v, d z, d r)=\rho_{t}(d v) \mu(d z) d r, X_{0}$ is the initial random variable with law $\rho_{0}$ independent of the Poisson point measure $N_{\rho_{t}}, \mu$ is a positive $\sigma$-finite measure on $\mathbb{R}^{d}$, and $b:[0, T] \times \mathbb{R}^{d} \times$ $\mathcal{P}_{1}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}^{d}, c:[0, T] \times \mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathcal{P}_{1}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}^{d}$.
Remark. We remark that we will assume in the following that $\int_{\mathbb{R}^{d}} \sup _{r \in[0, T]} \sup _{v, x \in \mathbb{R}^{d}} \sup _{\rho \in \mathcal{P}_{1}\left(\mathbb{R}^{d}\right)}|c(r, v, z, x, \rho)| \mu(d z)<$ $\infty$, so we are in the finite variation case. The integral with respect to the Poisson point measure is not compensated.

### 2.2 Hypotheses

Here we give our hypotheses.
Hypothesis 2.1 (Regularity) We assume that the function $x \mapsto b(r, x, \rho)$ is infinitely differentiable with bounded derivatives of any orders, and that $\rho_{0} \in \bigcap_{p=1}^{\infty} \mathcal{P}_{p}\left(\mathbb{R}^{d}\right)$. We also assume that the function $(z, x) \mapsto c(r, v, z, x, \rho)$ is infinitely differentiable and for every multi-indices $\beta_{1}, \beta_{2}$, there exists a nonnegative function $\bar{c}: \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$depending on $\beta_{1}, \beta_{2}$ such that we have

$$
\begin{gather*}
\sup _{r \in[0, T]} \sup _{v, x \in \mathbb{R}^{d}} \sup _{\rho \in \mathcal{P}_{1}\left(\mathbb{R}^{d}\right)}\left(|c(r, v, z, x, \rho)|+\left|\partial_{z}^{\beta_{2}} \partial_{x}^{\beta_{1}} c(r, v, z, x, \rho)\right|\right) \leq \bar{c}(z), \quad \forall z \in \mathbb{R}^{d} \\
\text { with } \int_{\mathbb{R}^{d}}|\bar{c}(z)|^{p} \mu(d z):=\bar{c}_{p}<\infty, \quad \forall p \geq 1 \tag{15}
\end{gather*}
$$

Moreover, there exists a constant $L_{b}>0$ such that for any $r_{1}, r_{2} \in[0, T], v_{1}, v_{2}, x \in \mathbb{R}^{d}, z \in \mathbb{R}^{d}, \rho_{1}, \rho_{2} \in$ $\mathcal{P}_{1}\left(\mathbb{R}^{d}\right)$,

$$
\left|b\left(r_{1}, x, \rho_{1}\right)-b\left(r_{2}, x, \rho_{2}\right)\right| \leq L_{b}\left(\left|r_{1}-r_{2}\right|+W_{1}\left(\rho_{1}, \rho_{2}\right)\right)
$$

and

$$
\begin{aligned}
& \left|c\left(r_{1}, v_{1}, z, x, \rho_{1}\right)-c\left(r_{2}, v_{2}, z, x, \rho_{2}\right)\right| \\
& +\left|\nabla_{z} c\left(r_{1}, v_{1}, z, x, \rho_{1}\right)-\nabla_{z} c\left(r_{2}, v_{2}, z, x, \rho_{2}\right)\right|+\left|\nabla_{x} c\left(r_{1}, v_{1}, z, x, \rho_{1}\right)-\nabla_{x} c\left(r_{2}, v_{2}, z, x, \rho_{2}\right)\right| \\
& \leq \bar{c}(z)\left(\left|r_{1}-r_{2}\right|+\left|v_{1}-v_{2}\right|+W_{1}\left(\rho_{1}, \rho_{2}\right)\right) .
\end{aligned}
$$

Remark. We will use several times the following consequence of (15) and of Burkholder inequality (see for example the Theorem 2.11 in [33], see also in [34]): Let $\Phi(r, v, z, \omega, \rho):[0, T] \times \mathbb{R}^{d} \times \mathbb{R}^{d} \times \Omega \times \mathcal{P}_{1}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}_{+}$ and $\varphi(r, v, \omega, \rho):[0, T] \times \mathbb{R}^{d} \times \Omega \times \mathcal{P}_{1}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}_{+}$be two functions such that

$$
|\Phi(r, v, z, \omega, \rho)| \leq|\bar{c}(z)||\varphi(r, v, \omega, \rho)|
$$

Then for any $p \geq 2, \rho \in \mathcal{P}_{1}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\mathbb{E}\left|\int_{0}^{t} \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \Phi(r, v, z, \omega, \rho) N_{\rho}(d v, d z, d r)\right|^{p} \leq C \mathbb{E} \int_{0}^{t} \int_{\mathbb{R}^{d}}|\varphi(r, v, \omega, \rho)|^{p} \rho(d v) d r \tag{16}
\end{equation*}
$$

where $C$ is a constant depending on $p, \bar{c}_{1}, \bar{c}_{2}, \bar{c}_{p}$ and $T$.
Proof. By compensating $N_{\rho}$ and using Burkholder inequality and (15), we have

$$
\begin{align*}
& \mathbb{E}\left|\int_{0}^{t} \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \Phi(r, v, z, \omega, \rho) N_{\rho}(d v, d z, d r)\right|^{p} \\
& \leq C\left[\mathbb{E}\left(\int_{0}^{t} \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}}|\Phi(r, v, z, \omega, \rho)|^{2} \rho(d v) \mu(d z) d r\right)^{\frac{p}{2}}+\mathbb{E} \int_{0}^{t} \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}}|\Phi(r, v, z, \omega, \rho)|^{p} \rho(d v) \mu(d z) d r\right. \\
& \left.+\mathbb{E}\left|\int_{0}^{t} \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}}\right| \Phi(r, v, z, \omega, \rho)|\rho(d v) \mu(d z) d r|^{p}\right]  \tag{17}\\
& \leq C \mathbb{E} \int_{0}^{t} \int_{\mathbb{R}^{d}}|\varphi(r, v, \omega, \rho)|^{p} \rho(d v) d r
\end{align*}
$$

For the sake of simplicity of notations, in the following, for a constant $C$, we do not precise the dependence on the regularity constants of the function $b$ and $c$ (such as $\left\|\nabla_{x} b\right\|_{\infty}, L_{b}$ and $\bar{c}_{p}$ ).

Hypothesis 2.2 We assume that there exists a non-negative function $\breve{c}: \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$such that $\int_{\mathbb{R}^{d}}|\breve{c}(z)|^{p} \mu(d z):=$ $\breve{c}_{p}<\infty, \forall p \geq 1$, and

$$
\left\|\nabla_{x} c(r, v, z, x, \rho)\left(I_{d}+\nabla_{x} c(r, v, z, x, \rho)\right)^{-1}\right\| \leq \breve{c}(z), \quad \forall r \in[0, T], v, x \in \mathbb{R}^{d}, z \in \mathbb{R}^{d}, \rho \in \mathcal{P}_{1}\left(\mathbb{R}^{d}\right)
$$

with $I_{d}$ the $d$-dimensional identity matrix. To avoid overburdening notation, since both hypotheses 2.1 and 2.2 apply, we take $\breve{c}(z)=\bar{c}(z)$ and $\breve{c}_{p}=\bar{c}_{p}$.
Remark. We need this hypothesis to prove the regularity of the inverse tangent flow (see Section 4.2 (126)).

Hypothesis 2.3 (Ellipticity) There exists a non-negative function $\underline{c}: \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$such that for every $r \in[0, T], v, x \in \mathbb{R}^{d}, z \in \mathbb{R}^{d}, \rho \in \mathcal{P}_{1}\left(\mathbb{R}^{d}\right), \zeta \in \mathbb{R}^{d}$, we have

$$
\sum_{j=1}^{d}\left\langle\partial_{z_{j}} c(r, v, z, x, \rho), \zeta\right\rangle^{2} \geq \underline{c}(z)|\zeta|^{2} .
$$

Remark. We notice that together with Hypothesis 2.1, we have $\underline{c}(z) \leq|\bar{c}(z)|^{2}, \forall z \in \mathbb{R}^{d}$.
Hypothesis 2.4
We give some supplementary hypotheses concerning the function $\underline{c}$ and the measure $\mu$.
a) We assume that there exists a $\theta>0$ such that

$$
\begin{equation*}
\underline{\lim }_{u \rightarrow+\infty} \frac{1}{\ln u} \nu\left\{\underline{c} \geq \frac{1}{u}\right\}:=\theta>0 \tag{18}
\end{equation*}
$$

with

$$
\nu(d z)=\sum_{k=1}^{\infty} \mathbb{1}_{\left[k-\frac{3}{4}, k-\frac{1}{4}\right]}(|z|) \mu(d z) .
$$

This means that $\underline{c}$ could not be too small so that we could have enough noises to deduce the non-degeneracy of the Malliavin covariance matrix (see Section 4.2 (133)).
Remark. If $\mu\left(\mathbb{R}^{d}\right)<\infty$, then $\theta=0$. So (18) implies that $\mu\left(\mathbb{R}^{d}\right)=\infty$.
b) We assume that $\mu$ is absolutely continuous with respect to the Lebesgue measure: $\mu(d z)=h(z) d z$, where $h$ is infinitely differentiable and $\ln h$ has bounded derivatives of any order.
Remark. We need this hypothesis to construct the integration by parts framework for the jump equations.

### 2.3 The Euler scheme

Now we construct the Euler scheme. For any partition $\mathcal{P}=\left\{0=r_{0}<r_{1}<\cdots<r_{n-1}<r_{n}=T\right\}$ of the interval $[0, T]$, we define $\tau(r)=r_{k}$ when $r \in\left[r_{k}, r_{k+1}\right)$, and we consider the equation

$$
\begin{align*}
X_{t}^{\mathcal{P}} & =X_{0}+\int_{0}^{t} b\left(\tau(r), X_{\tau(r)}^{\mathcal{P}}, \rho_{\tau(r)}^{\mathcal{P}}\right) d r \\
& +\int_{0}^{t} \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} c\left(\tau(r), v, z, X_{\tau(r)-}^{\mathcal{P}}, \rho_{\tau(r)-}^{\mathcal{P}}\right) N_{\rho_{\tau(r)-}^{\mathcal{P}}}(d v, d z, d r), \tag{19}
\end{align*}
$$

where $\rho_{t}^{\mathcal{P}}$ is the law of $X_{t}^{\mathcal{P}}$ and $N_{\rho_{t}^{\mathcal{P}}}(d v, d z, d r)$ is a Poisson point measure with intensity measure $\rho_{t}^{\mathcal{P}}(d v) \mu(d z) d r$, independent of $X_{0}$.

In [3](Theorem 3.5, 3.7, 3.8, Proposition 3.9), Alfonsi and Bally have proved that under some suitable regularity conditions on the coefficients $b$ and $c$ (which are some conditions weaker than the Hypothesis 2.1 in this paper), the strong solution of the equation (14) exists and is unique, and the following statements are true.
a) There exists a constant $C$ depending on $T$ such that for every $0<t \leq T$ and every partition $\mathcal{P}$ of $[0, T]$,

$$
\begin{equation*}
W_{1}\left(X_{t}^{\mathcal{P}}, X_{t}\right) \leq C|\mathcal{P}|, \quad \text { with } \quad|\mathcal{P}|:=\max _{k \in\{0, \cdots, n-1\}}\left(r_{k+1}-r_{k}\right) \tag{20}
\end{equation*}
$$

b) The solution of the following weak equation exists.

$$
\begin{align*}
\forall \phi \in C_{b}^{1}\left(\mathbb{R}^{d}\right), \quad & \int_{\mathbb{R}^{d}} \phi(x) \rho_{t}(d x)=\int_{\mathbb{R}^{d}} \phi(x) \rho_{0}(d x)+\int_{0}^{t} \int_{\mathbb{R}^{d}}\left\langle b\left(r, x, \rho_{r}\right), \nabla \phi(x)\right\rangle \rho_{r}(d x) d r \\
& +\int_{0}^{t} \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \rho_{r}(d x) \rho_{r}(d v) \int_{\mathbb{R}^{d}}\left(\phi\left(x+c\left(r, v, z, x, \rho_{r}\right)\right)-\phi(x)\right) \mu(d z) d r \tag{21}
\end{align*}
$$

And the solution of the equation (14) is the probabilistic interpretation of (21) in the sense that $\rho_{t}=\mathcal{L}\left(X_{t}\right)$ (the law of $X_{t}$ ) solves (21).

We recall the notation $\theta$ in Hypothesis 2.4. One aim of this paper is to prove the following error estimate.
Theorem 2.1. Under the Hypothesis 2.1, Hypothesis 2.2, Hypothesis 2.3 and Hypothesis 2.4, we have
a) For any $0<t \leq T$, when $t>\frac{8 d(l+d)}{\theta}$, the law of $X_{t}$ has a $l$-times differentiable density $p_{t}$ :

$$
\begin{equation*}
\mathbb{P}\left(X_{t} \in d x\right)=\rho_{t}(d x)=p_{t}(x) d x \tag{22}
\end{equation*}
$$

and the density $p_{t}$ is a function solution of the equation (21).
b) For any $\varepsilon>0$, there exists a constant $C$ depending on $\varepsilon, d$ and $T$ such that for every partition $\mathcal{P}$ of $[0, T]$ with $|\mathcal{P}| \leq 1$, when $t>\frac{8 d}{\theta}\left(\frac{2}{\varepsilon}+1\right)$,

$$
\begin{equation*}
d_{T V}\left(X_{t}^{\mathcal{P}}, X_{t}\right) \leq C|\mathcal{P}|^{\frac{1}{2}-\varepsilon} \tag{23}
\end{equation*}
$$

Remark. In the case $\theta=\infty$, the results in Theorem 2.1 hold for every $0<t \leq T$.
The proof of this theorem will be given in Section 3.3. The main methods we will use in the proofs are the Malliavin calculus techniques introduced in [7]. We will discuss them in Section 3.
Remark. We believe that the speed of convergence $|\mathcal{P}|^{\frac{1}{2}-\varepsilon}$ is not optimal. We expect to have $|\mathcal{P}|^{1-\varepsilon}$. We loose in accuracy because we have some technical difficulties in order to estimate the non-degeneracy of the Malliavin covariance matrix of the Euler scheme, and this obliges us to use the rather rough estimate. The difficulty concerning the Euler scheme is due to the fact that the tangent flow of the Euler scheme is not invertible.

### 2.4 The truncated Euler scheme

Since we have $\mu\left(\mathbb{R}^{d}\right)=\infty$ (which is a consequence of (18)), we have infinitely many jumps. We use a truncation argument in order to have finite numbers of jumps and obtain a representation by means of a compound Poisson process. This is necessary in order to obtain a scheme which may be simulated. For $M \in \mathbb{N}$, we denote $B_{M}=\left\{z \in \mathbb{R}^{d}:|z| \leq M\right\}, c_{M}(r, v, z, x, \rho):=c(r, v, z, x, \rho) \mathbb{1}_{B_{M}}(z)$, and

$$
\begin{equation*}
a_{T}^{M}:=\sqrt{T \int_{\{|z|>M\}} \underline{c}(z) \mu(d z)} . \tag{24}
\end{equation*}
$$

This is a deterministic sequence such that $a_{T}^{M} \rightarrow 0$ as $M \rightarrow \infty$. We also denote $\Delta=\left(\Delta_{1}, \cdots, \Delta_{d}\right)$ to be a $d$-dimensional standard Gaussian random variable independent of $X_{0}$ and $N_{\rho}$. Now we cancel the "big jumps" (the jumps of size $|z|>M$ ) and replace them by a Gaussian random variable $a_{t}^{M} \Delta$.

$$
\begin{align*}
X_{t}^{\mathcal{P}, M} & =X_{0}+a_{T}^{M} \Delta+\int_{0}^{t} b\left(\tau(r), X_{\tau(r)}^{\mathcal{P}, M}, \rho_{\tau(r)}^{\mathcal{P}, M}\right) d r \\
& +\int_{0}^{t} \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} c_{M}\left(\tau(r), v, z, X_{\tau(r)-}^{\mathcal{P}, M}, \rho_{\tau(r)-}^{\mathcal{P}, M}\right) N_{\rho_{\tau(r)-}^{\mathcal{P}, M}}(d v, d z, d r) \tag{25}
\end{align*}
$$

where $\rho_{t}^{\mathcal{P}, M}$ is the law of $X_{t}^{\mathcal{P}, M}$, and $N_{\rho_{t}^{\mathcal{P}, M}}(d v, d z, d r)$ is a Poisson point measure with intensity measure $\rho_{t}^{\mathcal{P}, M}(d v) \mu(d z) d r$, independent of $X_{0}$ and of $\Delta$. We remark that $\Delta$ is necessary in order to obtain the non-degeneracy of the Malliavin covariance matrix, which will be discussed in detail in Section 4.2.

The advantage of considering $X_{t}^{\mathcal{P}, M}$ is that we may represent it by means of compound Poisson processes. For $k \in \mathbb{N}$, we denote $I_{1}=B_{1}, I_{k}=B_{k} \backslash B_{k-1}$ for $k \geq 2$ and take $\left(J_{t}^{k}\right)_{t \in[0, T]}$ a Poisson process of intensity $\mu\left(I_{k}\right)$. We denote by $\left(T_{i}^{k}\right)_{i \in \mathbb{N}}$ the jump times of $\left(J_{t}^{k}\right)_{t \in[0, T]}$ and we consider some sequences of independent random variables $Z_{i}^{k} \sim \mathbb{1}_{I_{k}}(z) \frac{\mu(d z)}{\mu\left(I_{k}\right)}$, and $V_{k, i}^{\mathcal{P}, M} \sim \rho_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}(d v), k, i \in \mathbb{N}$. Moreover, $\left(\left(J_{t}^{k}\right)_{\substack{t \in[0, T] \\ k \in \mathbb{N}}},\left(Z_{i}^{k}\right)_{k, i \in \mathbb{N}},\left(V_{k, i}^{\mathcal{P}, M}\right)_{k, i \in \mathbb{N}}, X_{0}, \Delta\right)$ are taken to be independent. Then in order to do the simulation, we represent the jump's parts of the equation (25) by compound Poisson processes:

$$
\begin{equation*}
X_{t}^{\mathcal{P}, M}=X_{0}+a_{T}^{M} \Delta+\int_{0}^{t} b\left(\tau(r), X_{\tau(r)}^{\mathcal{P}, M}, \rho_{\tau(r)}^{\mathcal{P}, M}\right) d r+\sum_{k=1}^{M} \sum_{i=1}^{J_{t}^{k}} c\left(\tau\left(T_{i}^{k}\right), V_{k, i}^{\mathcal{P}, M}, Z_{i}^{k}, X_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}, \rho_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right) \tag{26}
\end{equation*}
$$

Notice that the solution of the equation (26) may be constructed in an explicit way (except for $\rho_{\tau(r)}^{\mathcal{P}, M}$ and $\rho_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}$ which will be discussed in detail in Section 2.5).

We denote

$$
\begin{equation*}
\varepsilon_{M}:=\int_{\{|z|>M\}}|\bar{c}(z)|^{2} \mu(d z)+\left|\int_{\{|z|>M\}} \bar{c}(z) \mu(d z)\right|^{2}, \tag{27}
\end{equation*}
$$

and recall the notation $\theta$ in Hypothesis 2.4. We obtain the following error estimate for $X_{t}^{\mathcal{P}, M}$.

Theorem 2.2. Under the Hypothesis 2.1, Hypothesis 2.2, Hypothesis 2.3 and Hypothesis 2.4, we have
a) For any $0<t \leq T$, the law of $X_{t}^{\mathcal{P}, M}$ has a smooth density $p_{t}^{\mathcal{P}, M}$.
b) For any $\varepsilon>0$, there exists a constant $C$ depending on $\varepsilon$, $d$ and $T$ such that for every partition $\mathcal{P}$ of $[0, T]$ with $|\mathcal{P}| \leq 1$, every $M \in \mathbb{N}$ with $\varepsilon_{M} \leq 1$ and $|\bar{c}(z)|^{2} \mathbb{1}_{\{|z|>M\}} \leq 1$, when $t>\frac{8 d}{\theta}\left(\frac{2}{\varepsilon}+1\right)$,

$$
\begin{equation*}
d_{T V}\left(X_{t}^{\mathcal{P}, M}, X_{t}\right) \leq C\left(\varepsilon_{M}+|\mathcal{P}|\right)^{\frac{1}{2}-\varepsilon} . \tag{28}
\end{equation*}
$$

Remark. In the case $\theta=\infty$, the results in Theorem 2.2 hold for every $0<t \leq T$.
The proof of this theorem will be given in Section 3.3 by using some Malliavin integration by parts techniques.

### 2.5 The particle system

We notice that we still cannot compute $\rho_{\tau(r)}^{\mathcal{P}, M}$ and $\rho_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}$ directly in (26), so we construct the particle system as follows in order to obtain an explicit scheme of simulation. For a random vector $X=$ $\left(X^{1}, \cdots, X^{N}\right), X^{i} \in \mathbb{R}^{d}, i=1, \cdots, N$ with a fixed dimension $N$, we associate the (random) empirical measure

$$
\begin{equation*}
\widehat{\rho}(X)(d v)=\frac{1}{N} \sum_{i=1}^{N} \delta_{X^{i}}(d v), \tag{29}
\end{equation*}
$$

where $\delta_{x}(d v)$ is the Dirac measure. Now we consider an initial vector $\left(X_{0}^{1}, \cdots, X_{0}^{N}\right)$ with components which are independent and identically distributed with common law $\rho_{0}$ (we recall that $\rho_{0}$ is the law of $X_{0}$ in (14)), and we consider ( $\Delta^{1}, \cdots, \Delta^{N}$ ) which is a $N \times d$-dimensional standard Gaussian random variable independent of $\left(X_{0}^{1}, \cdots, X_{0}^{N}\right)$. Then we construct the particle system $\overrightarrow{\boldsymbol{X}}_{t}^{\mathcal{P}, M}=\left(X_{t}^{\mathcal{P}, M, 1}, \cdots, X_{t}^{\mathcal{P}, M, N}\right)$ :

$$
\begin{align*}
X_{t}^{\mathcal{P}, M, i} & =X_{0}^{i}+a_{T}^{M} \Delta^{i}+\int_{0}^{t} b\left(\tau(r), X_{\tau(r)}^{\mathcal{P}, M, i}, \widehat{\rho}\left(\overrightarrow{\boldsymbol{X}}_{\tau(r)}^{\mathcal{P}, M}\right)\right) d r \\
& +\int_{0}^{t} \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} c_{M}\left(\tau(r), v, z, X_{\tau(r)-}^{\mathcal{P}, M, i}, \widehat{\rho}\left(\overrightarrow{\boldsymbol{X}}_{\tau(r)-}^{\mathcal{P}, M}\right)\right) N_{\widehat{\rho}\left(\overrightarrow{\boldsymbol{X}}_{\tau(r)-}^{\mathcal{P}}, M\right.}^{i}(d v, d z, d r), i=1, \cdots, N, \tag{30}
\end{align*}
$$

where $N_{\widehat{\rho}\left(\overrightarrow{\boldsymbol{X}}_{t}^{p, M}\right)}^{i}(d v, d z, d r), i=1, \cdots, N$ are Poisson point measures that are independent each other conditionally to $\overrightarrow{\boldsymbol{X}}_{t}^{\mathcal{P}, M}$ and independent of $\left(X_{0}^{1}, \cdots, X_{0}^{N}, \Delta^{1}, \cdots, \Delta^{N}\right)$ with intensity $\widehat{\rho}\left(\overrightarrow{\boldsymbol{X}}_{t}^{\mathcal{P}, M}\right)(d v) \mu(d z) d r$. We give now the representation of the above equation in terms of compound Poisson processes. This is necessary in order to obtain an explicit simulation algorithm. We recall that we denote $I_{1}=B_{1}, I_{k}=B_{k} \backslash B_{k-1}$ for $k \geq 2$. Now for $i=1, \cdots, N, k \in \mathbb{N}$, we take $\left(J_{t}^{k, i}\right)_{t \in[0, T]}$ a Poisson process of intensity $\mu\left(I_{k}\right)$. We denote by $\left(T_{l}^{k, i}\right)_{l \in \mathbb{N}}$ the jump times of $\left(J_{t}^{k, i}\right)_{t \in[0, T]}$ and we consider some sequences of independent random variables $Z_{l}^{k, i} \sim \mathbb{1}_{I_{k}}(z) \frac{\mu(d z)}{\mu\left(I_{k}\right)}$ and $U_{l}^{k, i}$ uniformly distributed on $\{1, \cdots, N\}$, for all $i=1, \cdots, N, k, l \in \mathbb{N}$. Moreover, $\left(\left(J_{t}^{k, i}\right)_{\substack{i=1, \cdots, N, k \in \mathbb{N}}}^{t \in[0, T]},\left(Z_{l}^{k, i}\right)_{\substack{i=1, \ldots, N \\ k, l \in \mathbb{N}}}^{N},\left(U_{l}^{k, i, i}\right)_{\substack{i=1, \ldots, N \\ k, l \in \mathbb{N}}},\left(\Delta^{1}, \cdots, \Delta^{N}\right),\left(X_{0}^{1}, \cdots, X_{0}^{N}\right)\right)$ are taken to be independent. Then we represent the jump's parts of the equation (30) by compound Poisson processes to give an explicit scheme of simulation.

$$
\begin{align*}
X_{t}^{\mathcal{P}, M, i} & =X_{0}^{i}+a_{T}^{M} \Delta^{i}+\int_{0}^{t} b\left(\tau(r), X_{\tau(r)}^{\mathcal{P}, M, i}, \widehat{\rho}\left(\overrightarrow{\boldsymbol{X}}_{\tau(r)}^{\mathcal{P}, M}\right)\right) d r \\
& +\sum_{k=1}^{M} \sum_{l=1}^{J_{t}^{k, i}} c\left(\tau\left(T_{l}^{k, i}\right), X_{\tau\left(T_{l}^{k, i}\right)-}^{\mathcal{P}, M, U_{l}^{k, i}}, Z_{l}^{k, i}, X_{\tau\left(T_{l}^{T}, i, i\right.}^{\mathcal{P}, M, i}-\widehat{\rho}\left(\overrightarrow{\boldsymbol{X}}_{\tau\left(T_{l}^{k, i}\right)-}^{\mathcal{P}, M}\right)\right) . \tag{31}
\end{align*}
$$

So now the solution of the equation (31) is constructed in an explicit way.
We denote

$$
\begin{equation*}
V_{N}:=\mathbb{1}_{d=1} N^{-\frac{1}{2}}+\mathbb{1}_{d=2} N^{-\frac{1}{2}} \log (1+N)+\mathbb{1}_{d \geq 3} N^{-\frac{1}{d}}, \tag{32}
\end{equation*}
$$

and we consider the $d$-dimensional regularization kernels

$$
\begin{equation*}
\varphi(x)=\frac{1}{(2 \pi)^{d / 2}} e^{-\frac{|x|^{2}}{2}}, \quad \varphi_{\delta}(x)=\frac{1}{\delta^{d}} \varphi\left(\frac{x}{\delta}\right), \quad 0<\delta \leq 1 . \tag{33}
\end{equation*}
$$

We recall the notations $\varepsilon_{M}$ in (27) and $\theta$ in Hypothesis 2.4. In Theorem 2.1, we proved that under appropriate hypotheses, $\mathcal{L}\left(X_{t}\right)(d x)=p_{t}(x) d x$. We give now some approximation results for $p_{t}(x)$.

Theorem 2.3. Under the Hypothesis 2.1, Hypothesis 2.2, Hypothesis 2.3 and Hypothesis 2.4, for every partition $\mathcal{P}$ of $[0, T]$ and every $M \in \mathbb{N}$ with $|\mathcal{P}|+\sqrt{\varepsilon_{M}} \leq 1$, we have the following:
i) We take

$$
\delta=\left(|\mathcal{P}|+\sqrt{\varepsilon_{M}}\right)^{\frac{1}{d+3}}, \quad \text { and take } N \text { such that } \quad V_{N} \leq|\mathcal{P}|+\sqrt{\varepsilon_{M}} .
$$

When $t>\frac{8 d}{\theta}(2+d)$,

$$
\begin{equation*}
p_{t}(x)=\frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \varphi_{\delta}\left(X_{t}^{\mathcal{P}, M, i}-x\right)+\mathcal{O}\left(\left(|\mathcal{P}|+\sqrt{\varepsilon_{M}}\right)^{\frac{2}{d+3}}\right), \tag{34}
\end{equation*}
$$

where $\mathcal{O}(\bullet)$ is the big $\mathcal{O}$ notation (i.e. for a strictly positive function $g$ defined on $\mathbb{R}_{+}, \exists C>0$, s.t. $|\mathcal{O}(g(y))| \leq$ $C g(y)$ ).
ii) (Romberg) We take

$$
\delta=\left(|\mathcal{P}|+\sqrt{\varepsilon_{M}}\right)^{\frac{1}{d+5}}, \quad \text { and take } N \text { such that } \quad V_{N} \leq|\mathcal{P}|+\sqrt{\varepsilon_{M}} .
$$

When $t>\frac{8 d}{\theta}(4+d)$,

$$
\begin{equation*}
p_{t}(x)=\frac{2}{N} \sum_{i=1}^{N} \mathbb{E} \varphi_{\delta / \sqrt{2}}\left(X_{t}^{\mathcal{P}, M, i}-x\right)-\frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \varphi_{\delta}\left(X_{t}^{\mathcal{P}, M, i}-x\right)+\mathcal{O}\left(\left(|\mathcal{P}|+\sqrt{\varepsilon_{M}}\right)^{\frac{4}{d+5}}\right) \tag{35}
\end{equation*}
$$

Theorem 2.4. We suppose Hypothesis 2.1, Hypothesis 2.2, Hypothesis 2.3 and Hypothesis 2.4 hold true. We take supplementally $\widetilde{\Delta}$ to be a d-dimensional standard Gaussian random variable independent of $\overrightarrow{\boldsymbol{X}}_{t}^{\mathcal{P}, M}$. Let $\mathcal{P}$ be a partition of $[0, T]$ with $|\mathcal{P}| \leq 1$, and let $M \in \mathbb{N}$ with $\varepsilon_{M} \leq 1$ and $|\bar{c}(z)|^{2} \mathbb{1}_{\{|z|>M\}} \leq 1$. For any $\varepsilon>0$, for every measurable and bounded function $f$, when $t>\frac{8 d}{\theta}\left(\frac{2}{\varepsilon}+1\right)$, we have the followings.
i) We take

$$
\delta=\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{1}{4}\left(1+\varepsilon^{\prime}\right)} \quad \text { and take } N \text { such that } \quad V_{N} \leq\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{d+3}{4}\left(1+\varepsilon^{\prime \prime}\right)}
$$

with $\varepsilon^{\prime}=\frac{2 \varepsilon-6 \varepsilon^{2}}{1-\varepsilon}$ and $\varepsilon^{\prime \prime}=\frac{2(d-1) \varepsilon-2(3 d+1) \varepsilon^{2}}{(d+3)(1-\varepsilon)}$. Then

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} f(x) p_{t}(x) d x=\frac{1}{N} \sum_{i=1}^{N} \mathbb{E} f\left(X_{t}^{\mathcal{P}, M, i}+\delta \widetilde{\Delta}\right)+\|f\|_{\infty} \times \mathcal{O}\left(\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{1}{2}-\varepsilon}\right) \tag{36}
\end{equation*}
$$

ii) (Romberg) We take

$$
\delta=\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{1}{8}\left(1+\varepsilon_{l}\right)} \quad \text { and take } N \text { such that } \quad V_{N} \leq\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{d+5}{8}\left(1+\varepsilon_{\prime \prime}\right)},
$$

with $\varepsilon_{1}=\frac{6 \varepsilon-14 \varepsilon^{2}}{1-\varepsilon}$ and $\varepsilon_{\prime \prime}=\frac{6(d+2) \varepsilon-2(7 d+3) \varepsilon^{2}}{(d+5)(1-\varepsilon)}$. Then
$\int_{\mathbb{R}^{d}} f(x) \rho_{t}(d x)=\frac{2}{N} \sum_{i=1}^{N} \mathbb{E} f\left(X_{t}^{\mathcal{P}, M, i}+\frac{\delta}{\sqrt{2}} \widetilde{\Delta}\right)-\frac{1}{N} \sum_{i=1}^{N} \mathbb{E} f\left(X_{t}^{\mathcal{P}, M, i}++\delta \widetilde{\Delta}\right)+\|f\|_{\infty} \times \mathcal{O}\left(\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{1}{2}-\varepsilon}\right)$.
Remark. In the case $\theta=\infty$, the results in Theorem $\mathbf{2 . 3}$ and Theorem $\mathbf{2 . 4}$ hold for every $0<t \leq T$.

Remark. We remark that we have determined $\delta, N$, and we obtain an explicit formula to simulate the density function $p_{t}(x)$, which is a function solution of the analytical equation (21). We also give the error of this simulation scheme explicitly. We notice that (35), the scheme based on Romberg method, gives a faster speed of convergence than (34): we have the power $\frac{4}{d+5}>\frac{2}{d+3}$.
Remark. We mention that we obtain the results of Theorem 2.3 directly without using the previous estimates (Theorem 2.2), but the speed of convergence depends on the dimension $d$. So when $d$ is large, the speed of convergence is very slow. However for Theorem 2.4, we need to use the previous estimates Theorem 2.2 to obtain (36). The advantage of considering (36) is that the speed of convergence no longer depends on the dimension $d$. So we keep the speed of convergence even for large dimension. Finally, (37) is a better simulation scheme in the sense that the numbers of particles $N$ we need is smaller than the one in (36) and $\delta$ is larger than the one in (36). We also stress that the speed of convergence in (36) and (37) is $\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{1}{2}-\varepsilon}$, the same as in Theorem 2.2 (28) for the truncated Euler scheme.

The proof of this theorem will be given in Section 3.3 by using Malliavin integration by parts techniques.

### 2.6 Some examples

We give some typical examples to illustrate our main results.
Example 1 We take $h=1$ so the measure $\mu$ is the Lebesgue measure. We consider two types of behaviour for $c$.
i) Exponential decay We assume that $|\bar{c}(z)|^{2}=e^{-a_{1}|z|^{p}}$ and $\underline{c}(z)=e^{-a_{2}|z|^{p}}$ with some constants $0<$ $a_{1} \leq a_{2}, p>0$. We only check Hypothesis 2.4 here. We have

$$
\nu\left\{\underline{c}>\frac{1}{u}\right\}=\nu\left\{|z|<\left(\frac{\ln u}{a_{2}}\right)^{\frac{1}{p}}\right\} \geq \frac{r_{d}}{2}\left(\frac{\ln (u-1)}{a_{2}}\right)^{\frac{d}{p}},
$$

with $r_{d}$ the volume of the unit ball in $\mathbb{R}^{d}$, so that

$$
\frac{1}{\ln u} \nu\left\{\underline{c}>\frac{1}{u}\right\} \geq \frac{r_{d}}{2\left(a_{2}\right)^{\frac{d}{p}}} \frac{(\ln (u-1))^{\frac{d}{p}}}{\ln u}
$$

We notice that $\theta=0$ when $p>d ; \theta=\infty$ when $0<p<d$; and $\theta=\frac{r_{d}}{2 a_{2}}$ when $p=d$. Therefore, when $p>d$, we can say nothing in Theorem 2.1 and Theorem 2.2; when $0<p<d$, all the results in Theorem 2.1 and Theorem 2.2 are true for every $0<t \leq T$; and when $p=d$, (22) holds true for $t>\frac{8 d(3 l+2) a_{2}}{r_{d}}$, (23) and (28) hold true for $t>\frac{16 d a_{2}}{r_{d}}\left(\frac{2}{\varepsilon}+1\right)$.
ii) Polynomial decay We assume that $|\bar{c}(z)|^{2}=\frac{a_{1}}{1+|z|^{p}}$ and $\underline{c}(z)=\frac{a_{2}}{1+|z|^{p}}$ for some constants $0<a_{2} \leq a_{1}$ and $p>d$. Then

$$
\nu\left\{\underline{c}>\frac{1}{u}\right\}=\nu\left\{|z|<\left(a_{2} u-1\right)^{\frac{1}{p}}\right\} \geq \frac{r_{d}}{2}\left(a_{2}(u-1)-1\right)^{\frac{d}{p}},
$$

so that

$$
\frac{1}{\ln u} \nu\left\{\underline{c}>\frac{1}{u}\right\} \geq \frac{r_{d}}{2} \frac{\left(a_{2}(u-1)-1\right)^{\frac{d}{p}}}{\ln u} .
$$

We notice that in this case, $\theta=\infty$. Thus, all the results in Theorem 2.1 and Theorem 2.2 holds for every $0<t \leq T$.

Example 2 We consider the (1-dimensional) truncated $\alpha$-stable process: $X_{t}=X_{0}+\int_{0}^{t} \sigma\left(X_{r-}\right) d U_{r}$. Here $\left(U_{t}\right)_{t \geq 0}$ is a (pure jump) Lévy process with intensity measure

$$
\widetilde{\mu}(d z)=\mathbb{1}_{\{|z| \leq 1\}} \frac{1}{|z|^{1+\alpha}} d z, \quad 0 \leq \alpha<1
$$

We assume that $\sigma \in C_{b}^{\infty}(\mathbb{R}), 0<\underline{\sigma} \leq \sigma(x) \leq \bar{\sigma}$ and $-1<\underline{a} \leq \sigma^{\prime}(x) \leq \bar{\sigma}, \forall x \in \mathbb{R}$, for some universal constants $\bar{\sigma}, \underline{\sigma}, \underline{a}$, where $\sigma^{\prime}$ is the differential of $\sigma$ in $x$. Then by a change of variable $z \mapsto \frac{1}{z}$, we come
back to the setting of this paper with $c(r, v, z, x, \rho)=\sigma(x) \times \frac{1}{z}$ and $\mu(d z)=\mathbb{1}_{\{|z| \geq 1\}} \frac{1}{|z|^{1-\alpha}} d z$. In this case, $\underline{c}(z)=\underline{\sigma} \times \frac{1}{|z|^{4}}$, then

$$
\frac{1}{\ln u} \nu\left\{\underline{c}>\frac{1}{u}\right\} \geq \frac{1}{\ln u} \int_{1}^{(\underline{\sigma}(u-1))^{\frac{1}{4}}} \frac{1}{|z|^{1-\alpha}} d z=\frac{(\underline{\sigma}(u-1))^{\frac{\alpha}{4}}-1}{\alpha \ln u}
$$

so that $\theta=\infty$. Thus, all the results in Theorem $\mathbf{2 . 1}$ and Theorem $\mathbf{2 . 2}$ hold for every $0<t \leq T$.

### 2.7 Preliminaries: coupling

Before moving on to the next section, we make some preliminary computations here. For some technical reasons, besides the truncated Euler scheme (25), we also consider the truncation of the original equation (14) as follows (with $a_{T}^{M}, \Delta$ and $c_{M}$ defined in Section 2.4).

$$
\begin{align*}
X_{t}^{M} & =X_{0}+a_{T}^{M} \Delta+\int_{0}^{t} b\left(r, X_{r}^{M}, \rho_{r}\right) d r \\
& +\int_{0}^{t} \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} c_{M}\left(r, v, z, X_{r-}^{M}, \rho_{r-}\right) N_{\rho_{r-}}(d v, d z, d r) \tag{38}
\end{align*}
$$

We notice that we keep $\rho_{r}$ (the law of $X_{r}$ ) instead of taking $\rho_{r}^{M}$ (the law of $X_{r}^{M}$ ) to simplify the calculation below, so the equation (38) is just an intermediate equation (which is not used for simulation).

We notice that the jump's parts of $X_{t}^{\mathcal{P}, M}$ and $X_{t}^{M}$ solutions of (25), (38) are defined with respect to different Poisson point measures (on different probability spaces), so it is not possible to estimate the $L^{2}$ distance between them directly (we need to estimate the $L^{2}$ distance later in the proof of Lemma 3.9). To overcome this difficulty, we use similar equations driven by the same Poisson point measure. This is done by a coupling procedure. In this section, we make a coupling argument to construct $x_{t}, x_{t}^{\mathcal{P}}$ and $x_{t}^{\mathcal{P}, M}$ which have the same law as $X_{t}, X_{t}^{\mathcal{P}}$ and $X_{t}^{\mathcal{P}, M}$ but are defined on the same probability space and verify equations driven by the same Poisson point measure.

We remark that the basic distance which appears in our framework is $W_{1}$ (see (12)). However for technical reasons, we need to estimate the distance $W_{2+\varepsilon_{*}}$ (defined immediately below) for some small $\varepsilon_{*}>0$. This is because we need $L^{2}$ estimate in Lemma 3.9 and we have to use the Hölder inequality with conjugates $1+\frac{\varepsilon_{*}}{2}$ and $\frac{2+\varepsilon_{*}}{\varepsilon_{*}}$. So now we take $\varepsilon_{*}>0$ which is small enough. For $\rho_{1}, \rho_{2} \in \mathcal{P}_{2+\varepsilon_{*}}\left(\mathbb{R}^{d}\right)$, we denote the Wasserstein distance of order $2+\varepsilon_{*}$ by

$$
W_{2+\varepsilon_{*}}\left(\rho_{1}, \rho_{2}\right)=\inf _{\pi \in \Pi\left(\rho_{1}, \rho_{2}\right)}\left\{\left(\int_{\mathbb{R}^{d} \times \mathbb{R}^{d}}|x-y|^{2+\varepsilon_{*}} \pi(d x, d y)\right)^{\frac{1}{2+\varepsilon_{*}}}\right\}
$$

where $\Pi\left(\rho_{1}, \rho_{2}\right)$ is the set of probability measures on $\mathbb{R}^{d} \times \mathbb{R}^{d}$ with marginals $\rho_{1}$ and $\rho_{2}$. Some basic properties of $W_{p}, p \geq 1$ can be found in [36] and [50] for example, and we mention that $W_{1}\left(\rho_{1}, \rho_{2}\right) \leq$ $W_{2+\varepsilon_{*}}\left(\rho_{1}, \rho_{2}\right)$.

Now we make the optimal coupling in $W_{2+\varepsilon_{*}}$ distance between $X_{\tau(t)-}^{\mathcal{P}, M}$ and $X_{t-}$. We recall that $\rho_{\tau(t)-}^{\mathcal{P}, M}$ is the law of $X_{\tau(t)-}^{\mathcal{P}, M}$ and $\rho_{t-}$ is the law of $X_{t-}$. For every partition $\mathcal{P}, M \in \mathbb{N}$ and time $0<t \leq T$, one can easily check that $\rho_{\tau(t)-}^{\mathcal{P}, M}$ and $\rho_{t-}$ both belong to $\mathcal{P}_{2+\varepsilon_{*}}\left(\mathbb{R}^{d}\right)$. This is a consequence of Hypothesis 2.1 and of (16) with

$$
\Phi(r, v, z, \omega, \rho)=c_{M}\left(\tau(r), v, z, X_{\tau(r)-}^{\mathcal{P}, M}, \rho_{\tau(r)-}^{\mathcal{P}, M}\right)
$$

and with

$$
\Phi(r, v, z, \omega, \rho)=c\left(r, v, z, X_{r-}, \rho_{r-}\right)
$$

Then we take $\Pi_{t}^{\mathcal{P}, M}\left(d v_{1}, d v_{2}\right)$ to be the optimal $W_{2+\varepsilon_{*}}-$ coupling of $\rho_{\tau(t)-}^{\mathcal{P}, M}\left(d v_{1}\right)$ and $\rho_{t-}\left(d v_{2}\right)$. So we have

$$
\left(W_{2+\varepsilon_{*}}\left(\rho_{\tau(t)-}^{\mathcal{P}, M}, \rho_{t-}\right)\right)^{2+\varepsilon_{*}}=\int_{\mathbb{R}^{d} \times \mathbb{R}^{d}}\left|v_{1}-v_{2}\right|^{2+\varepsilon_{*}} \Pi_{t}^{\mathcal{P}, M}\left(d v_{1}, d v_{2}\right)
$$

We will need the representation of $\Pi_{t}^{\mathcal{P}, M}\left(d v_{1}, d v_{2}\right)$ by means of the Lebesgue measure $d w$ on $[0,1]$. This will be done by using the following lemma.

Lemma 2.5. There exists a measurable map $\Phi:[0,1) \times \mathcal{P}_{1}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}^{d}$ such that for any $\rho \in \mathcal{P}_{1}\left(\mathbb{R}^{d}\right)$, any bounded and measurable function $\phi: \mathbb{R}^{d} \rightarrow \mathbb{R}$, we have

$$
\int_{0}^{1} \phi(\Phi(w, \rho)) d w=\int_{\mathbb{R}^{d}} \phi(x) \rho(d x) .
$$

This result is stated in [13] and is useful when we estimate the $L^{p}$ distance. We construct $\left(\eta_{t}^{1}(w), \eta_{t}^{2}(w)\right)$ which represents $\Pi_{t}^{\mathcal{P}, M}$ in the sense of Lemma 2.5, this means

$$
\int_{0}^{1} \phi\left(\eta_{t}^{1}(w), \eta_{t}^{2}(w)\right) d w=\int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \phi\left(v_{1}, v_{2}\right) \Pi_{t}^{\mathcal{P}, M}\left(d v_{1}, d v_{2}\right) .
$$

In particular, this gives for any measurable and bounded function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$,

$$
\begin{gather*}
\int_{0}^{1} f\left(\eta_{t}^{1}(w)\right) d w=\int_{\mathbb{R}^{d}} f\left(v_{1}\right) \rho_{\tau(t)-}^{\mathcal{P}, M}\left(d v_{1}\right), \quad \int_{0}^{1} f\left(\eta_{t}^{2}(w)\right) d w=\int_{\mathbb{R}^{d}} f\left(v_{2}\right) \rho_{t-}\left(d v_{2}\right), \\
\int_{0}^{1}\left|\eta_{t}^{1}(w)-\eta_{t}^{2}(w)\right|^{2+\varepsilon_{*}} d w=\int_{\mathbb{R}^{d} \times \mathbb{R}^{d}}\left|v_{1}-v_{2}\right|^{2+\varepsilon_{*}} \Pi_{t}^{\mathcal{P}, M}\left(d v_{1}, d v_{2}\right)=\left(W_{2+\varepsilon_{*}}\left(\rho_{\tau(t)-}^{\mathcal{P}, M}, \rho_{t)-}\right)\right)^{2+\varepsilon_{*}} . \tag{39}
\end{gather*}
$$

Now we construct a Poisson point measure $\mathcal{N}(d w, d z, d r)$ on the state space $[0,1] \times \mathbb{R}^{d}$ with intensity measure $d w \mu(d z) d r$. Then we consider the equations

$$
\begin{align*}
& x_{t}=X_{0}+\int_{0}^{t} b\left(r, x_{r}, \rho_{r}\right) d r+\int_{0}^{t} \int_{[0,1] \times \mathbb{R}^{d}} c\left(r, \eta_{r}^{2}(w), z, x_{r-}, \rho_{r-}\right) \mathcal{N}(d w, d z, d r),  \tag{40}\\
& x_{t}^{M}=X_{0}+a_{T}^{M} \Delta+\int_{0}^{t} b\left(r, x_{r}^{M}, \rho_{r}\right) d r+\int_{0}^{t} \int_{[0,1] \times \mathbb{R}^{d}} c_{M}\left(r, \eta_{r}^{2}(w), z, x_{r-}^{M}, \rho_{r-}\right) \mathcal{N}(d w, d z, d r),  \tag{41}\\
& x_{t}^{\mathcal{P}, M}=X_{0}+a_{T}^{M} \Delta+\int_{0}^{t} b\left(\tau(r), x_{\tau(r)}^{\mathcal{P}, M}, \rho_{\tau(r)}^{\mathcal{P}, M}\right) d r \\
&+\int_{0}^{t} \int_{[0,1] \times \mathbb{R}^{d}} c_{M}\left(\tau(r), \eta_{r}^{1}(w), z, x_{\tau(r)-}^{\mathcal{P}, M}, \rho_{\tau(r)-}^{\mathcal{P}, M}\right) \mathcal{N}(d w, d z, d r) . \tag{42}
\end{align*}
$$

One can check by Itô formula that $x_{t}^{\mathcal{P}, M}$ has the same law as $X_{t}^{\mathcal{P}, M}$ (solution of (25)), $x_{t}^{M}$ has the same law as $X_{t}^{M}$ (solution of (38)) and $x_{t}$ has the same law as $X_{t}$ (solution of (19)). Then

$$
\begin{align*}
\left(W_{2+\varepsilon_{*}}\left(\rho_{\tau(t)-}^{\mathcal{P}, M}, \rho_{t-}\right)\right)^{2+\varepsilon_{*}}=\left(W_{2+\varepsilon_{*}}\left(\mathcal{L}\left(X_{\tau(t)-}^{\mathcal{P}, M}\right), \mathcal{L}\left(X_{t-}\right)\right)\right)^{2+\varepsilon_{*}} & =\left(W_{2+\varepsilon_{*}}\left(\mathcal{L}\left(x_{\tau(t)-}^{\mathcal{P}, M}\right), \mathcal{L}\left(x_{t-}\right)\right)\right)^{2+\varepsilon_{*}} \\
& \leq \mathbb{E}\left|x_{\tau(t)-}^{\mathcal{P}, M}-x_{t-}\right|^{2+\varepsilon_{*}} \tag{43}
\end{align*}
$$

Remark. We also have the following consequence of Burkholder inequality (as a variant of (16) and (17)): Let $\bar{\Phi}(r, w, z, \omega, \rho):[0, T] \times[0,1] \times \mathbb{R}^{d} \times \Omega \times \mathcal{P}_{1}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}_{+}$and $\bar{\varphi}(r, w, \omega, \rho):[0, T] \times[0,1] \times \Omega \times \mathcal{P}_{1}\left(\mathbb{R}^{d}\right) \rightarrow \mathbb{R}_{+}$ be two non-negative functions.
a) Then for any $p \geq 2$,

$$
\begin{align*}
& \mathbb{E}\left|\int_{0}^{t} \int_{[0,1] \times \mathbb{R}^{d}} \bar{\Phi}(r, w, z, \omega, \rho) \mathcal{N}(d w, d z, d r)\right|^{p} \\
& \leq C\left[\mathbb{E} \int_{0}^{t} \int_{0}^{1} \int_{\mathbb{R}^{d}}|\bar{\Phi}(r, w, z, \omega, \rho)|^{p} \mu(d z) d w d r+\mathbb{E} \int_{0}^{t} \int_{0}^{1}\left|\int_{\mathbb{R}^{d}}\right| \bar{\Phi}(r, w, z, \omega, \rho)|\mu(d z)|^{p} d w d r\right. \\
& \left.+\left.\left.\mathbb{E} \int_{0}^{t} \int_{0}^{1}\left|\int_{\mathbb{R}^{d}}\right| \bar{\Phi}(r, w, z, \omega, \rho)\right|^{2} \mu(d z)\right|^{\frac{p}{2}} d w d r\right], \tag{44}
\end{align*}
$$

where $C$ is a constant depending on $p, T$.
b) If we have

$$
|\bar{\Phi}(r, w, z, \omega, \rho)| \leq|\bar{c}(z)||\bar{\varphi}(r, w, \omega, \rho)|
$$

then for any $p \geq 2$,

$$
\begin{equation*}
\mathbb{E}\left|\int_{0}^{t} \int_{[0,1] \times \mathbb{R}^{d}} \bar{\Phi}(r, w, z, \omega, \rho) \mathcal{N}(d w, d z, d r)\right|^{p} \leq C \mathbb{E} \int_{0}^{t} \int_{0}^{1}|\bar{\varphi}(r, w, \omega, \rho)|^{p} d w d r . \tag{45}
\end{equation*}
$$

Then we obtain the following consequence. We recall by (27) that $\varepsilon_{M}=\int_{\{|z|>M\}}|\bar{c}(z)|^{2} \mu(d z)+$ $\left.\left|\int_{\{|z|>M\}} \bar{c}(z) \mu(d z)\right|^{2}\right)$.
Lemma 2.6. Assume that the Hypothesis 2.1 holds true. Then there exists a constant $C$ dependent on $T$ and $\varepsilon_{*}$, for every $M$ such that $\varepsilon_{M} \leq 1$ and $|\bar{c}(z)|^{2} \mathbb{1}_{\{|z|>M\}} \leq 1$, we have

$$
\text { i) } \mathbb{E}\left|x_{t}^{M}-x_{t}\right|^{2+\varepsilon_{*}} \leq C \varepsilon_{M} \rightarrow 0
$$

And for every partition $\mathcal{P}$ with $|\mathcal{P}| \leq 1$, we have

$$
\text { ii) } \mathbb{E}\left|x_{t}^{\mathcal{P}, M}-x_{t}^{M}\right|^{2+\varepsilon_{*}} \leq C\left(|\mathcal{P}|+\varepsilon_{M}\right) \text {, }
$$

iii) $\mathbb{E}\left|x_{t}^{\mathcal{P}, M}-x_{t}\right|^{2+\varepsilon_{*}} \leq C\left(|\mathcal{P}|+\varepsilon_{M}\right)$,
iv) $\quad W_{2+\varepsilon_{*}}\left(x_{t}^{\mathcal{P}, M}, x_{t}\right) \leq C\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{1}{2+\varepsilon_{*}}}$.

Proof. We only prove $i$ ) and $i i i$ ), since $i i$ ) is a direct consequence of $i$ ) and $i i i$ ), and $i v$ ) is an immediate consequence of $i i i$ ).

Proof of $i$ : We write $\mathbb{E}\left|x_{t}^{M}-x_{t}\right|^{2+\varepsilon_{*}} \leq E_{0}+E_{1}+E_{2}$, where $E_{0}=\left|a_{T}^{M}\right|^{2+\varepsilon_{*}} \mathbb{E}|\Delta|^{2+\varepsilon_{*}} \leq C \varepsilon_{M}$, and

$$
\begin{gathered}
E_{1}=\mathbb{E}\left|\int_{0}^{t}\left(b\left(r, x_{r}^{M}, \rho_{r}\right)-b\left(r, x_{r}, \rho_{r}\right)\right) d r\right|^{2+\varepsilon_{*}} \\
E_{2}=\mathbb{E}\left|\int_{0}^{t} \int_{[0,1] \times \mathbb{R}^{d}}\left(c_{M}\left(r, \eta_{r}^{2}(w), z, x_{r-}^{M}, \rho_{r-}\right)-c\left(r, \eta_{r}^{2}(w), z, x_{r-}, \rho_{r-}\right)\right) \mathcal{N}(d w, d z, d r)\right|^{2+\varepsilon_{*}}
\end{gathered}
$$

Firstly, by Hypothesis 2.1,

$$
\begin{equation*}
E_{1} \leq C \int_{0}^{t} \mathbb{E}\left|x_{r}^{M}-x_{r}^{M}\right|^{2+\varepsilon_{*}} d r \tag{46}
\end{equation*}
$$

Then by Hypothesis 2.1, (44) with

$$
\bar{\Phi}(r, w, z, \omega, \rho)=\left|c_{M}\left(r, \eta_{r}^{2}(w), z, x_{r-}, \rho_{r-}\right)-c\left(r, \eta_{r}^{2}(w), z, x_{r-}, \rho_{r-}\right)\right|
$$

and by (45) with

$$
\bar{\Phi}(r, w, z, \omega, \rho)=\left|c_{M}\left(r, \eta_{r}^{2}(w), z, x_{r-}^{M}, \rho_{r-}\right)-c_{M}\left(r, \eta_{r}^{2}(w), z, x_{r-}, \rho_{r-}\right)\right|
$$

we have

$$
\begin{align*}
E_{2} & \leq \mathbb{E}\left|\int_{0}^{t} \int_{[0,1] \times \mathbb{R}^{d}}\left(c_{M}\left(r, \eta_{r}^{2}(w), z, x_{r-}, \rho_{r-}\right)-c\left(r, \eta_{r}^{2}(w), z, x_{r-}, \rho_{r-}\right)\right) \mathcal{N}(d w, d z, d r)\right|^{2+\varepsilon_{*}} \\
& +\mathbb{E}\left|\int_{0}^{t} \int_{[0,1] \times \mathbb{R}^{d}}\left(c_{M}\left(r, \eta_{r}^{2}(w), z, x_{r-}^{M}, \rho_{r-}\right)-c_{M}\left(r, \eta_{r}^{2}(w), z, x_{r-}, \rho_{r-}\right)\right) \mathcal{N}(d w, d z, d r)\right|^{2+\varepsilon_{*}} \\
& \leq C\left[\int_{\{|z|>M\}}|\bar{c}(z)|^{2+\varepsilon_{*}} \mu(d z)+\left|\int_{\{|z|>M\}} \bar{c}(z) \mu(d z)\right|^{2+\varepsilon_{*}}+\left.\left.\left|\int_{\{|z|>M\}}\right| \bar{c}(z)\right|^{2} \mu(d z)\right|^{\frac{2+\varepsilon_{*}}{2}}\right. \\
& \left.+\int_{0}^{t} \mathbb{E}\left|x_{r}-x_{r}^{M}\right|^{2+\varepsilon_{*}} d r\right] \\
& \leq C\left[\varepsilon_{M}+\int_{0}^{t} \mathbb{E}\left|x_{r}-x_{r}^{M}\right|^{2+\varepsilon_{*}} d r\right] . \tag{47}
\end{align*}
$$

Combining (46) and (47), we have

$$
\mathbb{E}\left|x_{t}^{M}-x_{t}\right|^{2+\varepsilon_{*}} \leq C\left[\varepsilon_{M}+\int_{0}^{t} \mathbb{E}\left|x_{r}^{M}-x_{r}\right|^{2+\varepsilon_{*}} d r\right]
$$

So we conclude by Gronwall lemma.

Proof of $i$ iii) We write $\mathbb{E}\left|x_{t}^{\mathcal{P}, M}-x_{t}\right|^{2+\varepsilon_{*}} \leq C\left[K_{0}+K_{1}+K_{2}\right]$, with $K_{0}=\left|a_{T}^{M}\right|^{2+\varepsilon_{*}} \mathbb{E}|\Delta|^{2+\varepsilon_{*}} \leq C \varepsilon_{M}$, and

$$
\begin{gathered}
K_{1}=\mathbb{E}\left|\int_{0}^{t} b\left(\tau(r), x_{\tau(r)}^{\mathcal{P}, M}, \rho_{\tau(r)}^{\mathcal{P}, M}\right)-b\left(r, x_{r}, \rho_{r}\right) d r\right|^{2+\varepsilon_{*}}, \\
K_{2}=\mathbb{E}\left|\int_{0}^{t} \int_{[0,1] \times \mathbb{R}^{d}} c_{M}\left(\tau(r), \eta_{r}^{1}(w), z, x_{\tau(r)-}^{\mathcal{P}, M}, \rho_{\tau(r)-}^{\mathcal{P}, M}\right)-c\left(r, \eta_{r}^{2}(w), z, x_{r-}, \rho_{r-}\right) \mathcal{N}(d w, d z, d r)\right|^{2+\varepsilon_{*}} .
\end{gathered}
$$

## Using Hypothesis 2.1,

$$
\begin{align*}
K_{1} & \leq C\left[|\mathcal{P}|^{2+\varepsilon_{*}}+\int_{0}^{t} \mathbb{E}\left|x_{\tau(r)}^{\mathcal{P}, M}-x_{r}\right|^{2+\varepsilon_{*}} d r+\int_{0}^{t}\left(W_{1}\left(\rho_{\tau(r)}^{\mathcal{P}, M}, \rho_{r}\right)\right)^{2+\varepsilon_{*}} d r\right] \\
& \leq C\left[|\mathcal{P}|^{2+\varepsilon_{*}}+\int_{0}^{t} \mathbb{E}\left|x_{\tau(r)}^{\mathcal{P}, M}-x_{r}\right|^{2+\varepsilon_{*}} d r\right] . \tag{48}
\end{align*}
$$

By Hypothesis 2.1, (45) with

$$
\bar{\Phi}(r, w, z, \omega, \rho)=\left|c\left(\tau(r), \eta_{r}^{1}(w), z, x_{\tau(r)-}^{\mathcal{P}, M}, \rho_{\tau(r)-}^{\mathcal{P}, M}\right)-c\left(r, \eta_{r}^{2}(w), z, x_{r-}, \rho_{r-}\right)\right|
$$

and by (44) with

$$
\bar{\Phi}(r, w, z, \omega, \rho)=\left|c_{M}\left(\tau(r), \eta_{r}^{1}(w), z, x_{\tau(r)-}^{\mathcal{P}, M}, \rho_{\tau(r)-}^{\mathcal{P}, M}\right)-c\left(\tau(r), \eta_{r}^{1}(w), z, x_{\tau(r)-}^{\mathcal{P}, M}, \rho_{\tau(r)-}^{\mathcal{P}, M}\right)\right|,
$$

we have

$$
\begin{align*}
K_{2} & \leq C\left[\mathbb{E}\left|\int_{0}^{t} \int_{[0,1] \times \mathbb{R}^{d}}\left(c\left(\tau(r), \eta_{r}^{1}(w), z, x_{\tau(r)-}^{\mathcal{P}, M}, \rho_{\tau(r)-}^{\mathcal{P}, M}\right)-c\left(r, \eta_{r}^{2}(w), z, x_{r-}, \rho_{r-}\right)\right) \mathcal{N}(d w, d z, d r)\right|^{2+\varepsilon_{*}}\right. \\
& +\mathbb{E} \mid \int_{0}^{t} \int_{[0,1] \times \mathbb{R}^{d}}\left(c_{M}\left(\tau(r), \eta_{r}^{1}(w), z, x_{\tau(r)-}^{\mathcal{P}, M}, \rho_{\tau(r)-}^{\mathcal{P}, M}\right)\right. \\
& \left.\left.-c\left(\tau(r), \eta_{r}^{1}(w), z, x_{\tau,(r)-}^{\mathcal{P}, M}, \rho_{\tau(r)-}^{\mathcal{P}, M}\right)\right)\left.\mathcal{N}(d w, d z, d r)\right|^{2+\varepsilon_{*}}\right] \\
& \leq C\left[|\mathcal{P}|^{2+\varepsilon_{*}}+\int_{0}^{t} \int_{0}^{1}\left|\eta_{r}^{1}(w)-\eta_{r}^{2}(w)\right|^{2+\varepsilon_{*}} d w d r+\int_{0}^{t} \mathbb{E}\left|x_{\tau(r)}^{\mathcal{P}, M}-x_{r}\right|^{2+\varepsilon_{*}} d r+\int_{0}^{t}\left(W_{1}\left(\rho_{\tau(r)}^{\mathcal{P}, M}, \rho_{r}\right)\right)^{2+\varepsilon_{*}} d r\right. \\
& \left.+\int_{\{|z|>M\}}|\bar{c}(z)|^{2+\varepsilon_{*}} \mu(d z)+\left|\int_{\{|z|>M\}} \bar{c}(z) \mu(d z)\right|^{2+\varepsilon_{*}}+\left.\left.\left|\int_{\{|z|>M\}}\right| \bar{c}(z)\right|^{2} \mu(d z)\right|^{\frac{2+\varepsilon_{*}}{2}}\right] \\
& \leq C\left[|\mathcal{P}|^{2+\varepsilon_{*}}+\int_{0}^{t} \mathbb{E}\left|x_{\tau(r)}^{\mathcal{P}, M}-x_{r}\right|^{2+\varepsilon_{*}} d r+\varepsilon_{M}\right], \tag{49}
\end{align*}
$$

where the last inequality is obtained by (39), (43), and the fact that $W_{1}$ distance is upper bounded by $W_{2+\varepsilon_{*}}$ distance, and so upper bounded by the $L^{2+\varepsilon_{*}}$ distance.

We notice that by (45) with

$$
\bar{\Phi}(r, w, z, \omega, \rho)=c_{M}\left(\tau(r), \eta_{r}^{1}(w), z, x_{\tau(r)-}^{\mathcal{P}, M}, \rho_{\tau(r)-}^{\mathcal{P}, M}\right),
$$

we have

$$
\begin{equation*}
\mathbb{E}\left|x_{\tau(t)}^{\mathcal{P}, M}-x_{t}^{\mathcal{P}, M}\right|^{2+\varepsilon_{*}} \leq C|\mathcal{P}| \tag{50}
\end{equation*}
$$

Combining (48), (49) and (50),

$$
\mathbb{E}\left|x_{t}^{\mathcal{P}, M}-x_{t}\right|^{2+\varepsilon_{*}} \leq C\left[K_{0}+K_{1}+K_{2}\right] \leq C\left[|\mathcal{P}|+\int_{0}^{t} \mathbb{E}\left|x_{r}^{\mathcal{P}, M}-x_{r}\right|^{2+\varepsilon_{*}} d r+\varepsilon_{M}\right]
$$

So finally, we conclude by Gronwall lemma.
We remark that we may represent the jump's parts of the equations (41) and (42) by means of compound Poisson processes. With all the random variables $\left(\left(J_{t}^{k}\right)_{\substack{t \in[0, T] \\ k \in \mathbb{N}}},\left(Z_{i}^{k}\right)_{k, i \in \mathbb{N}}, X_{0}, \Delta\right)$ constructed in Section 2.4, we take moreover $\left(W_{i}^{k}\right)_{k, i \in \mathbb{N}}$ a sequence of independent random variables which are uniformly distributed on $[0,1]$ and independent of $\left(\left(J_{t}^{k}\right)_{\substack{t \in[0, T] \\ k \in \mathbb{N}}},\left(Z_{i}^{k}\right)_{k, i \in \mathbb{N}}, X_{0}, \Delta\right)$. Then we have

$$
\begin{gather*}
x_{t}^{M}=X_{0}+a_{T}^{M} \Delta+\int_{0}^{t} b\left(r, x_{r}^{M}, \rho_{r}\right) d r+\sum_{k=1}^{M} \sum_{i=1}^{J_{t}^{k}} c\left(T_{i}^{k}, \eta_{T_{i}^{k}}^{2}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{T_{i}^{k-}}^{M}, \rho_{T_{i}^{k-}}\right),  \tag{51}\\
x_{t}^{\mathcal{P}, M}=X_{0}+a_{T}^{M} \Delta+\int_{0}^{t} b\left(\tau(r), x_{\tau(r)}^{\mathcal{P}, M}, \rho_{\tau(r)}^{\mathcal{P}, M}\right) d r+\sum_{k=1}^{M} \sum_{i=1}^{J_{t}^{k}} c\left(\tau\left(T_{i}^{k}\right), \eta_{T_{i}^{k}}^{1}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}, \rho_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right) . \tag{52}
\end{gather*}
$$

We recall that the laws of $x_{t}$ and $X_{t}$ coincide, $x_{t}^{\mathcal{P}, M}$ has the same law as $X_{t}^{\mathcal{P}, M}$, and $x_{t}^{M}$ has the same law as $X_{t}^{M}$. The advantage of considering $x_{t}, x_{t}^{M}$ and $x_{t}^{\mathcal{P}, M}$ is that the jump's parts of them are all defined with respect to the same Poisson point measure, which means that we are able to overcome the problems caused by the "Boltzmann term" (the Poisson point measure depends on the law of the solution). So in the following, instead of dealing with $X_{t}, X_{t}^{M}$ and $X_{t}^{\mathcal{P}, M}$ solutions of (14), (38) and (25), we deal with $x_{t}, x_{t}^{M}$ and $x_{t}^{\mathcal{P}, M}$ solutions of (40), (51) and (52).

## 3 Malliavin calculus

### 3.1 Abstract integration by parts framework

Here we recall the abstract integration by parts framework in [7].
We denote $C_{p}^{\infty}$ to be the space of smooth functions which, together with all the derivatives, have polynomial growth. We also denote $C_{p}^{q}$ to be the space of $q$-times differentiable functions which, together with all the derivatives, have polynomial growth.

We consider a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, and a subset $\mathcal{S} \subset \bigcap_{p=1}^{\infty} L^{p}(\Omega ; \mathbb{R})$ such that for every $\phi \in C_{p}^{\infty}\left(\mathbb{R}^{d}\right)$ and every $F \in \mathcal{S}^{d}$, we have $\phi(F) \in \mathcal{S}$. A typical example of $\mathcal{S}$ is the space of simple functionals, as in the standard Malliavin calculus. Another example is the space of "Malliavin smooth functionals".

Given a separable Hilbert space $\mathcal{H}$, we assume that we have a derivative operator $D: \mathcal{S} \rightarrow \bigcap_{p=1}^{\infty} L^{p}(\Omega ; \mathcal{H})$ which is a linear application which satisfies
a)

$$
\begin{equation*}
D_{h} F:=\langle D F, h\rangle_{\mathcal{H}} \in \mathcal{S}, \text { for any } h \in \mathcal{H} \tag{53}
\end{equation*}
$$

b) Chain Rule: For every $\phi \in C_{p}^{1}\left(\mathbb{R}^{d}\right)$ and $F=\left(F_{1}, \cdots, F_{d}\right) \in \mathcal{S}^{d}$, we have

$$
\begin{equation*}
D \phi(F)=\sum_{i=1}^{d} \partial_{i} \phi(F) D F_{i} \tag{54}
\end{equation*}
$$

Since $D_{h} F \in \mathcal{S}$, we may define by iteration the derivative operator of higher order $D^{q}: \mathcal{S} \rightarrow \bigcap_{p=1}^{\infty} L^{p}\left(\Omega ; \mathcal{H}^{\otimes q}\right)$ which verifies $\left\langle D^{q} F, \otimes_{i=1}^{q} h_{i}\right\rangle_{\mathcal{H} \otimes q}=D_{h_{q}} D_{h_{q-1}} \cdots D_{h_{1}} F$. We also denote $D_{h_{1}, \cdots, h_{q}}^{q} F:=\left\langle D^{q} F, \otimes_{i=1}^{q} h_{i}\right\rangle_{\mathcal{H} \otimes q q}$, for any $h_{1}, \cdots, h_{q} \in \mathcal{H}$. Then, $D_{h_{1}, \cdots, h_{q}}^{q} F=D_{h_{q}} D_{h_{1}, \cdots, h_{q-1}}^{q-1} F(q \geq 2)$.

We notice that since $\mathcal{H}$ is separable, there exists a countable orthonormal base $\left(e_{i}\right)_{i \in \mathbb{N}}$. We denote

$$
D_{i} F=D_{e_{i}} F=\left\langle D F, e_{i}\right\rangle_{\mathcal{H}} .
$$

Then

$$
D F=\sum_{i=1}^{\infty} D_{i} F \times e_{i} \quad \text { and } \quad D^{q} F=\sum_{i_{1}, \cdots, i_{q}} D_{i_{1}, \cdots, i_{q}} F \times \otimes_{j=1}^{q} e_{j} .
$$

For $F=\left(F_{1}, \cdots, F_{d}\right) \in \mathcal{S}^{d}$, we associate the Malliavin covariance matrix

$$
\begin{equation*}
\sigma_{F}=\left(\sigma_{F}^{i, j}\right)_{i, j=1, \cdots, d}, \quad \text { with } \quad \sigma_{F}^{i, j}=\left\langle D F_{i}, D F_{j}\right\rangle_{\mathcal{H}} . \tag{55}
\end{equation*}
$$

And we denote

$$
\begin{equation*}
\Sigma_{p}(F)=\mathbb{E}\left(1 / \operatorname{det} \sigma_{F}\right)^{p} . \tag{56}
\end{equation*}
$$

We say that $F$ is non-degenerated if $\Sigma_{p}(F)<\infty, \forall p \geq 1$.
We also assume that we have an Ornstein-Uhlenbeck (divergence) operator $L: \mathcal{S} \rightarrow \mathcal{S}$ which is a linear operator satisfying
a) Duality: For every $F, G \in \mathcal{S}$,

$$
\begin{equation*}
\mathbb{E}\langle D F, D G\rangle_{\mathcal{H}}=\mathbb{E}(F L G)=\mathbb{E}(G L F) \tag{57}
\end{equation*}
$$

b) Chain Rule: For every $\phi \in C_{p}^{2}\left(\mathbb{R}^{d}\right)$ and $F=\left(F_{1}, \cdots, F_{d}\right) \in \mathcal{S}^{d}$, we have

$$
L \phi(F)=\sum_{i=1}^{d} \partial_{i} \phi(F) L F_{i}-\sum_{i=1}^{d} \sum_{j=1}^{d} \partial_{i} \partial_{j} \phi(F)\left\langle D F_{i}, D F_{j}\right\rangle_{\mathcal{H}}
$$

As an immediate consequence of the duality formula, we know that $L: \mathcal{S} \subset L^{2}(\Omega) \rightarrow L^{2}(\Omega)$ is closable.
Definition 3.1. If $D^{q}: \mathcal{S} \subset L^{2}(\Omega) \rightarrow L^{2}\left(\Omega ; \mathcal{H}^{\otimes q}\right), \forall q \geq 1$, are closable, then the triplet $(\mathcal{S}, D, L)$ is called an IbP (Integration by Parts) framework.

Now, we introduce the Sobolev norms. For any $l \geq 1, F \in \mathcal{S}$,

$$
\begin{equation*}
|F|_{1, l}=\sum_{q=1}^{l}\left|D^{q} F\right|_{\mathcal{H}^{\otimes q}}, \quad|F|_{l}=|F|+|F|_{1, l}, \tag{58}
\end{equation*}
$$

We put $|F|_{0}=|F|,|F|_{l}=0$ for $l<0$, and $|F|_{1, l}=0$ for $l \leq 0$. For $F=\left(F_{1}, \cdots, F_{d}\right) \in \mathcal{S}^{d}$, we set

$$
|F|_{1, l}=\sum_{i=1}^{d}\left|F_{i}\right|_{1, l}, \quad|F|_{l}=\sum_{i=1}^{d}\left|F_{i}\right|_{l}
$$

Moreover, we associate the following norms. For any $l \geq 0, p \geq 1$,

$$
\begin{align*}
\|F\|_{l, p} & =\left(\mathbb{E}|F|_{l}^{p}\right)^{1 / p}, \quad\|F\|_{p}=\left(\mathbb{E}|F|^{p}\right)^{1 / p} \\
\|F\|_{L, l, p} & =\|F\|_{l, p}+\|L F\|_{l-2, p} \tag{59}
\end{align*}
$$

With these notations, we have the following lemma from [8] (lemma 8 and lemma 10), which is a consequence of the chain rule.

Lemma 3.1. Let $F \in \mathcal{S}^{d}$. For every $l \in \mathbb{N}$, if $\phi: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is a $C^{l}\left(\mathbb{R}^{d}\right)$ function (l-times differentiable function), then there is a constant $C_{l}$ dependent on $l$ such that

$$
\text { a) }|\phi(F)|_{1, l} \leq|\nabla \phi(F)||F|_{1, l}+C_{l} \sup _{2 \leq|\beta| \leq l}\left|\partial^{\beta} \phi(F)\right||F|_{1, l-1}^{l} .
$$

If $\phi \in C^{l+2}\left(\mathbb{R}^{d}\right)$, then

$$
\text { b) } \quad|L \phi(F)|_{l} \leq|\nabla \phi(F)||L F|_{l}+C_{l} \sup _{2 \leq|\beta| \leq l+2}\left|\partial^{\beta} \phi(F)\right|\left(1+|F|_{l+1}^{l+2}\right)\left(1+|L F|_{l-1}\right) \text {. }
$$

For $l=0$, we have

$$
\text { c) }|L \phi(F)| \leq|\nabla \phi(F)||L F|+\sup _{|\beta|=2}\left|\partial^{\beta} \phi(F)\right||F|_{1,1}^{2} .
$$

We denote by $\mathcal{D}_{l, p}$ the closure of $\mathcal{S}$ with respect to the norm $\|\circ\|_{L, l, p}$ :

$$
\begin{equation*}
\mathcal{D}_{l, p}=\overline{\mathcal{S}}^{\|\circ\|_{L, l, p}} \tag{60}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{D}_{\infty}=\bigcap_{l=1}^{\infty} \bigcap_{p=1}^{\infty} \mathcal{D}_{l, p}, \quad \mathcal{H}_{l}=\mathcal{D}_{l, 2} \tag{61}
\end{equation*}
$$

For an $\operatorname{IbP}$ framework $(\mathcal{S}, D, L)$, we now extend the operators from $\mathcal{S}$ to $\mathcal{D}_{\infty}$. For $F \in \mathcal{D}_{\infty}, p \geq 2$, there exists a sequence $F_{n} \in \mathcal{S}$ such that $\left\|F-F_{n}\right\|_{p} \rightarrow 0,\left\|F_{m}-F_{n}\right\|_{q, p} \rightarrow 0$ and $\left\|L F_{m}-L F_{n}\right\|_{q-2, p} \rightarrow 0$. Since $D^{q}$ and $L$ are closable, we can define

$$
\begin{equation*}
D^{q} F=\lim _{n \rightarrow \infty} D^{q} F_{n} \quad \text { in } \quad L^{p}\left(\Omega ; \mathcal{H}^{\otimes q}\right), \quad L F=\lim _{n \rightarrow \infty} L F_{n} \quad \text { in } \quad L^{p}(\Omega) . \tag{62}
\end{equation*}
$$

We still associate the same norms and covariance matrix introduced above for $F \in \mathcal{D}_{\infty}$.
Lemma 3.2. The triplet $\left(\mathcal{D}_{\infty}, D, L\right)$ is an IbP framework.
Proof. The proof is standard and we refer to the lemma 3.1 in [10] for details.
The following lemma is useful in order to control the Sobolev norms and covariance matrices when passing to the limit.
Lemma 3.3. (A) We fix $p \geq 2, l \geq 2$. Let $F \in L^{1}(\Omega)$ and let $F_{n} \in \mathcal{S}^{d}, n \in \mathbb{N}$ such that

$$
\begin{aligned}
\text { i) } \mathbb{E}\left|F_{n}-F\right| & \rightarrow 0, \\
\text { ii) } \sup _{n}\left\|F_{n}\right\|_{L, l, p} & \leq K_{l, p}<\infty .
\end{aligned}
$$

Then for every $1 \leq \bar{p}<p$, we have $F \in \mathcal{D}_{l, \bar{p}}^{d}$ and $\|F\|_{L, l, \bar{p}} \leq K_{l, \bar{p}}$. Moreover, there exists a convex combination

$$
G_{n}=\sum_{i=n}^{m_{n}} \gamma_{i}^{n} \times F_{i} \in \mathcal{S}^{d}
$$

with $\gamma_{i}^{n} \geq 0, i=n, \ldots, m_{n}$ and $\sum_{i=n}^{m_{n}} \gamma_{i}^{n}=1$, such that

$$
\left\|G_{n}-F\right\|_{L, l, 2} \rightarrow 0
$$

(B) For $F \in \mathcal{D}_{\infty}^{d}$, we denote

$$
\lambda(F)=\inf _{|\zeta|=1}\left\langle\sigma_{F} \zeta, \zeta\right\rangle
$$

the lowest eigenvalue of the covariance matrix $\sigma_{F}$. We consider some $F$ and $F_{n}$ which verify $i$ ), ii) in (A). We also suppose that
iii) $\left(D F_{n}\right)_{n \in \mathbb{N}}$ is a Cauchy sequence in $L^{2}(\Omega ; \mathcal{H})$,
and for every $p \geq 1$,

$$
\begin{equation*}
\text { iv) } \sup _{n} \mathbb{E}\left(\lambda\left(F_{n}\right)\right)^{-p} \leq Q_{p}<\infty \tag{63}
\end{equation*}
$$

Then we have

$$
\mathbb{E}(\lambda(F))^{-p} \leq Q_{p}<\infty, \quad \forall p \geq 1
$$

(C) We suppose that we have $(F, \bar{F})$ and $\left(F_{n}, \bar{F}_{n}\right)$ which verify the hypotheses of (A). If we also have

$$
\begin{equation*}
v) \quad \sup _{n}\left\|D F_{n}-D \bar{F}_{n}\right\|_{L^{2}(\Omega ; \mathcal{H})} \leq \bar{\varepsilon} \tag{64}
\end{equation*}
$$

then

$$
\|D F-D \bar{F}\|_{L^{2}(\Omega ; \mathcal{H})} \leq \bar{\varepsilon}
$$

Proof. Proof of (A) For the sake of the simplicity of notations, we only prove for the one dimensional case. The Hilbert space $\mathcal{H}_{l}=\mathcal{D}_{l, 2}$ equipped with the scalar product

$$
\begin{aligned}
\langle U, V\rangle_{L, l, 2} & :=\sum_{q=1}^{l} \mathbb{E}\left\langle D^{q} U, D^{q} V\right\rangle_{\mathcal{H} \otimes q}+\mathbb{E}(U V) \\
& +\sum_{q=1}^{l-2} \mathbb{E}\left\langle D^{q} L U, D^{q} L V\right\rangle_{\mathcal{H} \otimes q}+\mathbb{E}(L U \times L V)
\end{aligned}
$$

is the space of the functionals which are $l$-times differentiable in $L^{2}$ sense. By $i i$, for $p \geq 2,\left\|F_{n}\right\|_{L, l, 2} \leq$ $\left\|F_{n}\right\|_{L, l, p} \leq K_{l, p}$. Then, applying Banach Alaoglu theorem, there exists $G \in \mathcal{H}_{l}$ and a subsequence (we still denote it by $n$ ), such that $F_{n} \rightarrow G$ weakly in the Hilbert space $\mathcal{H}_{l}$. This means that for every $Q \in \mathcal{H}_{l}$, $\left\langle F_{n}, Q\right\rangle_{L, l, 2} \rightarrow\langle G, Q\rangle_{L, l, 2}$. Therefore, by Mazur theorem, we can construct some convex combination

$$
G_{n}=\sum_{i=n}^{m_{n}} \gamma_{i}^{n} \times F_{i} \in \mathcal{S}
$$

with $\gamma_{i}^{n} \geq 0, i=n, \ldots, m_{n}$ and $\sum_{i=n}^{m_{n}} \gamma_{i}^{n}=1$, such that

$$
\left\|G_{n}-G\right\|_{L, l, 2} \rightarrow 0
$$

In particular we have

$$
\mathbb{E}\left|G_{n}-G\right| \leq\left\|G_{n}-G\right\|_{L, l, 2} \rightarrow 0
$$

Also, we notice that by i),

$$
\mathbb{E}\left|G_{n}-F\right| \leq \sum_{i=n}^{m_{n}} \gamma_{i}^{n} \times \mathbb{E}\left|F_{i}-F\right| \rightarrow 0
$$

So we conclude that $F=G \in \mathcal{H}_{l}$. Thus, we have

$$
\mathbb{E}\left(\left|G_{n}-F\right|_{l}^{2}\right)+\mathbb{E}\left(\left|L G_{n}-L F\right|_{l-2}^{2}\right) \leq\left\|G_{n}-F\right\|_{L, l, 2}^{2} \rightarrow 0
$$

By passing to a subsequence, we have $\left|G_{n}-F\right|_{l}+\left|L G_{n}-L F\right|_{l-2} \rightarrow 0$ almost surely. Now, for every $\bar{p} \in[1, p)$, we denote $Y_{n}:=\left|G_{n}\right|_{l}^{\bar{p}}+\left|L G_{n}\right|_{l-2}^{\bar{p}}$ and $Y:=|F|_{l}^{\bar{p}}+|L F|_{l-2}^{\bar{p}}$. Then, $Y_{n} \rightarrow Y$ almost surely, and for any $\tilde{q} \in[\bar{p}, p]$,

$$
\begin{aligned}
\mathbb{E}\left|G_{n}\right|_{l}^{\tilde{q}}+\mathbb{E}\left|L G_{n}\right|_{l-2}^{\tilde{q}} & \leq\left\|G_{n}\right\|_{L, l, \tilde{q}}^{\tilde{q}}=\left\|\sum_{i=n}^{m_{n}} \lambda_{i}^{n} \times F_{i}\right\|_{L, l, \tilde{q}}^{\tilde{q}} \leq\left(\sum_{i=n}^{m_{n}} \lambda_{i}^{n} \times\left\|F_{i}\right\|_{L, l, \tilde{q}}\right)^{\tilde{q}} \\
& \leq\left(\sup _{i}\left\|F_{i}\right\|_{L, l, \tilde{q}} \times \sum_{i=n}^{m_{n}} \lambda_{i}^{n}\right)^{\tilde{q}}=\sup _{i}\left\|F_{i}\right\|_{L, l, \tilde{q}}^{\tilde{q}} \leq K_{l, \tilde{q}}^{\tilde{q}} .
\end{aligned}
$$

So $\left(Y_{n}\right)_{n \in \mathbb{N}}$ is uniformly integrable, and we have

$$
\|F\|_{L, l, \bar{p}}^{\bar{p}}=\mathbb{E}\left(|F|_{l}^{\bar{p}}\right)+\mathbb{E}\left(|L F|_{l-2}^{\bar{p}}\right)=\mathbb{E}(Y)=\lim _{n \rightarrow \infty} \mathbb{E}\left(Y_{n}\right) \leq K_{l, \bar{p}}^{\bar{p}},
$$

Proof of (B) We consider for a moment some general $F, G \in \mathcal{D}_{\infty}^{d}$. Notice that

$$
\langle\sigma(F) \zeta, \zeta\rangle=|\langle D F, \zeta\rangle|_{\mathcal{H}}^{2}
$$

so

$$
\lambda(F)=\inf _{|\zeta|=1}|\langle D F, \zeta\rangle|_{\mathcal{H}}^{2}
$$

Now we check that

$$
\begin{equation*}
|\sqrt{\lambda(F)}-\sqrt{\lambda(G)}| \leq|D(F-G)|_{\mathcal{H}} \tag{65}
\end{equation*}
$$

Indeed, $|\langle D F, \zeta\rangle|_{\mathcal{H}} \leq|\langle D G, \zeta\rangle|_{\mathcal{H}}+|D(F-G)|_{\mathcal{H}}|\zeta|$, so that by taking the infimum, we get $\sqrt{\lambda(F)} \leq$ $\sqrt{\lambda(G)}+|D(F-G)|_{\mathcal{H}}$. And in a similar way, we have the inverse inequality, so (65) is proved. We now come back to our framework. Recalling that $G_{n}=\sum_{i=n}^{m_{n}} \gamma_{i}^{n} \times F_{i}$, we observe that

$$
\left\|D G_{n}-D F_{n}\right\|_{L^{2}(\Omega ; \mathcal{H})} \leq \sum_{i=n}^{m_{n}} \gamma_{i}^{n}\left\|D F_{i}-D F_{n}\right\|_{L^{2}(\Omega ; \mathcal{H})} \rightarrow 0
$$

Here we use the fact that $\left(D F_{n}\right)_{n \in \mathbb{N}}$ is a Cauchy sequence in $L^{2}(\Omega ; \mathcal{H})$. Meanwhile, we know from (A) that

$$
\left\|D G_{n}-D F\right\|_{L^{2}(\Omega ; \mathcal{H})} \rightarrow 0
$$

So we conclude that $\left\|D F-D F_{n}\right\|_{L^{2}(\Omega ; \mathcal{H})} \rightarrow 0$. Thus, by (65), $\mathbb{E}\left|\sqrt{\lambda(F)}-\sqrt{\lambda\left(F_{n}\right)}\right| \rightarrow 0$. This gives that there exists a subsequence (also denote by $n$ ) such that $\sqrt{\lambda\left(F_{n}\right)}$ converges to $\sqrt{\lambda(F)}$ almost surely, and consequently $\left|\lambda\left(F_{n}\right)\right|^{-p}$ converges to $|\lambda(F)|^{-p}$ almost surely. Since we have (63), $\left(\left|\lambda\left(F_{n}\right)\right|^{-p}\right)_{n \in \mathbb{N}}$ is uniformly integrable. It follows that

$$
\mathbb{E}\left(|\lambda(F)|^{-p}\right)=\lim _{n \rightarrow \infty} \mathbb{E}\left(\left|\lambda\left(F_{n}\right)\right|^{-p}\right) \leq Q_{p}
$$

Proof of (C) Since the couples $(F, \bar{F})$ and $\left(F_{n}, \bar{F}_{n}\right)$ verify the hypotheses of (A), we know by the results of (A) that we may find a convex combination such that

$$
\varlimsup_{n \rightarrow \infty}\left\|\sum_{i=n}^{m_{n}} \gamma_{i}^{n}\left(D F_{i}, D \bar{F}_{i}\right)-(D F, D \bar{F})\right\|_{L^{2}(\Omega ; \mathcal{H})}=0
$$

Then it follows by (64) that

$$
\begin{aligned}
\|D F-D \bar{F}\|_{L^{2}(\Omega ; \mathcal{H})} & \leq \varlimsup_{n \rightarrow \infty}\left\|\sum_{i=n}^{m_{n}} \gamma_{i}^{n}\left(D F_{i}-D \bar{F}_{i}\right)\right\|_{L^{2}(\Omega ; \mathcal{H})} \\
& \leq \varlimsup_{n \rightarrow \infty} \sum_{i=n}^{m_{n}} \gamma_{i}^{n}\left\|D F_{i}-D \bar{F}_{i}\right\|_{L^{2}(\Omega ; \mathcal{H})} \\
& \leq \bar{\varepsilon}
\end{aligned}
$$

### 3.1.1 Main consequences

We will use the abstract framework presented above for the $\operatorname{IbP}$ framework ( $\mathcal{D}_{\infty}^{d}, D, L$ ), with $D$ and $L$ defined in (62). We recall the notations $\|F\|_{L, l, p}$ in (59), $\Sigma_{p}(F)$ in (56) and $\sigma_{F}$ in (55). For any $\eta>0$, we take $\Upsilon_{\eta}(x):(0, \infty) \rightarrow \mathbb{R}$ to be a smooth function such that

$$
\mathbb{1}_{\left[\frac{\eta}{2}, \infty\right)} \leq \Upsilon_{\eta} \leq \mathbb{1}_{[\eta, \infty)}
$$

We remark that $\sigma_{F}$ is invertible on the set $\left\{\Upsilon_{\eta}\left(\operatorname{det} \sigma_{F}\right)>0\right\}$. We first establish an integration by parts formula.

Lemma 3.4. (A) Let $F=\left(F_{1}, \cdots, F_{d}\right) \in \mathcal{D}_{\infty}^{d}$. We suppose that the Malliavin covariance matrix $\sigma_{F}$ is invertible. We denote

$$
\Gamma_{F}=\left(\Gamma_{F}^{j, i}\right)_{j, i=1, \cdots, d}=\sigma_{F}^{-1}
$$

We also assume that det $\sigma_{F}$ is almost surely invertible and $\left(\operatorname{det} \sigma_{F}\right)^{-1} \in \mathcal{D}_{\infty}$. Then for every $f \in C_{p}^{1}\left(\mathbb{R}^{d}\right)$ and $G \in \mathcal{D}_{\infty}$,

$$
\mathbb{E}\left(\partial_{i} f(F) G\right)=\mathbb{E}\left(f(F) H_{i}(F, G)\right)
$$

with

$$
H_{i}(F, G)=\sum_{j=1}^{d} G\left(\Gamma_{F}^{j, i} L F_{j}-\left\langle D \Gamma_{F}^{j, i}, D F_{j}\right\rangle_{\mathcal{H}}\right)-\sum_{j=1}^{d} \Gamma_{F}^{j, i}\left\langle D G, D F_{j}\right\rangle_{\mathcal{H}}
$$

Moreover, iterating this relation, for every multi-index $\beta$ and every $f \in C_{p}^{|\beta|}\left(\mathbb{R}^{d}\right)$, we get

$$
\begin{equation*}
\mathbb{E}\left(\partial_{\beta} f(F) G\right)=\mathbb{E}\left(f(F) H_{\beta}(F, G)\right) \tag{66}
\end{equation*}
$$

where $H_{\beta}(F, G)$ is obtained by iterations: for $\beta=\left(\beta_{1}, \cdots, \beta_{m}\right) \in\{1, \cdots, d\}^{m}$ and $\bar{\beta}=\left(\beta_{1}, \cdots \beta_{m-1}\right)$, we define $H_{\beta}(F, G)=H_{\beta_{m}}\left(F, H_{\bar{\beta}}(f, G)\right)$.
(B) Let $F=\left(F_{1}, \cdots, F_{d}\right) \in \mathcal{D}_{\infty}^{d}$. For any $j, i=1, \cdots, d$ we define

$$
\Gamma_{F, \eta}^{j, i}=\left(\sigma_{F}^{-1}\right)^{j, i} \Upsilon_{\eta}\left(\operatorname{det} \sigma_{F}\right)
$$

Then for every $f \in C_{p}^{1}\left(\mathbb{R}^{d}\right)$ and $G \in \mathcal{D}_{\infty}$,

$$
\mathbb{E}\left(\partial_{i} f(F) G \Upsilon_{\eta}\left(\operatorname{det} \sigma_{F}\right)\right)=\mathbb{E}\left(f(F) H_{\eta, i}(F, G)\right)
$$

with

$$
H_{\eta, i}(F, G)=\sum_{j=1}^{d} G\left(\Gamma_{F}^{j, i} L F_{j}-\left\langle D \Gamma_{F, \eta}^{j, i}, D F_{j}\right\rangle_{\mathcal{H}}\right)-\sum_{j=1}^{d} \Gamma_{F, \eta}^{j, i}\left\langle D G, D F_{j}\right\rangle_{\mathcal{H}}
$$

Moreover, iterating this relation, for every multi-index $\beta$ and every $f \in C_{p}^{|\beta|}\left(\mathbb{R}^{d}\right)$, we get

$$
\begin{equation*}
\mathbb{E}\left(\partial_{\beta} f(F) G \Upsilon_{\eta}\left(\operatorname{det} \sigma_{F}\right)\right)=\mathbb{E}\left(f(F) H_{\eta, \beta}(F, G)\right) \tag{67}
\end{equation*}
$$

where $H_{\eta, \beta}(F, G)$ is obtained by iterations: for $\beta=\left(\beta_{1}, \cdots, \beta_{m}\right) \in\{1, \cdots, d\}^{m}$ and $\bar{\beta}=\left(\beta_{1}, \cdots \beta_{m-1}\right)$, we define $H_{\eta, \beta}(F, G)=H_{\eta, \beta_{m}}\left(F, H_{\eta, \bar{\beta}}(f, G)\right)$.

Remark. In (A), we assume the non-degeneracy condition for $F$, so we have the standard integration by parts formula. However in (B), we do not assume any non-degeneracy condition of $F$, and we obtain a localized form of integration by parts formula.

Proof. The proof of this lemma is standard, and we refer to [7].
As a consequence of the integration by parts formula, we obtain the following proposition based on some estimations of the weights $\mathbb{E}\left|H_{\beta}(F, 1)\right|$ and $\mathbb{E}\left|H_{\eta, \beta}(F, 1)\right|$.

Proposition 3.4.1. Let $F=\left(F_{1}, \cdots, F_{d}\right) \in \mathcal{D}_{\infty}^{d}$. We fix $q \in \mathbb{N}$.
(A) Suppose that there exists a constant $C_{q}$ (dependent on $q$ ) such that $\|F\|_{L, q+2,8 d q}+\Sigma_{4 q}(F) \leq C_{q}$. Then for any multi-index $\beta$ with $|\beta|=q$ and any function $f \in C_{b}^{q}\left(\mathbb{R}^{d}\right)$,

$$
\left(\boldsymbol{B}_{q}\right) \quad\left|\mathbb{E}\left(\partial^{\beta} f(F)\right)\right| \leq C_{q}\|f\|_{\infty}, \quad \forall|\beta|=q
$$

(B) Suppose that there exists a constant $C_{q}^{\prime}$ (dependent on $q$ ) such that $\|F\|_{L, q+2,(4 d+1) q} \leq C_{q}^{\prime}$. Then for any $\eta>0$, any multi-index $\beta$ with $|\beta|=q$ and any function $f \in C_{b}^{q}\left(\mathbb{R}^{d}\right)$,

$$
\left(\boldsymbol{B}_{q}^{\prime}\right) \quad\left|\mathbb{E}\left(\partial^{\beta} f(F) \Upsilon_{\eta}\left(\operatorname{det} \sigma_{F}\right)\right)\right| \leq C_{q}^{\prime}\|f\|_{\infty} \times \frac{1}{\eta^{2 q}}, \quad \forall|\beta|=q
$$

Remark. In (A), we assume the non-degeneracy condition for $F$, so we can control the weight $H_{\beta}$ in the standard integration by parts formula (66). In (B), we no longer suppose non-degeneracy condition for $F$, so we apply (67) and obtain a localized form of estimate.

As an immediate application of Proposition 3.4.1, we have the regularity of the density.
Corollary 3.4.1. We fix $p \in \mathbb{N}$. Let $F=\left(F_{1}, \cdots, F_{d}\right) \in \mathcal{D}_{\infty}^{d}$. We assume that $\|F\|_{L, p+d+2,8 d(p+d)}+$ $\Sigma_{4(p+d)}(F) \leq \infty$. Then, the law of random variable $F$ is absolutely continuous with respect to the Lebesgue measure and has a density $p_{F}(x)$ which is $p$-times differentiable. And one has

$$
\begin{equation*}
p_{F}(x)=\mathbb{E}\left(\partial^{\beta} \prod_{j=1}^{d} \mathbb{1}_{[0, \infty)}\left(F_{j}-x_{j}\right)\right), \quad \beta=(1, \cdots, d), \tag{68}
\end{equation*}
$$

with $x=\left(x_{1}, \cdots, x_{d}\right) \in \mathbb{R}^{d}$.
Proof. Proposition 3.4.1 is proved in [7] and Corollary 3.4.1 follows by standard regularization arguments.

We consider the $d$-dimensional regularization kernels

$$
\varphi(x)=\frac{1}{(2 \pi)^{d / 2}} e^{-\frac{|x|^{2}}{2}}, \quad \varphi_{\delta}(x)=\frac{1}{\delta^{d}} \varphi\left(\frac{x}{\delta}\right), \quad 0<\delta \leq 1
$$

and we denote

$$
f_{\delta}(x)=f * \varphi_{\delta}(x)=\int_{\mathbb{R}^{d}} f(y) \varphi_{\delta}(x-y) d y
$$

Then we have the following regularization lemma.
Lemma 3.5. (A) $i$ ) For a multi index $\beta$, we suppose that $F$ satisfies $\left(\boldsymbol{B}_{2+|\beta|}\right)$. Then for any function $f \in$ $C_{b}^{2+|\beta|}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\left|\mathbb{E}\left(\partial^{\beta} f(F)\right)-\mathbb{E}\left(\partial^{\beta} f_{\delta}(F)\right)\right| \leq d C_{2+|\beta|}\|f\|_{\infty} \times \delta^{2} \tag{69}
\end{equation*}
$$

ii) (Romberg) For a multi-index $\beta$, we suppose that $F$ satisfies $\left(\boldsymbol{B}_{4+|\beta|}\right)$. Then for any function $f \in C_{b}^{4+|\beta|}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\left|\mathbb{E}\left(\partial^{\beta} f(F)\right)+\mathbb{E}\left(\partial^{\beta} f_{\delta}(F)\right)-2 \mathbb{E}\left(\partial^{\beta} f_{\delta / \sqrt{2}}(F)\right)\right| \leq 6 d^{2} C_{4+|\beta|}\|f\|_{\infty} \times \delta^{4} \tag{70}
\end{equation*}
$$

(B) iii) We suppose that $F$ satisfies $\left(\boldsymbol{B}_{2}^{\prime}\right)$. We fix $\rho>0$ and we take some $G \in \mathcal{D}_{\infty}^{d}$ such that for any $p \in \mathbb{N}$, $\|F\|_{1, p}+\|G\|_{1, p}+\Sigma_{\rho}(G)<\infty$. Then there exists a constant $C$ depending on $p, \rho$ and $d$ such that for any $\eta>0$ and $\delta>0$, for any function $f \in C_{b}^{2}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\left|\mathbb{E}(f(F))-\mathbb{E}\left(f_{\delta}(F)\right)\right| \leq C\|f\|_{\infty} \times\left(\frac{\delta^{2}}{\eta^{4}}+\eta^{-1}\|D F-D G\|_{L^{2}(\Omega ; \mathcal{H})}+\eta^{\rho}\right) \tag{71}
\end{equation*}
$$

iv) (Romberg) We suppose that $F$ satisfies $\left(\boldsymbol{B}_{4}^{\prime}\right)$. Under the same hypotheses as iii), for any function $f \in$ $C_{b}^{4}\left(\mathbb{R}^{d}\right)$, we have

$$
\begin{equation*}
\left|\mathbb{E}(f(F))+\mathbb{E}\left(f_{\delta}(F)\right)-2 \mathbb{E}\left(f_{\delta / \sqrt{2}}(F)\right)\right| \leq C\|f\|_{\infty} \times\left(\frac{\delta^{4}}{\eta^{8}}+\eta^{-1}\|D F-D G\|_{L^{2}(\Omega ; \mathcal{H})}+\eta^{\rho}\right) \tag{72}
\end{equation*}
$$

Remark. We remark that in (A), we assume the non-degeneracy condition for $F$, and we have the standard regularization lemma (69). While in (B), we do not assume the non-degeneracy condition for $F$, but we need to assume that we have another random variable $G$ which is non-degenerated (such that $D G$ is close to $D F$ ). Then we obtain a variant form of regularization lemma (71). Moreover, applying Romberg method, we have (70) and (72). We also remark that the regularization lemma here is slightly different from the one in [7]. The kernel considered in [7] is the super kernel, but we are not able to simulate the super kernel. So in our paper, we consider the Gaussian kernel $\varphi_{\delta}$ which allows us to do the simulation.

Proof. Through all this proof we use the notation $g=\partial^{\beta} f$.
Proof of (A) i): We denote

$$
R_{q}(\delta, x)=\frac{1}{q!} \sum_{|\alpha|=q} \int_{0}^{1} d \lambda(1-\lambda)^{q} \int_{\mathbb{R}^{d}} d y \varphi_{\delta}(y) y^{\alpha} \partial^{\alpha} g(x+\lambda y)
$$

with $y^{\alpha}=\prod_{i=1}^{q} y_{\alpha_{i}}$ for $\alpha=\left(\alpha_{1}, \ldots, \alpha_{q}\right)$. Notice that if $F$ satisfies $\left(\mathbf{B}_{q}\right)$ then (recall that $\partial^{\alpha} g=\partial^{\alpha} \partial^{\beta} f$ )

$$
\begin{equation*}
\left|\mathbb{E}\left(R_{q}(\delta, F)\right)\right| \leq C_{q+|\beta|}\|f\|_{\infty} \int_{\mathbb{R}^{d}} d y \varphi_{\delta}(y)|y|^{q}=C_{q+|\beta|} \int_{\mathbb{R}^{d}} \varphi(y)|y|^{q} d y\|f\|_{\infty} \delta^{q} \tag{73}
\end{equation*}
$$

We use a development in Taylor series of order two in order to get

$$
\begin{aligned}
\partial^{\beta} f(x)-\partial^{\beta} f_{\delta}(x) & =\int_{\mathbb{R}^{d}} d y \varphi_{\delta}(x-y)\left(\partial^{\beta} f(x)-\partial^{\beta} f(y)\right) \\
& =\int_{\mathbb{R}^{d}} d y \varphi_{\delta}(x-y)(g(x)-g(y)) \\
& =R_{2}(\delta, x)
\end{aligned}
$$

Here we use the fact that $\int_{\mathbb{R}^{d}} y_{j} \varphi_{\delta}(y) d y=0$. This, together with (73) yields (69).
Proof of (A) ii): Using a development in Taylor series of order 4

$$
\partial^{\beta} f(x)-\partial^{\beta} f_{\delta}(x)=\frac{\delta^{2}}{2} \nabla^{2} g(x)+R_{4}(\delta, x)
$$

Here we have used the fact that the third moments of the normal distribution are null and $\int_{\mathbb{R}^{d}} y_{j}^{2} \varphi_{\delta}(y) d y=$ $\delta^{2}$. We fix $a \in(0,1)$ and we use the above equality for $a \delta$ :

$$
\frac{1}{a^{2}} \partial^{\beta} f(x)-\frac{1}{a^{2}} \partial^{\beta} f_{a \delta}(x)=\frac{\delta^{2}}{2} \nabla^{2} g(x)+\frac{1}{a^{2}} R_{4}(a \delta, x)
$$

Subtracting the equality for $\delta$ and for $a \delta$, we obtain

$$
\left(\frac{1}{a^{2}}-1\right) \partial^{\beta} f(x)-\left(\frac{1}{a^{2}} \partial^{\beta} f_{a \delta}(x)-\partial^{\beta} f_{\delta}(x)\right)=\frac{1}{a^{2}} R_{4}(a \delta, x)-R_{4}(\delta, x)
$$

Taking $a=1 / \sqrt{2}$ we get

$$
\partial^{\beta} f(x)=2 \partial^{\beta} f_{\delta / \sqrt{2}}(x)-\partial^{\beta} f_{\delta}(x)+2 R_{4}(\delta / \sqrt{2}, x)-R_{4}(\delta, x)
$$

And using (73) we get (70) (we have also used $\int_{\mathbb{R}^{d}} \varphi(y)|y|^{4} d y \leq 3 d^{2}$ ).
Proof of (B) $i i i$ ): We take $|\beta|=0$. Notice that if $F$ satisfies $\left(\mathbf{B}_{q}^{\prime}\right)$, then

$$
\begin{equation*}
\left|\mathbb{E}\left(R_{q}(\delta, F) \Upsilon_{\eta}\left(\operatorname{det} \sigma_{F}\right)\right)\right| \leq C_{q}^{\prime} \frac{\|f\|_{\infty}}{\eta^{2 q}} \int_{\mathbb{R}^{d}} d y \varphi_{\delta}(y)|y|^{q}=C_{q}^{\prime} \int_{\mathbb{R}^{d}} \varphi(y)|y|^{q} d y\|f\|_{\infty} \frac{\delta^{q}}{\eta^{2 q}} \tag{74}
\end{equation*}
$$

We use a development in Taylor series of order two in order to get

$$
\begin{aligned}
\mathbb{E}\left(f(F) \Upsilon_{\eta}\left(\operatorname{det} \sigma_{F}\right)\right)-\mathbb{E}\left(f_{\delta}(F) \Upsilon_{\eta}\left(\operatorname{det} \sigma_{F}\right)\right) & =\mathbb{E}\left(\int_{\mathbb{R}^{d}} d y \varphi_{\delta}(F-y)(f(F)-f(y)) \Upsilon_{\eta}\left(\operatorname{det} \sigma_{F}\right)\right) \\
& =\mathbb{E}\left(R_{2}(\delta, F) \Upsilon_{\eta}\left(\operatorname{det} \sigma_{F}\right)\right)
\end{aligned}
$$

Here we use the fact that $\int_{\mathbb{R}^{d}} y_{j} \varphi_{\delta}(y) d y=0$. Using (74) for $q=2$, we have

$$
\left|\mathbb{E}\left(R_{2}(\delta, F) \Upsilon_{\eta}\left(\operatorname{det} \sigma_{F}\right)\right)\right| \leq C_{2}^{\prime} \int_{\mathbb{R}^{d}} \varphi(y)|y|^{2} d y\|f\|_{\infty} \frac{\delta^{2}}{\eta^{4}}
$$

So

$$
\begin{equation*}
\left|\mathbb{E}\left(f(F) \Upsilon_{\eta}\left(\operatorname{det} \sigma_{F}\right)\right)-\mathbb{E}\left(f_{\delta}(F) \Upsilon_{\eta}\left(\operatorname{det} \sigma_{F}\right)\right)\right| \leq C\|f\|_{\infty} \frac{\delta^{2}}{\eta^{4}} \tag{75}
\end{equation*}
$$

On the other hand, we take $\widetilde{\Upsilon}_{\eta} \in C_{b}^{\infty}\left(\mathbb{R}_{+}\right)$such that $\mathbb{1}_{(0, \eta)} \leq \widetilde{\Upsilon}_{\eta} \leq \mathbb{1}_{(0,2 \eta)}$ and $\left\|\widetilde{\Upsilon}_{\eta}^{k}\right\|_{\infty} \leq C \eta^{-k}$. So recalling the definition of $W_{1}$ (see (12)) and using Chebyshev inequality, we write

$$
\begin{aligned}
\mathbb{P}\left(\operatorname{det} \sigma_{F}<\eta\right) & \leq \mathbb{E}\left(\widetilde{\Upsilon}_{\eta}\left(\operatorname{det} \sigma_{F}\right)\right) \leq \mathbb{E}\left(\widetilde{\Upsilon}_{\eta}\left(\operatorname{det} \sigma_{G}\right)\right)+\left|\mathbb{E}\left(\widetilde{\Upsilon}_{\eta}\left(\operatorname{det} \sigma_{F}\right)\right)-\mathbb{E}\left(\widetilde{\Upsilon}_{\eta}\left(\operatorname{det} \sigma_{G}\right)\right)\right| \\
& \leq \mathbb{P}\left(\operatorname{det} \sigma_{G}<2 \eta\right)+C \eta^{-1} W_{1}\left(\operatorname{det} \sigma_{F}, \operatorname{det} \sigma_{G}\right) \leq C\left(\eta^{\rho}+\eta^{-1}\|D F-D G\|_{L^{2}(\Omega ; \mathcal{H})}\right),
\end{aligned}
$$

where in the last step we have used the fact that $G$ is non-degenerated and $\|F\|_{1, p}+\|G\|_{1, p}<\infty, \forall p \geq 1$. Then we have

$$
\begin{equation*}
\left|\mathbb{E}\left(\left(1-\Upsilon_{\eta}\left(\operatorname{det} \sigma_{F}\right)\right) f(F)\right)\right| \leq\|f\|_{\infty} \mathbb{P}\left(\operatorname{det} \sigma_{F}<\eta\right) \leq C\|f\|_{\infty}\left(\eta^{\rho}+\eta^{-1}\|D F-D G\|_{L^{2}(\Omega ; \mathcal{H})}\right) \tag{76}
\end{equation*}
$$

Similarly, we also have

$$
\begin{equation*}
\left|\mathbb{E}\left(\left(1-\Upsilon_{\eta}\left(\operatorname{det} \sigma_{F}\right)\right) f_{\delta}(F)\right)\right| \leq C\|f\|_{\infty}\left(\eta^{\rho}+\eta^{-1}\|D F-D G\|_{L^{2}(\Omega ; \mathcal{H})}\right) \tag{77}
\end{equation*}
$$

We conclude by combining (75), (76) and (77).
Proof of (B) $i v$ ): The proof is analogous to the proof of $i i$ ). Using a development in Taylor series of order 4

$$
f(x)-f_{\delta}(x)=\frac{\delta^{2}}{2} \nabla^{2} f(x)+R_{4}(\delta, x)
$$

We use the above equality for $\delta$ and $\frac{\delta}{\sqrt{2}}$, then by subtracting them, we get

$$
f(x)=2 f_{\delta / \sqrt{2}}(x)-f_{\delta}(x)+2 R_{4}(\delta / \sqrt{2}, x)-R_{4}(\delta, x) .
$$

So by (74),

$$
\begin{align*}
& \left|\mathbb{E}\left(f(F) \Upsilon_{\eta}\left(\operatorname{det} \sigma_{F}\right)\right)+\mathbb{E}\left(f_{\delta}(F) \Upsilon_{\eta}\left(\operatorname{det} \sigma_{F}\right)\right)-2 \mathbb{E}\left(f_{\delta / \sqrt{2}}(F) \Upsilon_{\eta}\left(\operatorname{det} \sigma_{F}\right)\right)\right| \\
& \leq 2 \mathbb{E}\left(R_{4}(\delta / \sqrt{2}, x) \Upsilon_{\eta}\left(\operatorname{det} \sigma_{F}\right)\right)-\mathbb{E}\left(R_{4}(\delta, x) \Upsilon_{\eta}\left(\operatorname{det} \sigma_{F}\right)\right) \\
& \leq C\|f\|_{\infty} \frac{\delta^{4}}{\eta^{8}} \tag{78}
\end{align*}
$$

We conclude together with (76) and (77).

The regularization lemma (Lemma 3.5) implies the following result concerning the approximation of the density function.

Corollary 3.5.1. i) Suppose that $F$ satisfies $\left(\boldsymbol{B}_{2+d}\right)$. Then, for every $x$,

$$
\begin{equation*}
\left|p_{F}(x)-\mathbb{E}\left(\varphi_{\delta}(F-x)\right)\right| \leq d C_{2+d} \times \delta^{2} \tag{79}
\end{equation*}
$$

ii) (Romberg) Suppose that $F$ satisfies $\left(\boldsymbol{B}_{4+d}\right)$. Then

$$
\begin{equation*}
\left|p_{F}(x)+\mathbb{E}\left(\varphi_{\delta}(F-x)\right)-2 \mathbb{E}\left(\varphi_{\delta / \sqrt{2}}(F-x)\right)\right| \leq 6 d^{2} C_{4+d} \times \delta^{4} \tag{80}
\end{equation*}
$$

Proof. We take a multi-index $\beta=(1, \cdots, d)$ and

$$
\begin{equation*}
f(y)=\prod_{j=1}^{d} H\left(y_{j}\right) \tag{81}
\end{equation*}
$$

where $H(y)=\mathbb{1}_{[0, \infty)}(y)$ is the Heaviside function. So by (68),

$$
p_{F}(x)=\mathbb{E}\left(\partial^{\beta} f(F-x)\right) .
$$

Notice that

$$
\left.\partial^{\beta} f_{\delta}(F-x)=\prod_{j=1}^{d} H_{\delta}^{\prime}\left(F_{j}-x_{j}\right)\right)=\varphi_{\delta}(F-x)
$$

so that (69) gives

$$
\begin{aligned}
\mid p_{F}(x)-\mathbb{E}\left(\varphi_{\delta}(F-x) \mid\right. & =\left|\mathbb{E}\left(\partial^{\beta} f(F-x)\right)-\mathbb{E}\left(\partial^{\beta} f_{\delta}(F-x)\right)\right| \\
& \leq d C_{2+d} \times \delta^{2}
\end{aligned}
$$

In a similar way (70) gives (80).

In the following, we define the distances between random variables $F, G: \Omega \rightarrow \mathbb{R}^{d}$ :

$$
d_{r}(F, G)=\sup \left\{|\mathbb{E}(f(F))-\mathbb{E}(f(G))|: \sum_{|\beta|=r}\left\|\partial^{\beta} f\right\|_{\infty} \leq 1\right\}
$$

For $r=1$, this is the Wasserstein distance $W_{1}$, while for $r=0$, this is the total variation distance $d_{T V}$.
Using the Malliavin integration by parts formula (Lemma 3.4), one proves in [7] (lemma 3.9) the following results.
Lemma 3.6. We fix some index $l$, some $r \in \mathbb{N}$ and some $\varepsilon>0$. We define $p_{1}=2\left(r\left(\frac{1}{\varepsilon}-1\right)+2\right)$, $p_{2}=$ $\max \left\{4(l+d), 2\left(\frac{r+l}{\varepsilon}-r+2\right)\right\}, q_{1} \geq r\left(\frac{1}{\varepsilon}-1\right)+4, q_{2} \geq \max \left\{l+d+2, \frac{r+l}{\varepsilon}-r+4\right\}$. Let $F, G \in \mathcal{D}_{\infty}^{d}$. One may find $p \in \mathbb{N}, C \in \mathbb{R}_{+}$(depending on $r, l$ and $\varepsilon$ ) such that

$$
\begin{equation*}
\text { i) } \quad d_{T V}(F, G) \leq C\left(1+\Sigma_{p_{1}}(F)+\Sigma_{p_{1}}(G)+\|F\|_{L, q_{1}, p}+\|G\|_{L, q_{1}, p}\right) \times d_{r}(F, G)^{1-\varepsilon} \tag{82}
\end{equation*}
$$

and

$$
\begin{equation*}
\text { ii) }\left\|p_{F}-p_{G}\right\|_{l, \infty} \leq C\left(1+\Sigma_{p_{2}}(F)+\Sigma_{p_{2}}(G)+\|F\|_{L, q_{2}, p}+\|G\|_{L, q_{2}, p}\right) \times d_{r}(F, G)^{1-\varepsilon} \tag{83}
\end{equation*}
$$

where $p_{F}(x)$ and $p_{G}(x)$ denote the density functions of $F$ and $G$ respectively.
Remark. We explain about the significance of this lemma. If we have already obtained an estimate of a "smooth" distance $d_{r}$ between two random vectors $F$ and $G$ but we would like to control the total variation distance between them, then we employ some integration by parts techniques which are developed in [BCP] and conclude the following. If both $F$ and $G$ are "smooth" in the sense that $\|F\|_{L, q, p}+\|G\|_{L, q, p}<\infty$ for sufficiently large $q, p$; and both $F$ and $G$ are non-degenerated in the sense that $\Sigma_{p}(F)+\Sigma_{p}(G)<\infty$, with $p$ large enough, then (82) asserts that one may control $d_{T V}$ by $d_{r}$, and the control is quasi optimal: we loose just a power $\varepsilon>0$ which we may take as small as we want. And (83) says that we may also control the distance between the derivatives of density functions by $d_{r}$.

If we only assume the non-degeneracy condition on $F$ but no non-degeneracy condition for $G$, then we have a variant of the previous lemma (see [7] proposition 3.11 and remark 3.14).

Proposition 3.6.1. We fix some $r \in \mathbb{N}$ and some $\varepsilon>0$. We define $p_{1}=2\left(\frac{4 r}{\varepsilon}+2\right), q_{1} \geq \frac{4 r}{\varepsilon}+4$. Let $F, G \in \mathcal{D}_{\infty}^{d}$. One may find $p \in \mathbb{N}, C \in \mathbb{R}_{+}$(depending on $r$ and $\varepsilon$ ) such that

$$
\begin{equation*}
d_{T V}(F, G) \leq C\left(1+\Sigma_{p_{1}}(F)+\|F\|_{L, q_{1}, p}+\|G\|_{L, q_{1}, p}\right) \times\left(d_{r}(F, G)+\|D F-D G\|_{L^{2}(\Omega ; \mathcal{H})}\right)^{1-\varepsilon} . \tag{84}
\end{equation*}
$$

### 3.2 Malliavin calculus for the jump equations

In this section, we present the integration by parts framework which will be used when we deal with the jump equations (51), (52) and (40). There are several approaches given in [12], [25], [31], [32], [40], [44] and [51] for example. Here we give a framework analogous to [8].

To begin we define a regularization function.

$$
\begin{align*}
& a(y)=1-\frac{1}{1-(4 y-1)^{2}} \quad \text { for } \quad y \in\left[\frac{1}{4}, \frac{1}{2}\right),  \tag{85}\\
& \psi(y)=\mathbb{1}_{\left\{|y| \leq \frac{1}{4}\right\}}+\mathbb{1}_{\left\{\frac{1}{4}<|y| \leq \frac{1}{2}\right\}} e^{a(|y|)} . \tag{86}
\end{align*}
$$

We notice that $\psi \in C_{b}^{\infty}(\mathbb{R})$ and that its support is included in $\left[-\frac{1}{2}, \frac{1}{2}\right]$. We denote

$$
\begin{equation*}
\Psi_{k}(y)=\psi\left(|y|-\left(k-\frac{1}{2}\right)\right), \forall k \in \mathbb{N} \tag{87}
\end{equation*}
$$

Then for any $l \in \mathbb{N}$, there exists a constant $C_{l}$ such that

$$
\begin{equation*}
\sup _{k \in \mathbb{N}}\left\|\Psi_{k}\right\|_{l, \infty} \leq C_{l}<\infty \tag{88}
\end{equation*}
$$

We focus on $x_{t}^{\mathcal{P}, M}$ and $x_{t}^{M}$ (solutions of the equations (52) and (51)) which are functions of random variables $T_{i}^{k}, W_{i}^{k}, Z_{i}^{k}, \Delta$ and $X_{0}$ (see Section 2.7). Now we introduce the space of simple functionals $\mathcal{S}$. We take $\mathcal{G}=\sigma\left(T_{i}^{k}, W_{i}^{k}, X_{0}: k, i \in \mathbb{N}\right)$ to be the $\sigma$-algebra associated to the noises which will not be involved in our calculus. In the following, we will do the calculus based on $Z_{i}^{k}=\left(Z_{i, 1}^{k}, \cdots, Z_{i, d}^{k}\right), k, i \in \mathbb{N}$ and $\Delta=\left(\Delta_{1}, \cdots, \Delta_{d}\right)$. We denote by $C_{\mathcal{G}, p}$ the space of the functions $f: \Omega \times \mathbb{R}^{m \times m^{\prime} \times d+d} \rightarrow \mathbb{R}$ such that for each $\omega$, the function $\left(z_{1,1}^{1}, \ldots, z_{m, d}^{m^{\prime}}, \delta_{1}, \cdots, \delta_{d}\right) \mapsto f\left(\omega, z_{1,1}^{1}, \ldots, z_{m, d}^{m^{\prime}}, \delta_{1}, \cdots, \delta_{d}\right)$ belongs to $C_{p}^{\infty}\left(\mathbb{R}^{m \times m^{\prime} \times d+d}\right)$ (the space of smooth functions which, together with all the derivatives, have polynomial growth), and for each $\left(z_{1,1}^{1}, \ldots, z_{m, d}^{m^{\prime}}, \delta_{1}, \cdots, \delta_{d}\right)$, the function $\omega \mapsto f\left(\omega, z_{1,1}^{1}, \ldots, z_{m, d}^{m^{\prime}}, \delta_{1}, \cdots, \delta_{d}\right)$ is $\mathcal{G}$-measurable. And we consider the weights

$$
\xi_{i}^{k}=\Psi_{k}\left(Z_{i}^{k}\right)
$$

Then we define the space of simple functionals

$$
\mathcal{S}=\left\{F=f\left(\omega,\left(Z_{i}^{k}\right)_{\substack{1 \leq k \leq m^{\prime} \\ 1 \leq i \leq m}}, \Delta\right): f \in C_{\mathcal{G}, p}, m, m^{\prime} \in \mathbb{N}\right\} .
$$

Remark. The simple functional $F$ is actually a function of $\left(T_{i}^{k}\right)_{k, i \in \mathbb{N}},\left(W_{i}^{k}\right)_{k, i \in \mathbb{N}},\left(Z_{i}^{k}\right)_{k, i \in \mathbb{N}}, \Delta$ and $X_{0}$. By taking $m=J_{t}^{k}$ and $m^{\prime}=M$, we notice that for any $0<t \leq T, x_{t}^{\mathcal{P}, M}$ and $x_{t}^{M}$ (solutions of the equations (52) and (51)) both belong to $\mathcal{S}^{d}$.

On the space $\mathcal{S}$ we define the derivative operator $D F=\left(D^{Z} F, D^{\Delta} F\right)$, where

$$
\begin{align*}
D_{(\bar{k}, \bar{i}, \bar{j})}^{Z} F & =\xi_{\bar{i}}^{\bar{k}} \frac{\partial f}{\partial z_{\bar{i}, \bar{j}}^{\overline{\bar{j}}}}\left(\omega,\left(Z_{i}^{k}\right)_{\substack{1 \leq k \leq m^{\prime} \\
1 \leq i \leq m}}, \Delta\right), \quad \bar{k}, \bar{i} \in \mathbb{N}, \bar{j} \in\{1, \cdots, d\}  \tag{89}\\
D_{\tilde{j}}^{\Delta} F & =\frac{\partial f}{\partial \delta_{\tilde{j}}}\left(\omega,\left(Z_{i}^{k}\right)_{\substack{1 \leq k \leq m^{\prime} \\
1 \leq i \leq m}}, \Delta\right), \quad \tilde{j} \in\{1, \cdots, d\} .
\end{align*}
$$

We regard $D^{Z} F$ as an element of the Hilbert space $l_{2}$ (the space of the sequences $h=\left(h_{k, i, j}\right)_{k, i \in \mathbb{N}, j \in\{1, \cdots, d\}}$ with $\left.|h|_{l_{2}}^{2}:=\sum_{k=1}^{\infty} \sum_{i=1}^{\infty} \sum_{j=1}^{d}\left|h_{i, j}\right|^{2}<\infty\right)$ and $D F$ as an element of $l_{2} \times \mathbb{R}^{d}$, so we have

$$
\begin{equation*}
\langle D F, D G\rangle_{l_{2} \times \mathbb{R}^{d}}=\sum_{j=1}^{d} D_{j}^{\Delta} F \times D_{j}^{\Delta} G+\sum_{k=1}^{\infty} \sum_{i=1}^{\infty} \sum_{j=1}^{d} D_{(k, i, j)}^{Z} F \times D_{(k, i, j)}^{Z} G . \tag{90}
\end{equation*}
$$

We also denote $D^{1} F=D F$, and we define the derivatives of order $q \in \mathbb{N}$ recursively: $D^{q} F:=D D^{q-1} F$. And we denote $D^{Z, q}$ (respectively $D^{\Delta, q}$ ) as the derivative $D^{Z}$ (respectively $D^{\Delta}$ ) of order $q$.

We also define the Ornstein-Uhlenbeck operator $L F=L^{Z} F+L^{\Delta} F$ with

$$
\begin{align*}
L^{Z} F & =-\sum_{k=1}^{m^{\prime}} \sum_{i=1}^{m} \sum_{j=1}^{d}\left(\partial_{z_{i, j}^{k}}\left(\xi_{i}^{k} D_{(k, i, j)}^{Z} F\right)+D_{(k, i, j)}^{Z} F \times D_{(k, i, j)}^{Z} \ln \left[h\left(Z_{i}^{k}\right)\right]\right)  \tag{91}\\
L^{\Delta} F & =\sum_{j=1}^{d} D_{j}^{\Delta} F \times \Delta_{j}-\sum_{j=1}^{d} D_{j}^{\Delta} D_{j}^{\Delta} F .
\end{align*}
$$

One can check that the triplet $(\mathcal{S}, D, L)$ is consistent with the IbP framework given in Section 3.1. In particular the duality formula (57) holds true. We refer to [10](Appendix 5.3). We say that $F$ is a "Malliavin smooth functional" if $F \in \mathcal{D}_{\infty}$ (with the definition given in (61)).

We will use the IbP framework defined here for $x_{t}, x_{t}^{M}$ and $x_{t}^{\mathcal{P}, M}$ (solutions of equations (40),(41) and (42)). We recall that they are obtained in Section 2.7 by optimal coupling in $W_{2+\varepsilon_{*}}$ distance between $X_{\tau(t)-}^{\mathcal{P}, M}$ and $X_{t-}$. Here we give two lemmas, concerning the Sobolev norms and the covariance matrices of $x_{t}, x_{t}^{M}$ and $x_{t}^{\mathcal{P}, M}$.
Lemma 3.7. Assuming Hypothesis 2.1 and Hypothesis 2.4 b), for all $p \geq 1, l \geq 0$, there exists a constant $C_{l, p}$ depending on $l, p, d$ and $T$, such that for any $0<t \leq T$,

$$
\text { i) } \sup _{\mathcal{P}} \sup _{M}\left(\left\|x_{t}^{\mathcal{P}, M}\right\|_{L, l, p}+\left\|x_{t}^{M}\right\|_{L, l, p}\right) \leq C_{l, p}
$$

Moreover, $x_{t}$ belongs to $\mathcal{D}_{\infty}^{d}$ and
ii) $\left\|x_{t}\right\|_{L, l, p} \leq C_{l, p}$.

Lemma 3.8. Assume that Hypothesis 2.1, 2.2, 2.3 and 2.4 hold true. Then for every $p \geq 1,0<t \leq T$ such that $t>\frac{2 d p}{\theta}$ (with $\theta$ defined in (18)), we have (recalling by (55) that $\sigma_{F}$ denotes the covariance matrix of $F$ )

$$
\begin{equation*}
\text { i) } \sup _{M} \mathbb{E}\left(1 / \operatorname{det} \sigma_{x_{t}^{M}}\right)^{p} \leq C_{p} \tag{92}
\end{equation*}
$$

$$
\begin{equation*}
\text { ii) } \mathbb{E}\left(1 / \operatorname{det} \sigma_{x_{t}}\right)^{p} \leq C_{p}, \tag{93}
\end{equation*}
$$

with $C_{p}$ a constant depending on $p, d, T$.
Remark. In the case $\theta=\infty$, the results in Lemma 3.8 hold for every $0<t \leq T$.
The proofs of these two lemmas are rather technical and are postponed to Section 4.1 and 4.2.
Before we end this section, we establish an auxiliary result. We recall by (27) that $\varepsilon_{M}=\int_{\{|z|>M\}}|\bar{c}(z)|^{2} \mu(d z)+$ $\left.\left|\int_{\{|z|>M\}} \bar{c}(z) \mu(d z)\right|^{2}\right)$.
Lemma 3.9. We assume that Hypothesis 2.1 and Hypothesis 2.4 ) hold true. Then for any $\varepsilon_{*}>0$, there exists a constant $C$ dependent on $T, d, \varepsilon_{*}$ such that for every $|\mathcal{P}| \leq 1$, every $M$ with $\varepsilon_{M} \leq 1$ and $|\bar{c}(z)|^{2} \mathbb{1}_{\{|z|>M\}} \leq 1$,

$$
\begin{gathered}
\text { i) }\left\|D x_{t}^{\mathcal{P}, M}-D x_{t}^{M}\right\|_{L^{2}\left(\Omega ; l_{2} \times \mathbb{R}^{d}\right)} \leq C\left(\varepsilon_{M}+|\mathcal{P}|\right)^{\frac{1}{2+\varepsilon_{*}}} \\
\text { ii) }\left\|D x_{t}^{M}-D x_{t}\right\|_{L^{2}\left(\Omega ; l_{2} \times \mathbb{R}^{d}\right)} \leq C\left(\varepsilon_{M}\right)^{\frac{1}{2+\varepsilon_{*}}} \\
\text { iii) }\left\|D x_{t}^{\mathcal{P}, M}-D x_{t}\right\|_{L^{2}\left(\Omega ; l_{2} \times \mathbb{R}^{d}\right)} \leq C\left(\varepsilon_{M}+|\mathcal{P}|\right)^{\frac{1}{2+\varepsilon_{*}}}
\end{gathered}
$$

The proof is also technical and we put it in the Appendix.

### 3.3 Proofs of Theorem 2.1~2.4

## Proofs of Theorem 2.1 and Theorem 2.2:

Proof. We first prove (28). We take $C$ to be a constant depending on $\varepsilon, l, d$ and $T$. We recall that by the discussion in Section 2.7, $x_{t}^{\mathcal{P}, M}$ has the same law as $X_{t}^{\mathcal{P}, M}$ and $x_{t}$ has the same law as $X_{t}$. We take some suitable $\varepsilon_{*}>0$ (such that $\frac{1-\varepsilon}{2+\varepsilon_{*}} \geq \frac{1}{2}-\varepsilon$ ). Thanks to Lemma 3.7 and Lemma 3.8, using Proposition 3.6.1, for any partition $\mathcal{P}$ of the interval $[0, T]$ with $|\mathcal{P}| \leq 1$, every $M \in \mathbb{N}$ with $\varepsilon_{M} \leq 1$ and $|\bar{c}(z)|^{2} \mathbb{1}_{\{|z|>M\}} \leq 1$, when $t>\frac{8 d}{\theta}\left(\frac{2}{\varepsilon}+1\right)$,

$$
\begin{aligned}
d_{T V}\left(X_{t}^{\mathcal{P}, M}, X_{t}\right) & =d_{T V}\left(x_{t}^{\mathcal{P}, M}, x_{t}\right) \\
& \leq C\left[W_{1}\left(x_{t}^{\mathcal{P}, M}, x_{t}\right)+\left\|D x_{t}^{\mathcal{P}, M}-D x_{t}\right\|_{L^{2}\left(\Omega ; l_{2} \times \mathbb{R}^{d}\right)}\right]^{1-\varepsilon}
\end{aligned}
$$

We notice that we are able to estimate $W_{2+\varepsilon_{*}}\left(x_{t}^{\mathcal{P}, M}, x_{t}\right)$ in Lemma 2.6 and that $W_{1}\left(x_{t}^{\mathcal{P}, M}, x_{t}\right) \leq W_{2+\varepsilon_{*}}\left(x_{t}^{\mathcal{P}, M}, x_{t}\right)$. Then by Lemma 3.9 and Lemma 2.6, we have

$$
\begin{aligned}
d_{T V}\left(X_{t}^{\mathcal{P}, M}, X_{t}\right) & \leq C\left[W_{2+\varepsilon_{*}}\left(x_{t}^{\mathcal{P}, M}, x_{t}\right)+\left\|D x_{t}^{\mathcal{P}, M}-D x_{t}\right\|_{L^{2}\left(\Omega ; l_{2} \times \mathbb{R}^{d}\right)}\right]^{1-\varepsilon} \\
& \leq C\left[\varepsilon_{M}+|\mathcal{P}|\right]^{\frac{1}{2}-\varepsilon} \rightarrow 0 .
\end{aligned}
$$

So (28) is proved. On the other hand, by Lemma 3.8 and Corollary 3.4.1, when $t>\frac{8 d(l+d)}{\theta}$, the law of $X_{t}$ has a $l$-times differentiable density $p_{t}$ and the density $p_{t}$ is a function solution of the equation (21). So (22) is proved. We notice that ( $\mathcal{S}, D^{\Delta}, L^{\Delta}$ ) is also an IbP framework. If we only make Malliavin integration by parts on the Gaussian random variable $\Delta$, then standard arguments give that the law of $X_{t}^{\mathcal{P}, M}$ has a smooth density $p_{t}^{\mathcal{P}, M}$.

Now only (23) is left to be proved. The proof is analogous to the proof of (28). The main strategy is as follows (this is similar to Section 2.7 and Section 3.2). We define an intermediate equation $\bar{X}_{t}^{\mathcal{P}, M}$ (see (94) in the following). There is a difficulty appears here: the equations (14) and (19); (38) and (94) are defined with respect to different Poisson point measures (on different probability spaces). To overcome this difficulty, it is convenient to use similar equations driven by the same Poisson point measure. We make a coupling argument to construct $\bar{x}_{t}^{M}, \bar{x}_{t}^{\mathcal{P}}, \bar{x}_{t}^{\mathcal{P}, M}$ and $\bar{x}_{t}$ (see (97), (96), (98) and (95) below) which have the same law as $X_{t}^{M}, X_{t}^{\mathcal{P}}, \bar{X}_{t}^{\mathcal{P}, M}$ and $X_{t}$ (see (38), (19), (94) and (14)) respectively but are defined on the same probability space and verify equations driven by the same Poisson point measure. So to estimate the total variation distance between $X_{t}^{\mathcal{P}}$ and $X_{t}$, it is equivalent to estimate the total variation distance between $\bar{x}_{t}^{\mathcal{P}}$ and $\bar{x}_{t}$. We will see that $\bar{x}_{t}^{M}$ and $\bar{x}_{t}^{\mathcal{P}, M}$ are simple functionals (belong to $\mathcal{S}^{d}$ ) in the sense of Section 3.2. We prove below in Lemma 3.11 that the Malliavin-Sobolev norms of $\bar{x}_{t}^{M}$ and $\bar{x}_{t}^{\mathcal{P}, M}$ are bounded (uniformly in $M, \mathcal{P}$ ) and that the Malliavin covariance matrix of $\bar{x}_{t}^{M}$ is non-degenerate (uniformly in $M$ ). Passing to the limit $M \rightarrow \infty$, we give below in Lemma 3.10 that $\bar{x}_{t}^{\mathcal{P}, M} \rightarrow \bar{x}_{t}^{\mathcal{P}}$ and $\bar{x}_{t}^{M} \rightarrow \bar{x}_{t}$ in $L^{1}$ distance. Then by using Lemma 3.3, $\bar{x}_{t}$ and $\bar{x}_{t}^{\mathcal{P}}$ are "Malliavin smooth functionals" (belong to $\mathcal{D}_{\infty}^{d}$ ), and we prove below in Lemma 3.12 that the Malliavin-Sobolev norms of $\bar{x}_{t}$ and $\bar{x}_{t}^{\mathcal{P}}$ are bounded (uniformly in $\mathcal{P}$ ) and that the Malliavin covariance matrix of $\bar{x}_{t}$ is non-degenerate. So applying Proposition 3.6.1, the Euler scheme $X_{t}^{\mathcal{P}}$ converges to $X_{t}$ in total variation distance.

Now we give the proof of (23). We first introduce an intermediate equation.

$$
\begin{align*}
\bar{X}_{t}^{\mathcal{P}, M} & =X_{0}+a_{T}^{M} \Delta+\int_{0}^{t} b\left(\tau(r), \bar{X}_{\tau(r)}^{\mathcal{P}, M}, \rho_{\tau(r)}^{\mathcal{P}}\right) d r \\
& +\int_{0}^{t} \int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} c_{M}\left(\tau(r), v, z, \bar{X}_{\tau(r)-}^{\mathcal{P}, M}, \rho_{\tau(r)-}^{\mathcal{P}}\right) N_{\rho_{\tau(r)-}^{\mathcal{P}}}(d v, d z, d r) \tag{94}
\end{align*}
$$

We notice that we take $\rho_{\tau(r)}^{\mathcal{P}}$ (the law of $X_{\tau(r)}^{\mathcal{P}}$ ) instead of $\rho_{\tau(r)}^{\mathcal{P}, M}$ (the law of $X_{\tau(r)}^{\mathcal{P}, M}$ ) in the above equation, so (94) a variant of (25).

Now we make a coupling argument similar to Section 2.7. We will do optimal coupling between $X_{\tau(t)-}^{\mathcal{P}}$ and $X_{t-}$ in $W_{2+\varepsilon_{*}}$ distance. This is the same strategy as the optimal coupling between $X_{\tau(t)-}^{\mathcal{P}, M}$ and $X_{t-}$ in $W_{2+\varepsilon_{*}}$ distance in Section 2.7. For a small $\varepsilon_{*}>0$, we take $\Pi_{t}^{\mathcal{P}}\left(d v_{3}, d v_{4}\right)$ to be the optimal $W_{2+\varepsilon_{*}}-$ coupling of $\rho_{\tau(t)-}^{\mathcal{P}}\left(d v_{3}\right)$ and $\rho_{t-}\left(d v_{4}\right)$, that is

$$
\left(W_{2+\varepsilon_{*}}\left(\rho_{\tau(t)-}^{\mathcal{P}}, \rho_{t-}\right)\right)^{2+\varepsilon_{*}}=\int_{\mathbb{R}^{d} \times \mathbb{R}^{d}}\left|v_{3}-v_{4}\right|^{2+\varepsilon_{*}} \Pi_{t}^{\mathcal{P}}\left(d v_{3}, d v_{4}\right)
$$

Then we construct $\left(\eta_{t}^{3}(w), \eta_{t}^{4}(w)\right)$ which represents $\Pi_{t}^{\mathcal{P}}$ in the sense of Lemma 2.5. So we have

$$
\int_{0}^{1} \phi\left(\eta_{t}^{3}(w), \eta_{t}^{4}(w)\right) d w=\int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \phi\left(v_{3}, v_{4}\right) \Pi_{t}^{\mathcal{P}}\left(d v_{3}, d v_{4}\right)
$$

We consider some auxiliary equations (with $\mathcal{N}(d w, d z, d r)$ the Poisson point measure on the state space $[0,1] \times \mathbb{R}^{d}$ with intensity measure $d w \mu(d z) d r$ defined in Section 2.7):

$$
\begin{align*}
& \bar{x}_{t}=X_{0}+\int_{0}^{t} b\left(r, \bar{x}_{r}, \rho_{r}\right) d r+\int_{0}^{t} \int_{[0,1] \times \mathbb{R}^{d}} c\left(r, \eta_{r}^{4}(w), z, \bar{x}_{r-}, \rho_{r-}\right) \mathcal{N}(d w, d z, d r)  \tag{95}\\
& \bar{x}_{t}^{\mathcal{P}}=X_{0}+\int_{0}^{t} b\left(\tau(r), \bar{x}_{\tau(r)}^{\mathcal{P}}, \rho_{\tau(r)}^{\mathcal{P}}\right) d r \\
&+\int_{0}^{t} \int_{[0,1] \times \mathbb{R}^{d}} c\left(\tau(r), \eta_{r}^{3}(w), z, \bar{x}_{\tau(r)-}^{\mathcal{P}}, \rho_{\tau(r)-}^{\mathcal{P}}\right) \mathcal{N}(d w, d z, d r)  \tag{96}\\
& \bar{x}_{t}^{M}=X_{0}+a_{T}^{M} \Delta+\int_{0}^{t} b\left(r, \bar{x}_{r}^{M}, \rho_{r}\right) d r+\int_{0}^{t} \int_{[0,1] \times \mathbb{R}^{d}} c_{M}\left(r, \eta_{r}^{4}(w), z, \bar{x}_{r-}^{M}, \rho_{r-}\right) \mathcal{N}(d w, d z, d r),  \tag{97}\\
& \bar{x}_{t}^{\mathcal{P}, M}= X_{0}+a_{T}^{M} \Delta+\int_{0}^{t} b\left(\tau(r), \bar{x}_{\tau(r)}^{\mathcal{P}, M}, \rho_{\tau(r)}^{\mathcal{P}}\right) d r \\
&+\int_{0}^{t} \int_{[0,1] \times \mathbb{R}^{d}} c_{M}\left(\tau(r), \eta_{r}^{3}(w), z, \bar{x}_{\tau(r)-}^{\mathcal{P}, M}, \rho_{\tau(r)-}^{\mathcal{P}}\right) \mathcal{N}(d w, d z, d r) . \tag{98}
\end{align*}
$$

One can check that $\bar{x}_{t}, \bar{x}_{t}^{\mathcal{P}}, \bar{x}_{t}^{M}$, and $\bar{x}_{t}^{\mathcal{P}, M}$ have the same law as $X_{t}, X_{t}^{\mathcal{P}}, X_{t}^{M}$, and $\bar{X}_{t}^{\mathcal{P}, M}$ (solutions of the equations (14), (19), (38) and (94)) respectively. We stress that the equations $\bar{x}_{t}, \bar{x}_{t}^{M}$, and $\bar{x}_{t}^{\mathcal{P}, M}$ are different from the equations $x_{t}, x_{t}^{M}$, and $x_{t}^{\mathcal{P}, M}$ (see (40), (41) and (42)). This is because we take different couplings so $\eta_{r}^{1}(w) \neq \eta_{r}^{3}(w)$ and $\eta_{r}^{2}(w) \neq \eta_{r}^{4}(w)$. We also remark that we take $\rho_{r}$ instead of $\rho_{r}^{M}$ in (97) and take $\rho_{t}^{\mathcal{P}}$ instead of $\rho_{t}^{\mathcal{P}, M}$ in (98), so that we can obtain the following lemma.

Lemma 3.10. Assume that the Hypothesis 2.1 holds true. Then

$$
\begin{gathered}
\text { i) } \quad \sup _{\mathcal{P}} \mathbb{E}\left|\bar{x}_{t}^{\mathcal{P}, M}-\bar{x}_{t}^{\mathcal{P}}\right| \rightarrow 0, \\
\text { ii) } \mathbb{E}\left|\bar{x}_{t}^{M}-\bar{x}_{t}\right| \rightarrow 0,
\end{gathered}
$$

as $M \rightarrow \infty$.
Proof. These results are obtained in a standard way (see the proof of Lemma 2.6).
We notice that $\bar{x}_{t}^{\mathcal{P}, M}$ and $\bar{x}_{t}^{M}$ are simple functionals (belong to $\mathcal{S}^{d}$ ) in the sense of Section 3.2. Then we have

Lemma 3.11. Assume that Hypothesis 2.1, 2.2, 2.3 and 2.4 hold true.
a) For any $p \geq 1, l \geq 0$, there exists a constant $C_{l, p}$ depending on $l, p, d$ and $T$ such that for every $0<t \leq T$,

$$
\sup _{\mathcal{P}} \sup _{M}\left(\left\|\bar{x}_{t}^{\mathcal{P}, M}\right\|_{L, l, p}+\left\|\bar{x}_{t}^{M}\right\|_{L, l, p}\right) \leq C_{l, p} .
$$

b) For any $p \geq 1,0<t \leq T$ such that $t>\frac{2 d p}{\theta}$, there exists a constant $C_{p}$ depending on $p, d, T$ such that

$$
\sup _{M}\left(\mathbb{E}\left(1 / \operatorname{det} \sigma_{\bar{x}_{t}^{M}}\right)^{p}\right) \leq C_{p} .
$$

c) For any $\varepsilon_{*}>0$, there exists a constant $C_{p}$ depending on $\varepsilon_{*}, d, T$ such that for every $|\mathcal{P}| \leq 1$, we have

$$
\text { i) }\left\|D \bar{x}_{t}^{\mathcal{P}, M}-D \bar{x}_{t}^{M}\right\|_{L^{2}\left(\Omega ; l_{2} \times \mathbb{R}^{d}\right)} \leq C|\mathcal{P}|^{\frac{1}{2+\varepsilon_{*}}},
$$

ii) $\left\|D \bar{x}_{t}^{M}-D \bar{x}_{t}\right\|_{L^{2}\left(\Omega ; l_{2} \times \mathbb{R}^{d}\right)} \rightarrow 0, \quad$ as $M \rightarrow \infty$.

Proof. We get $a$ ) by an analogous argument to the proof of Lemma $3.7 i$ ). We have $b$ ) in a similar way to the proof of Lemma $3.8 i$. we obtain $c$ ) $i$ ) and $i i$ ) by some analogous arguments to the proofs of Lemma $3.9 i$ ) and $i i$ ) respectively.

Then applying Lemma 3.3, by passing to the limit $M \rightarrow \infty$, we obtain the following consequence.
Lemma 3.12. Assume that Hypothesis 2.1, 2.2, 2.3 and 2.4 hold true.
a) $\bar{x}_{t}^{\mathcal{P}}$ and $\bar{x}_{t}$ both belong to $\mathcal{D}_{\infty}^{d}$. For any $p \geq 1, l \geq 0$, there exists a constant $C_{l, p}$ depending on $l, p, d$ and $T$ such that for every $0<t \leq T$,

$$
\sup _{\mathcal{P}}\left(\left\|\bar{x}_{t}^{\mathcal{P}}\right\|_{L, l, p}+\left\|\bar{x}_{t}\right\|_{L, l, p}\right) \leq C_{l, p} .
$$

b) For any $p \geq 1,0<t \leq T$ such that $t>\frac{2 d p}{\theta}$, there exists a constant $C_{p}$ depending on $p, d, T$ such that

$$
\mathbb{E}\left(1 / \operatorname{det} \sigma_{\bar{x}_{t}}\right)^{p} \leq C_{p}
$$

c) For any $\varepsilon_{*}>0$, there exists a constant $C_{p}$ depending on $\varepsilon_{*}, d, T$ such that for every $|\mathcal{P}| \leq 1$, we have

$$
\left\|D \bar{x}_{t}^{\mathcal{P}}-D \bar{x}_{t}\right\|_{L^{2}\left(\Omega ; l_{2} \times \mathbb{R}^{d}\right)} \leq C|\mathcal{P}|^{\frac{1}{2+\varepsilon_{*}}} .
$$

Proof. Proof of $a$ ): We apply Lemma 3.3 (A) with $F_{M}=\left(\bar{x}_{t}^{\mathcal{P}, M}, \bar{x}_{t}^{M}\right)$ and $F=\left(\bar{x}_{t}^{\mathcal{P}}, \bar{x}_{t}\right)$. By Lemma 3.10 $i), i i)$ and Lemma $3.11 a$ ), we obtain our results.

Proof of $b$ ): We apply Lemma 3.3 (B) with $F_{M}=\bar{x}_{t}^{M}$ and $F=\bar{x}_{t}$. By Lemma 3.11 b) and Lemma $3.11 c i i)$, it follows that $\mathbb{E}\left(1 / \operatorname{det} \sigma_{\bar{x}_{t}}\right)^{p} \leq C_{p}$.

Proof of $c$ ): We apply Lemma 3.3 (C) with $\left(\bar{F}_{M}, F_{M}\right)=\left(\bar{x}_{t}^{\mathcal{P}, M}, \bar{x}_{t}^{M}\right)$ and $(\bar{F}, F)=\left(\bar{x}_{t}^{\mathcal{P}}, \bar{x}_{t}\right)$. By Lemma $3.11 c) i$ ), we have $\left\|D \bar{x}_{t}^{\mathcal{P}}-D \bar{x}_{t}\right\|_{L^{2}\left(\Omega ; l_{2} \times \mathbb{R}^{d}\right)} \leq C|\mathcal{P}|^{\frac{1}{2+\varepsilon_{*}}}$.

Finally, we can give the proof of (23). We recall that $\bar{x}_{t}$ and $\bar{x}_{t}^{\mathcal{P}}$ have the same law as $X_{t}$ and $X_{t}^{\mathcal{P}}$ respectively. For any $\varepsilon>0$, we take some suitable $\varepsilon_{*}>0$ (such that $\frac{1-\varepsilon}{2+\varepsilon_{*}} \geq \frac{1}{2}-\varepsilon$ ). Thanks to Proposition 3.6.1, there exists a constant $C$ dependent on $\varepsilon, d, T$ such that for any partition $\mathcal{P}$ of the interval $[0, T]$ with $|\mathcal{P}| \leq 1$, when $t>\frac{8 d}{\theta}\left(\frac{2}{\varepsilon}+1\right)$, we have

$$
\begin{aligned}
d_{T V}\left(X_{t}^{\mathcal{P}}, X_{t}\right) & =d_{T V}\left(\bar{x}_{t}^{\mathcal{P}}, \bar{x}_{t}\right) \\
& \leq C\left[W_{1}\left(\bar{x}_{t}^{\mathcal{P}}, \bar{x}_{t}\right)+\left\|D \bar{x}_{t}^{\mathcal{P}}-D \bar{x}_{t}\right\|_{L^{2}\left(\Omega ; l_{2} \times \mathbb{R}^{d}\right)}\right]^{1-\varepsilon} \\
& =C\left[W_{1}\left(X_{t}^{\mathcal{P}}, X_{t}\right)+\left\|D \bar{x}_{t}^{\mathcal{P}}-D \bar{x}_{t}\right\|_{L^{2}\left(\Omega ; l_{2} \times \mathbb{R}^{d}\right)}\right]^{1-\varepsilon} \\
& \leq C[|\mathcal{P}|]^{\frac{1}{2}-\varepsilon} \rightarrow 0,
\end{aligned}
$$

where the last inequality is obtained by Lemma 3.12 and (20). So (23) is proved.

## Proofs of Theorem 2.3 and Theorem 2.4:

Proof. Before the proofs of Theorem 2.3 and Theorem 2.4, we first give the following lemma. We recall $X_{t}^{\mathcal{P}, M}$ in (25) and $X_{t}$ in (14).

Lemma 3.13. Assume that the Hypothesis 2.1 holds true. Then there exists a constant $C$ dependent on $T$ such that for every partition $\mathcal{P}$ and $M \in \mathbb{N}$ we have

$$
W_{1}\left(X_{t}^{\mathcal{P}, M}, X_{t}\right) \leq C\left(|\mathcal{P}|+\sqrt{\varepsilon_{M}}\right)
$$

Proof. We make a coupling argument similar to Section 2.7. We will do optimal coupling between $X_{\tau(t)-}^{\mathcal{P}, M}$ and $X_{t-}$ in $W_{1}$ distance. This is the same strategy as the optimal coupling between $X_{\tau(t)-}^{\mathcal{P}, M}$ and $X_{t-}$ in $W_{2+\varepsilon_{*}}$ distance in Section 2.7. We take $\widetilde{\Pi}_{t}^{\mathcal{P}, M}\left(d v_{5}, d v_{6}\right)$ to be the optimal $W_{1}$-coupling of $\rho_{\tau(t)-}^{\mathcal{P}, M}\left(d v_{5}\right)$ and $\rho_{t-}\left(d v_{6}\right)$, that is

$$
W_{1}\left(\rho_{\tau(t)-}^{\mathcal{P}, M}, \rho_{t-}\right)=\int_{\mathbb{R}^{d} \times \mathbb{R}^{d}}\left|v_{5}-v_{6}\right| \widetilde{\Pi}_{t}^{\mathcal{P}, M}\left(d v_{5}, d v_{6}\right)
$$

Then we construct $\left(\eta_{t}^{5}(w), \eta_{t}^{6}(w)\right)$ which represents $\widetilde{\Pi}_{t}^{\mathcal{P}, M}$ in the sense of Lemma 2.5. So we have

$$
\int_{0}^{1} \phi\left(\eta_{t}^{5}(w), \eta_{t}^{6}(w)\right) d w=\int_{\mathbb{R}^{d} \times \mathbb{R}^{d}} \phi\left(v_{5}, v_{6}\right) \widetilde{\Pi}_{t}^{\mathcal{P}, M}\left(d v_{5}, d v_{6}\right)
$$

We consider the equations (with $\mathcal{N}(d w, d z, d r)$ the Poisson point measure on the state space $[0,1] \times \mathbb{R}^{d}$ with intensity measure $d w \mu(d z) d r$ defined in Section 2.7):

$$
\begin{align*}
\widetilde{x}_{t}=X_{0} & +\int_{0}^{t} b\left(r, \widetilde{x}_{r}, \rho_{r}\right) d r+\int_{0}^{t} \int_{[0,1] \times \mathbb{R}^{d}} c\left(r, \eta_{r}^{6}(w), z, \widetilde{x}_{r-}, \rho_{r-}\right) \mathcal{N}(d w, d z, d r),  \tag{99}\\
\widetilde{x}_{t}^{\mathcal{P}, M} & =X_{0}+a_{T}^{M} \Delta+\int_{0}^{t} b\left(\tau(r), \widetilde{x}_{\tau(r)}^{\mathcal{P}, M}, \rho_{\tau(r)}^{\mathcal{P}, M}\right) d r \\
& +\int_{0}^{t} \int_{[0,1] \times \mathbb{R}^{d}} c_{M}\left(\tau(r), \eta_{r}^{5}(w), z, \widetilde{x}_{\tau(r)-}^{\mathcal{P}, M}, \rho_{\tau(r)-}^{\mathcal{P}, M}\right) \mathcal{N}(d w, d z, d r) \tag{100}
\end{align*}
$$

with $\rho_{t}^{\mathcal{P}, M}$ the law of $X_{t}^{\mathcal{P}, M}$ (see (25)) and $\rho_{t}$ the law of $X_{t}$ (see (14)). One can check that $\widetilde{x}_{t}$ and $\widetilde{x}_{t}^{\mathcal{P}, M}$ have the same law as $x_{t}$ and $X_{t}^{\mathcal{P}, M}$ respectively. We remark that the equations $\widetilde{x}_{t}$, and $\widetilde{x}_{t}^{\mathcal{P}, M}$ are different from the equations $x_{t}$, and $x_{t}^{\mathcal{P}, M}$ (see (40) and (42)) since we take different couplings and $\eta_{r}^{1}(w) \neq \eta_{r}^{5}(w)$, $\eta_{r}^{2}(w) \neq \eta_{r}^{6}(w)$. Then we have

$$
W_{1}\left(X_{t}^{\mathcal{P}, M}, X_{t}\right)=W_{1}\left(\widetilde{x}_{t}^{\mathcal{P}, M}, \widetilde{x}_{t}\right) \leq \mathbb{E}\left|\widetilde{x}_{t}^{\mathcal{P}, M}-\widetilde{x}_{t}\right| \leq C\left(|\mathcal{P}|+\sqrt{\varepsilon_{M}}\right),
$$

where the last inequality is obtained in a standard way (see the proof of Lemma 2.6).

Proof of Theorem $2.3 i$ ): We recall in Section 2.7 that $x_{t}$ (solution of (40)) has the same law as $X_{t}$ (solution of (14)) and by Theorem $2.1 a), \mathcal{L}\left(x_{t}\right)(d x)=\mathcal{L}\left(X_{t}\right)(d x)=p_{t}(x) d x$. When $t>\frac{8 d}{\theta}(2+d)$, Lemma 3.7 ii ) and Lemma 3.8 ii ) give that $\left\|x_{t}\right\|_{L, d+4,8 d(2+d)}+\Sigma_{4(2+d)}\left(x_{t}\right)<\infty$ (with the notation $\Sigma_{p}(F)$ given in (56)). Then we apply Corollary 3.5.1 $i$ ) and obtain that

$$
\begin{equation*}
\left|p_{t}(x)-\mathbb{E}\left(\varphi_{\delta}\left(X_{t}-x\right)\right)\right|=\left|p_{t}(x)-\mathbb{E}\left(\varphi_{\delta}\left(x_{t}-x\right)\right)\right| \leq C \delta^{2} \tag{101}
\end{equation*}
$$

where $C$ is a constant dependent on $d$.
We recall by (12) the definition of the Wasserstein distance of order 1 . Noticing $\left\|\nabla \varphi_{\delta}\right\|_{\infty} \leq \frac{1}{\delta^{d+1}}$, we get

$$
\left|\mathbb{E}\left(\varphi_{\delta}\left(X_{t}-x\right)\right)-\mathbb{E}\left(\varphi_{\delta}\left(X_{t}^{\mathcal{P}, M}-x\right)\right)\right| \leq W_{1}\left(X_{t}^{\mathcal{P}, M}, X_{t}\right) \frac{1}{\delta^{d+1}}
$$

So together with Lemma 3.13, there exists a constant $C$ dependent on $d$ and $T$ such that

$$
\begin{equation*}
\left|\mathbb{E}\left(\varphi_{\delta}\left(X_{t}-x\right)\right)-\mathbb{E}\left(\varphi_{\delta}\left(X_{t}^{\mathcal{P}, M}-x\right)\right)\right| \leq C\left(|\mathcal{P}|+\sqrt{\varepsilon_{M}}\right) \frac{1}{\delta^{d+1}} \tag{102}
\end{equation*}
$$

Finally, applying the estimate (4.6) in Theorem 4.1 of [3] with $X_{n}^{i}=X_{t}^{\mathcal{P}, M, i}, \Theta_{s, s_{n}}^{n}(\rho)(d x)=\rho_{t}^{\mathcal{P}, M}(d x)$ and $f(x)=\varphi_{\delta}(x)$, we get

$$
\begin{equation*}
\left|\mathbb{E}\left(\varphi_{\delta}\left(X_{t}^{\mathcal{P}, M}-x\right)\right)-\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left(\varphi_{\delta}\left(X_{t}^{\mathcal{P}, M, i}-x\right)\right)\right| \leq C V_{N} \frac{1}{\delta^{d+1}} \tag{103}
\end{equation*}
$$

Combining (101), (102) and (103),

$$
\left|p_{t}(x)-\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left(\varphi_{\delta}\left(X_{t}^{\mathcal{P}, M, i}-x\right)\right)\right| \leq C\left[\left(|\mathcal{P}|+\sqrt{\varepsilon_{M}}\right) \frac{1}{\delta^{d+1}}+V_{N} \frac{1}{\delta^{d+1}}+\delta^{2}\right]
$$

Then we optimize over $\delta$ and $N$. We choose

$$
\delta=\left(|\mathcal{P}|+\sqrt{\varepsilon_{M}}\right)^{\frac{1}{d+3}}
$$

such that

$$
\left(|\mathcal{P}|+\sqrt{\varepsilon_{M}}\right) \frac{1}{\delta^{d+1}}=\delta^{2}
$$

So

$$
\left|p_{t}(x)-\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left(\varphi_{\delta}\left(X_{t}^{\mathcal{P}, M, i}-x\right)\right)\right| \leq C\left[\left(|\mathcal{P}|+\sqrt{\varepsilon_{M}}\right)^{\frac{2}{d+3}}+V_{N}\left(|\mathcal{P}|+\sqrt{\varepsilon_{M}}\right)^{-\frac{d+1}{d+3}}\right]
$$

And we choose $N$ such that

$$
V_{N} \leq|\mathcal{P}|+\sqrt{\varepsilon_{M}}
$$

so

$$
\left(|\mathcal{P}|+\sqrt{\varepsilon_{M}}\right)^{\frac{2}{d+3}} \geq V_{N}\left(|\mathcal{P}|+\sqrt{\varepsilon_{M}}\right)^{-\frac{d+1}{d+3}}
$$

Hence, eventually we have (34).
Proof of Theorem 2.3 ii ): (35) is obtained in a similar way by using Corollary 3.5.1 ii ).

Proof of Theorem 2.4 $i$ ): We take $f \in C_{b}^{\infty}\left(\mathbb{R}^{d}\right)$.
Step 1: We recall in Section 2.7 that $x_{t}^{\mathcal{P}, M}$ (solution of (42)) has the same law as $X_{t}^{\mathcal{P}, M}$ (solution of (25)) and $x_{t}$ (solution of (40)) has the same law as $X_{t}$ (solution of (14)). We notice by Theorem 2.2 that for any $\varepsilon>0$, there exists a constant $C$ dependent on $\varepsilon, d, T$ such that when $t>\frac{8 d}{\theta}\left(\frac{2}{\varepsilon}+1\right)$,

$$
\begin{equation*}
\left|\int_{\mathbb{R}^{d}} f(x) \rho_{t}(d x)-\int_{\mathbb{R}^{d}} f(x) \rho_{t}^{\mathcal{P}, M}(d x)\right| \leq C\|f\|_{\infty} \times\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{1}{2}-\varepsilon} \tag{104}
\end{equation*}
$$

with $\rho_{t}$ the law of $x_{t}$ (also of $X_{t}$ ) and $\rho_{t}^{\mathcal{P}, M}$ the law of $x_{t}^{\mathcal{P}, M}$ (also of $X_{t}^{\mathcal{P}, M}$ ).
Step 2: We apply the regularization lemma Lemma 3.5 (B) $i i i$ ) with $F=x_{t}^{\mathcal{P}, M}$ and $G=x_{t}$. We take

$$
\varepsilon_{*}=\frac{2 \varepsilon}{1-2 \varepsilon}
$$

so that

$$
\frac{1-\varepsilon}{2+\varepsilon_{*}}=\frac{1}{2}-\varepsilon
$$

Then

$$
\begin{equation*}
\left|\int_{\mathbb{R}^{d}} f(x) \rho_{t}^{\mathcal{P}, M}(d x)-\int_{\mathbb{R}^{d}} f_{\delta}(x) \rho_{t}^{\mathcal{P}, M}(d x)\right| \leq C\|f\|_{\infty} \times\left(\frac{\delta^{2}}{\eta^{4}}+\eta^{-1}\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{1}{2+\varepsilon_{*}}}+\eta^{\rho}\right) . \tag{105}
\end{equation*}
$$

Here we have used the non-degenerated condition of $x_{t}$ and the fact that the Sobolev norms of $x_{t}^{\mathcal{P}, M}$ and $x_{t}$ are bounded (uniformly in $\mathcal{P}, M$ ). We have also taken advantage of Lemma 3.9 iii ).

Then we optimize over $\delta, \eta$ and $\rho$. In order to keep the notations clear, we denote temporary that

$$
\mathcal{E}=\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{1}{2+\varepsilon_{*}}} .
$$

We take

$$
\eta=\mathcal{E}^{\varepsilon} \quad \text { and } \quad \delta=\mathcal{E}^{\frac{3 \varepsilon+1}{2}}
$$

such that

$$
\frac{\delta^{2}}{\eta^{4}}=\eta^{-1} \mathcal{E}=\mathcal{E}^{1-\varepsilon}
$$

We take moreover

$$
\rho=\frac{1}{\varepsilon}-1
$$

such that

$$
\eta^{\rho}=\mathcal{E}^{1-\varepsilon} .
$$

So (105) becomes

$$
\begin{equation*}
\left|\int_{\mathbb{R}^{d}} f(x) \rho_{t}^{\mathcal{P}, M}(d x)-\int_{\mathbb{R}^{d}} f_{\delta}(x) \rho_{t}^{\mathcal{P}, M}(d x)\right| \leq C\|f\|_{\infty} \times \mathcal{E}^{1-\varepsilon}=C\|f\|_{\infty} \times\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{1}{2}-\varepsilon}, \tag{106}
\end{equation*}
$$

with

$$
\begin{equation*}
\delta=\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{1}{4}\left(1+\frac{2 \varepsilon-6 \varepsilon^{2}}{1-\varepsilon}\right)} . \tag{107}
\end{equation*}
$$

Step 3: We apply the estimate (4.6) in Theorem 4.1 of [3]. We notice that $\left\|\nabla f_{\delta}\right\|_{\infty} \leq C\|f\|_{\infty} \times \frac{1}{\delta^{d+1}}$. Then we obtain

$$
\begin{equation*}
\left|\int_{\mathbb{R}^{d}} f_{\delta}(x) \rho_{t}^{\mathcal{P}, M}(d x)-\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left(f_{\delta}\left(X_{t}^{\mathcal{P}, M, i}\right)\right)\right| \leq C\|f\|_{\infty} V_{N} \times \frac{1}{\delta^{d+1}} \tag{108}
\end{equation*}
$$

Now we optimize over $N$. We take $N$ such that

$$
\begin{equation*}
V_{N} \leq\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{d+3}{4}\left(1+\frac{2(d-1) \varepsilon-2(3 d+1) \varepsilon^{2}}{(d+3)(1-\varepsilon)}\right)}, \tag{109}
\end{equation*}
$$

so

$$
V_{N} \times \frac{1}{\delta^{d+1}} \leq\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{1}{2}-\varepsilon}
$$

Then we have

$$
\begin{equation*}
\left|\int_{\mathbb{R}^{d}} f_{\delta}(x) \rho_{t}^{\mathcal{P}, M}(d x)-\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left(f_{\delta}\left(X_{t}^{\mathcal{P}, M, i}\right)\right)\right| \leq C\|f\|_{\infty} \times\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{1}{2}-\varepsilon} \tag{110}
\end{equation*}
$$

Combining (104), (106) and (110), for all $f \in C_{b}^{\infty}\left(\mathbb{R}^{d}\right)$, with $\delta$ and $N$ given in (107) and (109), we have

$$
\begin{align*}
\int_{\mathbb{R}^{d}} f(x) \rho_{t}(d x) & =\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left(f_{\delta}\left(X_{t}^{\mathcal{P}, M, i}\right)\right)+\|f\|_{\infty} \times \mathcal{O}\left(\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{1}{2}-\varepsilon}\right) \\
& =\frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \int_{\mathbb{R}^{d}} f\left(X_{t}^{\mathcal{P}, M, i}+y\right) \varphi_{\delta}(y) d y+\|f\|_{\infty} \times \mathcal{O}\left(\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{1}{2}-\varepsilon}\right) \\
& =\frac{1}{N} \sum_{i=1}^{N} \mathbb{E} f\left(X_{t}^{\mathcal{P}, M, i}+\delta \widetilde{\Delta}\right)+\|f\|_{\infty} \times \mathcal{O}\left(\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{1}{2}-\varepsilon}\right) \tag{111}
\end{align*}
$$

where $\widetilde{\Delta}$ is a $d$-dimensional standard Gaussian random variable independent of $X_{t}^{\mathcal{P}, M, i}, i=1, \cdots, N$, and $\mathcal{O}(\bullet)$ is the $\operatorname{Big} \mathcal{O}$ notation.

Since $C_{b}^{\infty}\left(\mathbb{R}^{d}\right)$ is dense in $C_{b}\left(\mathbb{R}^{d}\right)$, (111) holds for $f \in C_{b}\left(\mathbb{R}^{d}\right)$. Finally, by Lusin theorem, (111) also holds for any measurable and bounded function $f$.

Proof of Theorem $2.4 i i$ ): (37) is obtained in the same way as Theorem $2.4 i$ ) by using Lemma 3.5 (B) $i v$ ) in Step 2. Here we just give the optimization procedure briefly. We recall that $\mathcal{E}=\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{1}{2+\varepsilon_{*}}}$, with $\varepsilon_{*}=\frac{2 \varepsilon}{1-2 \varepsilon}$. When we make the optimization, we take $\delta=\mathcal{E}^{\frac{7 \varepsilon+1}{4}}, \eta=\mathcal{E}^{\varepsilon}$ and $\rho=\frac{1}{\varepsilon}-1$ such that $\frac{\delta^{4}}{\eta^{8}}=\eta^{-1} \mathcal{E}=\eta^{\rho}=\mathcal{E}^{1-\varepsilon}$, and finally we choose $V_{N} \leq \mathcal{E}^{\frac{d+5+(7 d+3) \varepsilon}{4}}$ such that $V_{N} \times \frac{1}{\delta^{d+1}} \leq \mathcal{E}^{1-\varepsilon}$.

## 4 Proofs

### 4.1 Sobolev norms

In this section, we give the proof of Lemma 3.7. We explain our strategy of the proof. We will first prove that $\sup _{\mathcal{P}} \sup _{M}\left\|x_{t}^{\mathcal{P}, M}\right\|_{L, l, p} \leq C_{l, p}$, then by an analogous argument, we also have $\sup _{M}\left\|x_{t}^{M}\right\|_{L, l, p} \leq C_{l, p}$. Afterwards, recalling $\mathbb{E}\left|x_{t}^{M}-x_{t}\right| \rightarrow 0$ in Lemma $2.6 i$ ), and applying Lemma 3.3 with $F_{M}=x_{t}^{M}$ and $F=x_{t}$, we get that $x_{t}$ belongs to $\mathcal{D}_{\infty}^{d}$ and $\left\|x_{t}\right\|_{L, l, p} \leq C_{l, p}$.

So now we only need to prove the following lemma.
Lemma 4.1. Under the Hypothesis 2.1 and Hypothesis 2.4 ), for all $p \geq 2, l \geq 0$, there exists a constant $C_{l, p}$ depending on $l, p, d$ and $T$, such that

$$
\begin{equation*}
\text { a) } \quad \sup _{\mathcal{P}} \sup _{M} \mathbb{E} \sup _{0<t \leq T}\left|x_{t}^{\mathcal{P}, M}\right|_{l}^{p} \leq C_{l, p}, \tag{112}
\end{equation*}
$$

and

$$
\begin{equation*}
\text { b) } \quad \sup _{\mathcal{P}} \sup _{M} \mathbb{E} \sup _{0<t \leq T}\left|L x_{t}^{\mathcal{P}, M}\right|_{l}^{p} \leq C_{l, p} . \tag{113}
\end{equation*}
$$

Before we prove this lemma, we give some pre-estimations concerning the Sobolev norms of $Z_{i}^{k}$.
Lemma 4.2. Under the Hypothesis 2.1, Hypothesis 2.4 b), for every $l \geq 0$, there exists a constant $C_{l}$ dependent on $l, d$ such that

$$
\begin{align*}
& \text { i) } \sup _{k, i \in \mathbb{N}}\left|Z_{i}^{k}\right|_{1, l} \leq C_{l}  \tag{114}\\
& \text { ii) } \quad \sup _{k, i \in \mathbb{N}}\left|L Z_{i}^{k}\right|_{l} \leq C_{l} \tag{115}
\end{align*}
$$

Proof. $i$ ) We notice by the definition (89) that $D_{(k, i, j)}^{Z} Z_{i, j}^{k}=\xi_{i}^{k}, \quad D_{\left(k^{\prime}, i^{\prime}, j^{\prime}\right)}^{Z} Z_{i, j}^{k}=0$, for $k^{\prime} \neq k, i^{\prime} \neq i$ or $j^{\prime} \neq j, \quad D^{\Delta} Z_{i}^{k}=0$. We recall that $\xi_{i}^{k}=\Psi_{k}\left(Z_{i}^{k}\right)$ in Section 3.2. We observe that using Lemma 3.1 $a$ ), for any $k, i \in \mathbb{N}$ we have

$$
\left|Z_{i}^{k}\right|_{1, l} \leq\left|\xi_{i}^{k}\right|_{l-1}=\left|\Psi_{k}\left(Z_{i}^{k}\right)\right|_{l-1} \leq 1+C_{l}\left(\left|Z_{i}^{k}\right|_{1, l-1}+\left|Z_{i}^{k}\right|_{1, l-2}^{l-1}\right) .
$$

Since $\left|Z_{i}^{k}\right|_{1,1}=\left|\xi_{i}^{k}\right| \leq 1$, there is a constant $C_{l}$ such that $\left|Z_{i}^{k}\right|_{1, l} \leq C_{l}$.
ii) We notice by the definition (91) that

$$
L Z_{i, j}^{k}=-\partial_{z_{i, j}^{k}}\left(\xi_{i}^{k}\right)^{2}-\xi_{i}^{k} D_{(k, i, j)}^{Z} \ln \left[h\left(Z_{i}^{k}\right)\right] .
$$

We observe that $\left|\xi_{i}^{k}\right| \leq 1$, and we have $\left|\partial_{z_{i, j}^{k}}\left(\xi_{i}^{k}\right)^{2}\right|=2 \Psi_{k}\left(Z_{i}^{k}\right) \partial_{z_{i, j}^{k}} \Psi_{k}\left(Z_{i}^{k}\right)$ is bounded by a universal constant (see (88)). These lead to

$$
\left|L Z_{i, j}^{k}\right|_{l} \leq C_{l}\left(1+\left|D_{(k, i, j)}^{Z} \ln \left[h\left(Z_{i}^{k}\right)\right]\right|_{l}\right)
$$

We recall by Hypothesis $2.4 b$ ) that $h$ is infinitely differentiable and $\ln h$ has bounded derivatives of any order. Applying Lemma 3.1 a) and using (114),

$$
\begin{aligned}
\left|D_{(k, i, j)}^{Z} \ln \left[h\left(Z_{i}^{k}\right)\right]\right|_{l} & \leq\left|\ln \left[h\left(Z_{i}^{k}\right)\right]\right|_{l+1} \\
& \leq C_{l}+\left|\nabla \ln h\left(Z_{i}^{k}\right)\right|\left|Z_{i}^{k}\right|_{1, l+1}+C_{l} \sup _{2 \leq|\beta| \leq l+1}\left|\partial^{\beta} \ln h\left(Z_{i}^{k}\right)\right|\left|Z_{i}^{k}\right|_{1, l}^{l+1} \\
& \leq C_{l}
\end{aligned}
$$

Then for any $k, i \in \mathbb{N}$, we obtain that $\left|L Z_{i}^{k}\right|_{l} \leq C_{l}$.

Now we give the proof of Lemma 4.1.
Proof. Proof of $a$ ): We first prove (112). We will prove by recurrence on $l$. One can easily check by (45) with

$$
\bar{\Phi}(r, w, z, \omega, \rho)=c_{M}\left(\tau(r), \eta_{r}^{1}(w), z, X_{\tau(r)-}^{\mathcal{P}, M}, \rho_{\tau(r)-}^{\mathcal{P}, M}\right)
$$

and by Hypothesis 2.1 that for $l=0, \mathbb{E} \sup _{0<t \leq T}\left|x_{t}^{\mathcal{P}, M}\right|^{p} \leq C_{0, p}$. Then we assume that (112) holds for $l-1$ with $l \geq 1$ and for every $p \geq 2$. We will show that (112) also holds for $l$ and for every $p \geq 2$. We notice by the definitions (89) that $D_{j}^{\Delta} \Delta=\boldsymbol{e}_{\boldsymbol{j}}$, where $\boldsymbol{e}_{\boldsymbol{j}}=(0, \cdots, 0,1,0, \cdots, 0)$ with value 1 at the $j$-th component, $D^{\Delta, q} \Delta=0$ with $q \geq 2$ and $D^{Z} \Delta=0$. Recalling the equation (52), we write $\mathbb{E} \sup _{0<t \leq T}\left|x_{t}^{\mathcal{P}, M}\right|_{1, l}^{p} \leq C_{l, p}\left(1+A_{1}+A_{2}\right)$, with

$$
\begin{aligned}
& A_{1}=\mathbb{E} \int_{0}^{T}\left|b\left(\tau(r), x_{\tau(r)}^{\mathcal{P}, M}, \rho_{\tau(r)}^{\mathcal{P}, M}\right)\right|_{1, l}^{p} d r \\
& A_{2}=\mathbb{E}\left(\sum_{k=1}^{M} \sum_{i=1}^{J_{T}^{k}}\left|c\left(\tau\left(T_{i}^{k}\right), \eta_{T_{i}^{k}}^{1}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}, \rho_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right)\right|_{1, l}\right)^{p} .
\end{aligned}
$$

Using Lemma 3.1 a), Hypothesis 2.1 and the recurrence hypothesis,

$$
\begin{align*}
A_{1} & \leq C_{l, p}\left[\mathbb{E} \int_{0}^{T}\left|\nabla_{x} b\left(\tau(r), x_{\tau(r)}^{\mathcal{P}, M}, \rho_{\tau(r)}^{\mathcal{P}, M}\right)\right|^{p}\left|x_{\tau(r)}^{\mathcal{P}, M}\right|_{1, l}^{p} d r\right. \\
& \left.+\mathbb{E} \int_{0}^{T} \sup _{2 \leq|\beta| \leq l}\left|\partial_{x}^{\beta} b\left(\tau(r), x_{\tau(r)}^{\mathcal{P}, M}, \rho_{\tau(r)}^{\mathcal{P}, M}\right)\right|^{p}\left|x_{\tau(r)}^{\mathcal{P}, M}\right|_{1, l-1}^{l_{p}^{p}} d r\right] \\
& \leq C_{l, p}\left[\int_{0}^{T} \mathbb{E}\left|x_{\tau(r)}^{\mathcal{P}, M}\right|_{1, l}^{p} d r+\int_{0}^{T} \mathbb{E}\left|x_{\tau(r)}^{\mathcal{P}, M}\right|_{1, l-1}^{l p} d r\right] \\
& \leq C_{l, p}\left[1+\int_{0}^{T} \mathbb{E}\left|x_{\tau(r)}^{\mathcal{P}, M}\right|_{1, l}^{p} d r\right] . \tag{116}
\end{align*}
$$

Next, we estimate $A_{2}$. By Lemma $3.1 a$ ), Hypothesis 2.1 and Lemma 4.2, for any $k, i \in \mathbb{N}$,

$$
\begin{aligned}
& \left|c\left(\tau\left(T_{i}^{k}\right), \eta_{T_{i}^{k}}^{1}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}, \rho_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right)\right|_{1, l} \\
& \leq\left(\left|\nabla_{z} c\left(\tau\left(T_{i}^{k}\right), \eta_{T_{i}^{k}}^{1}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M} \rho_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right)\right|+\left|\nabla_{x} c\left(\tau\left(T_{i}^{k}\right), \eta_{T_{i}^{k}}^{1}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}, \rho_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right)\right|\right) \\
& \times\left(\left|Z_{i}^{k}\right|_{1, l}+\left|x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right|_{1, l}\right) \\
& +C_{l} \sup _{2 \leq\left|\beta_{1}+\beta_{2}\right| \leq l}\left(\left|\partial_{z}^{\mathcal{\beta}_{1}} \partial_{x}^{\beta_{2}} c\left(\tau\left(T_{i}^{k}\right), \eta_{T_{i}^{k}}^{1}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}, \rho_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right)\right|\right) \times\left(\left|Z_{i}^{k}\right|_{1, l-1}^{l}+\left|x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right|_{1, l-1}^{l}\right) \\
& \leq C_{l} \bar{c}\left(Z_{i}^{k}\right)\left(1+\left|x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right| 1, l+\mid x_{\tau\left(T_{i}^{k}\right)-\mid}^{\mathcal{P}, M} l_{1, l-1}^{l}\right) .
\end{aligned}
$$

Hence, using (45) with

$$
\bar{\Phi}(r, w, z, \omega, \rho)=\bar{c}(z)\left(1+\left|x_{\tau(r)-}^{\mathcal{P}, M}\right|_{1, l}+\left|x_{\tau(r)-}^{\mathcal{P}, M}\right|_{1, l-1}^{l}\right)
$$

Hypothesis 2.1 and the recurrence hypothesis, it follows that

$$
\begin{align*}
A_{2} & \leq C_{l, p} \mathbb{E}\left|\sum_{k=1}^{M} \sum_{i=1}^{J_{T}^{k}} \bar{c}\left(Z_{i}^{k}\right)\left(1+\left|x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right| 1, l+\left|x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right|_{1, l-1}^{l}\right)\right|^{p} \\
& \leq C_{l, p} \mathbb{E}\left|\int_{0}^{T} \int_{[0,1] \times \mathbb{R}^{d}} \bar{c}(z)\left(1+\left|x_{\tau(r)-}^{\mathcal{P}, M}\right|_{1, l}+\left|x_{\tau(r)-}^{\mathcal{P}, M}\right|_{1, l-1}^{l}\right) \mathcal{N}(d w, d z, d r)\right|^{p} \\
& \leq C_{l, p}\left[1+\int_{0}^{T} \mathbb{E}\left|x_{\tau(r)-}^{\mathcal{P}, M}\right|_{1, l}^{p} d r+\int_{0}^{T} \mathbb{E}\left|x_{\tau(r)-}^{\mathcal{P}, M}\right|_{1, l-1}^{l p} d r\right] \\
& \leq C_{l, p}\left[1+\int_{0}^{T} \mathbb{E}\left|x_{\tau(r)}^{\mathcal{P}, M}\right|_{1, l}^{p} d r\right] . \tag{117}
\end{align*}
$$

Combining (116) and (117), one has

$$
\mathbb{E} \sup _{0<t \leq T}\left|x_{t}^{\mathcal{P}, M}\right|_{1, l}^{p} \leq C_{l, p}\left[1+\int_{0}^{T} \mathbb{E}\left|x_{\tau(r)}^{\mathcal{P}, M}\right|_{1, l}^{p} d r\right]
$$

So we conclude by Gronwall lemma that

$$
\begin{equation*}
\sup _{\mathcal{P}, M} \mathbb{E} \sup _{0<t \leq T}\left|x_{t}^{\mathcal{P}, M}\right|_{1, l}^{p} \leq C_{l, p} \tag{118}
\end{equation*}
$$

Proof of $b$ ): Now we pass to the proof of (113). We also prove it by recurrence on $l$.
Step 1: We take first $l=0$. We notice by the definition (91) that $L \Delta=\Delta$. So having in mind that $\Delta$ has finite moments of any order, and recalling the equation (52), we write $\mathbb{E} \sup _{0<t \leq T}\left|L x_{t}^{\mathcal{P}, M}\right|^{p} \leq$ $C_{0, p}\left(1+S_{1}+S_{2}\right)$, with

$$
\begin{aligned}
& S_{1}=\mathbb{E} \int_{0}^{T}\left|L b\left(\tau(r), x_{\tau(r)}^{\mathcal{P}, M}, \rho_{\tau(r)}^{\mathcal{P}}\right)\right|^{p} d r \\
& S_{2}=\mathbb{E}\left(\sum_{k=1}^{M} \sum_{i=1}^{J_{T}^{k}}\left|L c\left(\tau\left(T_{i}^{k}\right), \eta_{T_{i}^{k}}^{1}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}, \rho_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right)\right|\right)^{p} .
\end{aligned}
$$

Using Lemma $3.1 c$ ), Hypothesis 2.1 and (112),

$$
\begin{align*}
S_{1} & \leq \mathbb{E} \int_{0}^{T}\left|\nabla_{x} b\left(\tau(r), x_{\tau(r)}^{\mathcal{P}, M}, \rho_{\tau(r)}^{\mathcal{P}, M}\right)\right|^{p}\left|L x_{\tau(r)}^{\mathcal{P}, M}\right|^{p} d r \\
& +\mathbb{E} \int_{0}^{T} \sup _{|\beta|=2}\left|\partial_{x}^{\mathcal{\beta}} b\left(\tau(r), x_{\tau(r)}^{\mathcal{P}, M}, \rho_{\tau(r)}^{\mathcal{P}, M}\right)\right|^{p}\left|x_{\tau(r)}^{\mathcal{P}, M}\right|_{1,1}^{2 p} d r \\
& \leq C_{0, p}\left[1+\int_{0}^{T} \mathbb{E}\left|L x_{\tau(r)}^{\mathcal{P}, M}\right|^{p} d r\right] . \tag{119}
\end{align*}
$$

For $S_{2}$, we observe that using Lemma $3.1 c$ ), Lemma 4.2, and Hypothesis 2.1, for any $k, i \in \mathbb{N}$,

$$
\begin{aligned}
& \left|L c\left(\tau\left(T_{i}^{k}\right), \eta_{T_{i}^{k}}^{1}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}, \rho_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right)\right| \\
& \leq\left(\left|\nabla_{z} c\left(\tau\left(T_{i}^{k}\right), \eta_{T_{i}^{k}}^{1}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}, \rho_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right)\right|+\left|\nabla_{x} c\left(\tau\left(T_{i}^{k}\right), \eta_{T_{i}^{k}}^{1}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}, \rho_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right)\right|\right) \\
& \times\left(\left|L Z_{i}^{k}\right|+\left|L x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right|\right) \\
& +\sup _{\left|\beta_{1}+\beta_{2}\right|=2}\left(\left|\partial_{z}^{\beta_{1}} \partial_{x}^{\beta_{2}} c\left(\tau\left(T_{i}^{k}\right), \eta_{T_{i}^{k}}^{1}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}, \rho_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right)\right|\right) \times\left(\left|Z_{i}^{k}\right|_{1,1}^{2}+\left|x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right|_{1,1}^{2}\right) \\
& \leq C \bar{c}\left(Z_{i}^{k}\right)\left(1+\left|L x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right|+\left|x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right|_{1,1}^{2}\right) .
\end{aligned}
$$

Therefore, using (45) with

$$
\bar{\Phi}(r, w, z, \omega, \rho)=\bar{c}(z)\left(1+\left|L x_{\tau(r)-}^{\mathcal{P}, M}\right|+\left|x_{\tau(r)-}^{\mathcal{P}, M}\right|_{1,1}^{2}\right)
$$

using Hypothesis 2.1 and (112), it follows that

$$
\begin{align*}
S_{2} & \leq C_{0, p} \mathbb{E}\left(\sum_{k=1}^{M} \sum_{i=1}^{J_{T}^{k}} \bar{c}\left(Z_{i}^{k}\right)\left(1+\left|L x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right|+\left|x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right|_{1,1}^{2}\right)\right)^{p} \\
& =C_{0, p} \mathbb{E}\left|\int_{0}^{T} \int_{[0,1] \times \mathbb{R}^{d}} \bar{c}(z)\left(1+\left|L x_{\tau(r)-}^{\mathcal{P}, M}\right|+\left|x_{\tau(r)-}^{\mathcal{P}, M}\right|_{1,1}^{2}\right) \mathcal{N}(d w, d z, d r)\right|^{p} \\
& \leq C_{0, p}\left[1+\int_{0}^{T} \mathbb{E}\left|L x_{\tau(r)-}^{\mathcal{P}, M}\right|^{p} d r\right] . \tag{120}
\end{align*}
$$

Combining (119) and (120), one has

$$
\mathbb{E} \sup _{0<t \leq T}\left|L x_{t}^{\mathcal{P}, M}\right|^{p} \leq C_{0, p}\left[1+\int_{0}^{T} \mathbb{E}\left|L x_{\tau(r)}^{\mathcal{P}, M}\right|^{p} d r\right]
$$

Applying Gronwall lemma, we obtain

$$
\sup _{\mathcal{P}, M} \mathbb{E} \sup _{0<t \leq T}\left|L x_{t}^{\mathcal{P}, M}\right|^{p} \leq C_{0, p}
$$

Step 2: Now we assume that (113) holds for $l-1$ with $l \geq 1$ and for every $p \geq 2$. We will show that (113) also holds for $l$ and for every $p \geq 2$. We recall the equation (52) and that $L \Delta=\Delta, D_{j}^{\Delta} \Delta=e_{j}$, where $\boldsymbol{e}_{\boldsymbol{j}}=(0, \cdots, 0,1,0, \cdots, 0)$ with value 1 at the $j$-th component, $D^{\Delta, q} \Delta=0$ with $q \geq 2$ and $D^{Z} \Delta=0$. Having in mind that $\Delta$ has finite moments of any order, we write $\mathbb{E} \sup _{0<t \leq T}\left|L x_{t}^{\mathcal{P}, M}\right|_{l}^{p} \leq C_{l, p}\left(1+B_{1}+B_{2}\right)$, with

$$
\begin{aligned}
B_{1} & =\mathbb{E} \int_{0}^{T}\left|\operatorname{Lb}\left(\tau(r), x_{\tau(r)}^{\mathcal{P}, M}, \rho_{\tau(r)}^{\mathcal{P}}\right)\right|_{l}^{p} d r \\
B_{2} & =\mathbb{E}\left(\sum_{k=1}^{M} \sum_{i=1}^{J_{T}^{k}}\left|\operatorname{Lc}\left(\tau\left(T_{i}^{k}\right), \eta_{T_{i}^{k}}^{1}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}, \rho_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right)\right| l\right)^{p} .
\end{aligned}
$$

Using Lemma 3.1 b), Hypothesis 2.1, (112) and the recurrence hypothesis,

$$
\begin{align*}
B_{1} & \leq C_{l, p}\left[\mathbb{E} \int_{0}^{T}\left|\nabla_{x} b\left(\tau(r), x_{\tau(r)}^{\mathcal{P}, M}, \rho_{\tau(r)}^{\mathcal{P}, M}\right)\right|^{p}\left|L x_{\tau(r)}^{\mathcal{P}, M}\right|_{l}^{p} d r\right. \\
& \left.+\mathbb{E} \int_{0}^{T} \sup _{2 \leq|\beta| \leq l+2}\left|\partial_{x}^{\beta} b\left(\tau(r), x_{\tau(r)}^{\mathcal{P}, M}, \rho_{\tau(r)}^{\mathcal{P}, M}\right)\right|^{p}\left(1+\left|x_{\tau(r)}^{\mathcal{P}, M}\right|_{l+1}^{(l+2) p}\right)\left(1+\left|L x_{\tau(r)}^{\mathcal{P}, M}\right|_{l-1}^{p}\right) d r\right] \\
& \leq C_{l, p}\left[1+\int_{0}^{T} \mathbb{E}\left|L x_{\tau(r)}^{\mathcal{P}, M}\right|_{l}^{p} d r\right] . \tag{121}
\end{align*}
$$

Next, we estimate $B_{2}$. We observe that using Lemma 3.1 b), Lemma 4.2, and Hypothesis 2.1, for any $k, i \in \mathbb{N}$,

$$
\begin{aligned}
& \left|\operatorname{Lc}\left(\tau\left(T_{i}^{k}\right), \eta_{T_{i}^{k}}^{1}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}, \rho_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right)\right|_{l} \\
& \leq\left(\left|\nabla_{z} c\left(\tau\left(T_{i}^{k}\right), \eta_{T_{i}^{k}}^{1}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}, \rho_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right)\right|+\left|\nabla_{x} c\left(\tau\left(T_{i}^{k}\right), \eta_{T_{i}^{k}}^{1}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}, \rho_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right)\right|\right) \\
& \times\left(\left|L Z_{i}^{k}\right|_{l}+\left|L x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right| l\right) \\
& +C_{l} \sup _{2 \leq\left|\beta_{1}+\beta_{2}\right| \leq l+2}\left(\left|\partial_{z}^{\beta_{1}} \partial_{x}^{\beta_{2}} c\left(\tau\left(T_{i}^{k}\right), \eta_{T_{i}^{k}}^{1}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}, \rho_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right)\right|\right) \\
& \times\left(1+\left|Z_{i}^{k}\right|_{l+1}^{l+2}+\left|x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right|_{l+1}^{l+2}\right)\left(1+\left|L Z_{i}^{k}\right|_{l-1}+\left|L x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right|_{l-1}\right) \\
& \leq C_{l} \bar{c}\left(Z_{i}^{k}\right)\left(1+\left|L x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right|_{l}+\left(1+\mid x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M} l_{l+1}^{l+2}\right)\left(1+\left|L x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right| l-1\right)\right) .
\end{aligned}
$$

Hence, using (45) with

$$
\bar{\Phi}(r, w, z, \omega, \rho)=\bar{c}(z)\left(1+\left|L x_{\tau(r)-}^{\mathcal{P}, M}\right|_{l}+\left(1+\mid x_{\tau(r)-}^{\mathcal{P}, M} l_{l+1}^{l+2}\right)\left(1+\left|L x_{\tau(r)-}^{\mathcal{P}, M}\right|_{l-1}\right)\right)
$$

using Hypothesis 2.1, (112), and the recurrence hypothesis, it follows that

$$
\begin{align*}
B_{2} & \leq C_{l, p} \mathbb{E}\left(\sum_{k=1}^{M} \sum_{i=1}^{J_{T}^{k}} \bar{c}\left(Z_{i}^{k}\right)\left(1+\left|L x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right| l+\left(1+\mid x_{\tau\left(T_{i}^{k}\right)}^{\mathcal{P}, M} l_{l+1}^{l+2}\right)\left(1+\left|L x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right| l-1\right)\right)\right)^{p} \\
& \leq C_{l, p} \mathbb{E}\left|\int_{0}^{T} \int_{[0,1] \times \mathbb{R}^{d}} \bar{c}(z)\left(1+\left|L x_{\tau(r)-}^{\mathcal{P}, M}\right|_{l}+\left(1+\left|x_{\tau(r)-}^{\mathcal{P}, M}\right|_{l+1}^{l+2}\right)\left(1+\left|L x_{\tau(r)-}^{\mathcal{P}, M}\right| l-1\right)\right) \mathcal{N}(d w, d z, d r)\right|^{p} \\
& \leq C_{l, p}\left[1+\int_{0}^{T} \mathbb{E} \mid L x_{\tau(r)-}^{\mathcal{P}, M} l_{l}^{p} d r\right] . \tag{122}
\end{align*}
$$

Combining (121) and (122), one has

$$
\mathbb{E} \sup _{0<t \leq T}\left|L x_{t}^{\mathcal{P}, M}\right|_{l}^{p} \leq C_{l, p}\left[1+\int_{0}^{T} \mathbb{E}\left|L x_{\tau(r)}^{\mathcal{P}, M}\right|_{l}^{p} d r\right]
$$

Then we conclude by Gronwall lemma that

$$
\begin{equation*}
\sup _{\mathcal{P}, M} \mathbb{E} \sup _{0<t \leq T}\left|L x_{t}^{\mathcal{P}, M}\right|_{l}^{p} \leq C_{l, p} \tag{123}
\end{equation*}
$$

So now Lemma 4.1 is proved. Then by an analogous argument, we also have $\sup _{M}\left\|x_{t}^{M}\right\|_{L, l, p} \leq C_{l, p}$. Finally, recalling that $\mathbb{E}\left|x_{t}^{M}-x_{t}\right| \rightarrow 0$ in Lemma $2.6 i$ ), and applying Lemma 3.3 with $F_{M}=x_{t}^{M}$ and $F=x_{t}$, we get that $x_{t}$ belongs to $\mathcal{D}_{\infty}^{d}$ and $\left\|x_{t}\right\|_{L, l, p} \leq C_{l, p}$.

### 4.2 Covariance matrices

In this section, we give the proof of Lemma 3.8.
Proof of $i$ ): We proceed in 4 steps.
Step 1 We notice by the definitions (89) and the equation (51) that for any $M \in \mathbb{N}$, any $k_{0}, i_{0} \in \mathbb{N}, j \in$ $\{1, \cdots, d\}$,

$$
\begin{gather*}
D_{\left(k_{0}, i_{0}, j\right)}^{Z} x_{t}^{M}=\int_{T_{i_{0}}^{k_{0}}}^{t} \nabla_{x} b\left(r, x_{r}^{M}, \rho_{r}\right) D_{\left(k_{0}, i_{0}, j\right)}^{Z} x_{r}^{M} d r \\
+\mathbb{1}_{\left\{0<T_{i_{0}}^{\left.k_{0} \leq t\right\}}\right.} \mathbb{1}_{\left\{1 \leq k_{0} \leq M\right\}} \xi_{i_{0}}^{k_{0}} \partial_{z_{j}} c\left(T_{i_{0}}^{k_{0}}, \eta_{T_{i_{0}}^{k_{0}}}^{2}\left(W_{i_{0}}^{k_{0}}\right), Z_{i_{0}}^{k_{0}}, x_{T_{i_{0}-}^{k_{0}},}^{M}, \rho_{T_{i_{0}-}^{k_{0}}}\right) \\
+\sum_{k=1}^{M} \sum_{T_{i_{0}}^{k_{0}<T_{i}^{k} \leq t}} \nabla_{x} c\left(T_{i}^{k}, \eta_{T_{i}^{k}}^{2}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{T_{i}^{k}-}^{M}, \rho_{T_{i}^{k}-}\right) D_{\left(k_{0}, i_{0}, j\right)}^{Z} x_{T_{i}^{k}-}^{M},  \tag{124}\\
D_{j}^{\Delta} x_{t}^{M}=a_{T}^{M} e_{\boldsymbol{j}}+\int_{0}^{t} \nabla_{x} b\left(r, x_{r}^{M}, \rho_{r}\right) D_{j}^{\Delta} x_{r}^{M} d r+\sum_{k=1}^{M} \sum_{i=1}^{J_{t}^{k}} \nabla_{x} c\left(T_{i}^{k}, \eta_{T_{i}^{k}}^{2}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{T_{i}^{k}-}^{M}, \rho_{T_{i}^{k-}}\right) D_{j}^{\Delta} x_{T_{i}^{k}-}^{M} \tag{,125}
\end{gather*}
$$

where $\boldsymbol{e}_{\boldsymbol{j}}=(0, \cdots, 0,1,0, \cdots, 0)$ with value 1 at the $j$-th component.

Now we introduce $\left(Y_{t}^{M}\right)_{t \in[0, T]}$ (this is a variant of the tangent flow and for simplicity of the expression, we still call it the tangent flow) which is the matrix solution of the linear equation

$$
Y_{t}^{M}=I_{d}+\int_{0}^{t} \nabla_{x} b\left(r, x_{r}^{M}, \rho_{r}\right) Y_{r}^{M} d r+\sum_{k=1}^{M} \sum_{i=1}^{J_{t}^{k}} \nabla_{x} c\left(T_{i}^{k}, \eta_{T_{i}^{k}}^{2}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{T_{i}^{k}-}^{M}, \rho_{T_{i}^{k}-}\right) Y_{T_{i}^{k}-}^{M} .
$$

And using Itồs formula, the inverse matrix $\widetilde{Y}_{t}^{M}=\left(Y_{t}^{M}\right)^{-1}$ verifies the equation

$$
\widetilde{Y}_{t}^{M}=I_{d}-\int_{o}^{t} \widetilde{Y}_{r}^{M} \nabla_{x} b\left(r, x_{r}^{M}, \rho_{r}\right) d r-\sum_{k=1}^{M} \sum_{i=1}^{J_{t}^{k}} \widetilde{Y}_{T_{i}^{k}-}^{M} \nabla_{x} c\left(I_{d}+\nabla_{x} c\right)^{-1}\left(T_{i}^{k}, \eta_{T_{i}^{k}}^{2}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{T_{i}^{k}-}^{M}, \rho_{T_{i}^{k}-}\right) .
$$

Applying Hypothesis 2.1 and Hypothesis 2.2, with $C_{p}$ a constant not dependent on $M$, one also has

$$
\begin{equation*}
\mathbb{E}\left(\sup _{0<t \leq T}\left(\left\|Y_{t}^{M}\right\|^{p}+\left\|\widetilde{Y}_{t}^{M}\right\|^{p}\right)\right) \leq C_{p}<\infty . \tag{126}
\end{equation*}
$$

Then using the uniqueness of solution to the equation (124) and (125), one obtains

$$
\begin{equation*}
D_{(k, i, j)}^{Z} x_{t}^{M}=\mathbb{1}_{\left\{0<T_{i}^{k} \leq t\right\}} \mathbb{1}_{\{1 \leq k \leq M\}} \xi_{i}^{k} Y_{t}^{M} \widetilde{Y}_{T_{i}^{k}}^{M} \partial_{z_{j}} c\left(T_{i}^{k}, \eta_{T_{i}^{k}}^{2}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{T_{i}^{k-}}^{M}, \rho_{T_{i}^{k}-}\right), \tag{127}
\end{equation*}
$$

and $D_{j}^{\Delta} x_{t}^{M}=a_{T}^{M} Y_{t}^{M} \boldsymbol{e}_{\boldsymbol{j}}$.
In the following, we denote the lowest eigenvalue of the Malliavin covariance matrix $\sigma_{x_{t}^{M}}$ by $\lambda_{t}^{M}$. Then we have (recalling the definitions (55) and (90))

$$
\lambda_{t}^{M}=\inf _{|\zeta|=1}\left\langle\sigma_{x_{t}^{M}} \zeta, \zeta\right\rangle \geq \inf _{|\zeta|=1} \sum_{k=1}^{M} \sum_{i=1}^{J_{t}^{k}} \sum_{j=1}^{d}\left\langle D_{(k, i, j)}^{Z} x_{t}^{M}, \zeta\right\rangle^{2}+\inf _{|\zeta|=1} \sum_{j=1}^{d}\left\langle D_{j}^{\Delta} x_{t}^{M}, \zeta\right\rangle^{2} .
$$

By (127),
$\lambda_{t}^{M} \geq \inf _{|\zeta|=1} \sum_{k=1}^{M} \sum_{i=1}^{J_{t}^{k}} \sum_{j=1}^{d}\left|\xi_{i}^{k}\right|^{2}\left\langle\partial_{z_{j}} c\left(T_{i}^{k}, \eta_{T_{i}^{k}}^{2}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{T_{i}^{k-}}^{M}, \rho_{T_{i}^{k}-}\right),\left(Y_{t}^{M} \widetilde{Y}_{T_{i}^{k}}^{M}\right)^{*} \zeta\right\rangle^{2}+\inf _{|\zeta|=1} \sum_{j=1}^{d}\left|a_{T}^{M}\right|^{2}\left\langle\boldsymbol{e}_{\boldsymbol{j}},\left(Y_{t}^{M}\right)^{*} \zeta\right\rangle^{2}$,
where $Y^{*}$ denotes the transposition of a matrix $Y$.
We recall the ellipticity hypothesis (Hypothesis 2.3): there exists a non-negative function $\underline{c}(z)$ such that

$$
\sum_{j=1}^{d}\left\langle\partial_{z_{j}} c(r, v, z, x, \rho), \zeta\right\rangle^{2} \geq \underline{c}(z)|\zeta|^{2}
$$

So we deduce that

$$
\begin{aligned}
\lambda_{t}^{M} & \geq \inf _{|\zeta|=1} \sum_{k=1}^{M} \sum_{i=1}^{J_{t}^{k}}\left|\xi_{i}^{k}\right|^{2} \underline{c}\left(Z_{i}^{k}\right)\left|\left(Y_{t}^{M} \widetilde{Y}_{T_{i}^{k}}^{M}\right)^{*} \zeta\right|^{2}+\left|a_{T}^{M}\right|^{2} \inf _{|\zeta|=1}\left|\left(Y_{t}^{M}\right)^{*} \zeta\right|^{2} \\
& \geq \sum_{k=1}^{M} \sum_{i=1}^{J_{t}^{k}}\left|\xi_{i}^{k}\right|^{2} \underline{c}\left(Z_{i}^{k}\right)\left\|\widetilde{Y}_{t}^{M}\right\|^{-2}\left\|Y_{T_{i}^{k}}^{M}\right\|^{-2}+\left|a_{T}^{M}\right|^{2}\left\|\widetilde{Y}_{t}^{M}\right\|^{-2} \\
& \geq\left(\inf _{0<t \leq T}\left\|\widetilde{Y}_{t}^{M}\right\|^{-2}\left\|Y_{t}^{M}\right\|^{-2}\right)\left(\sum_{k=1}^{M} \sum_{i=1}^{J_{t}^{k}}\left|\xi_{i}^{k}\right|^{2} \underline{c}\left(Z_{i}^{k}\right)+\left|a_{T}^{M}\right|^{2}\right) .
\end{aligned}
$$

We denote

$$
\begin{equation*}
\chi_{t}^{M}=\sum_{k=1}^{M} \sum_{i=1}^{J_{t}^{k}}\left|\xi_{i}^{k}\right|^{2} \underline{c}\left(Z_{i}^{k}\right) \tag{128}
\end{equation*}
$$

By (126), $\left(\mathbb{E} \sup _{0 \leq t \leq T}\left\|\widetilde{Y}_{t}\right\|^{4 d p}\left\|Y_{t}\right\|^{4 d p}\right)^{1 / 2} \leq C_{d, p}<\infty$, so that using Schwartz inequality, we have

$$
\begin{equation*}
\mathbb{E}\left|\frac{1}{\operatorname{det} \sigma_{x_{t}^{M}}}\right|^{p} \leq \mathbb{E}\left(\left|\lambda_{t}^{M}\right|^{-d p}\right) \leq C\left(\mathbb{E}\left(\left|\chi_{t}^{M}+\left|a_{T}^{M}\right|^{2}\right|^{-2 d p}\right)\right)^{\frac{1}{2}} \tag{129}
\end{equation*}
$$

Step 2 Since it is not easy to compute $\left.\mathbb{E}\left(\left|\chi_{t}^{M}+\left|a_{T}^{M}\right|^{2}\right|^{-2 d p}\right)\right)$ directly, we make the following argument where the idea comes originally from [12]. Let $\Gamma(p)=\int_{0}^{\infty} s^{p-1} e^{-s} d s$ be the Gamma function. By a change of variables, we have the numerical equality

$$
\frac{1}{\left|\chi_{t}^{M}+\left|a_{T}^{M}\right|^{2}\right|^{2 d p}}=\frac{1}{\Gamma(2 d p)} \int_{0}^{\infty} s^{2 d p-1} e^{-s\left(\chi_{t}^{M}+\left|a_{T}^{M}\right|^{2}\right)} d s
$$

which, by taking expectation, gives

$$
\begin{equation*}
\mathbb{E}\left(\frac{1}{\left|\chi_{t}^{M}+\left|a_{T}^{M}\right|^{2}\right|^{2 d p}}\right)=\frac{1}{\Gamma(2 d p)} \int_{0}^{\infty} s^{2 d p-1} \mathbb{E}\left(e^{-s\left(\chi_{t}^{M}+\left|a_{T}^{M}\right|^{2}\right)}\right) d s \tag{130}
\end{equation*}
$$

Step 3 Now we compute $\mathbb{E}\left(e^{-s\left(\chi_{t}^{M}+\left|a_{T}^{M}\right|^{2}\right)}\right)$ for any $s>0$. We recall that $I_{1}=B_{1}, I_{k}=B_{k}-B_{k-1}, k \geq 2$ (given in Section 2.4), and $\xi_{i}^{k}=\Psi_{k}\left(Z_{i}^{k}\right)$ (given in Section 3.2). We take $\Lambda_{k}(d z, d r)$ to be a Poisson point measure with intensity

$$
\widehat{\Lambda}_{k}(d z, d r):=\mathbb{1}_{I_{k}}(z) \mu(d z) d r
$$

Since for different $k \in \mathbb{N}$, $I_{k}$ are disjoint, the Poisson point measures $\Lambda_{k}, k \in \mathbb{N}$ are independent. And we put $\Theta_{M}(d z, d r)=\sum_{k=1}^{M} \Lambda_{k}(d z, d r)$. Then

$$
\chi_{t}^{M}=\sum_{k=1}^{M} \int_{0}^{t} \int_{I_{k}}\left|\Psi_{k}(z)\right|^{2} \underline{c}(z) \Lambda_{k}(d z, d r)=\int_{0}^{t} \int_{B_{M}} \Psi(z) \underline{c}(z) \Theta_{M}(d z, d r)
$$

with $\Psi(z)=\sum_{k=1}^{\infty}\left|\Psi_{k}(z)\right|^{2} \mathbb{1}_{I_{k}}(z)$. Using Itô formula,

$$
\begin{aligned}
\mathbb{E}\left(e^{-s \chi_{t}^{M}}\right) & =1+\mathbb{E} \int_{0}^{t} \int_{B_{M}}\left(e^{-s\left(\chi_{r-}^{M}+\Psi(z) \underline{c}(z)\right)}-e^{-s \chi_{r-}^{M}}\right) \widehat{\Theta}_{M}(d z, d r) \\
& =1-\int_{0}^{t} \mathbb{E}\left(e^{-s \chi_{r}^{M}}\right) d r \int_{B_{M}}\left(1-e^{-s \Psi(z) \underline{c}(z)}\right) \sum_{k=1}^{M} \mathbb{1}_{I_{k}}(z) \mu(d z) .
\end{aligned}
$$

Solving the above equation we obtain

$$
\left.\left.\begin{array}{rl}
\mathbb{E}\left(e^{-s \chi_{t}^{M}}\right) & =\exp \left(-t \int_{B_{M}}\left(1-e^{-s \Psi(z) \underline{c}(z)}\right) \sum_{k=1}^{M} \mathbb{1}_{I_{k}}(z) \mu(d z)\right) \\
& =\exp \left(-t \sum_{k=1}^{M} \int_{I_{k}}\left(1-e^{-s\left|\Psi_{k}(z)\right|^{2} \underline{c}(z)}\right) \mu(d z)\right) \\
& \leq \exp \left(-t \sum_{k=1}^{M} \int_{I_{k}}\left(1-e^{-s \mathbb{1}\left[k-\frac{3}{4}, k-\frac{1}{4}\right]}(|z|) \underline{c}(z)\right.\right.
\end{array}\right) \mu(d z)\right), \quad \exp \left(-t \sum_{k=1}^{M} \int_{I_{k}}\left(1-e^{-s \underline{c}(z)}\right) \mathbb{1}_{\left[k-\frac{3}{4}, k-\frac{1}{4}\right]}(|z|) \mu(d z)\right),
$$

with

$$
\nu(d z)=\sum_{k=1}^{\infty} \mathbb{1}_{\left[k-\frac{3}{4}, k-\frac{1}{4}\right]}(|z|) \mu(d z) .
$$

On the other hand, we denote

$$
\bar{\chi}_{t}^{M}=\int_{0}^{t} \int_{B_{M}^{c}} \Psi(z) \underline{c}(z) \Theta(d z, d r)
$$

where $B_{M}^{c}$ denote the complementary set of $B_{M}$ and $\Theta$ is a Poisson point measure with intensity $\mu(d z) d r$. Then in the same way,

$$
\mathbb{E}\left(e^{-s \bar{\chi}_{t}^{M}}\right) \leq \exp \left(-t \int_{B_{M}^{c}}\left(1-e^{-s c(z)}\right) \nu(d z)\right)
$$

We recall by (24) that $a_{T}^{M}=\sqrt{T \int_{\{|z|>M\}} \underline{c}(z) \mu(d z)} \geq \sqrt{\mathbb{E} \bar{\chi}_{t}^{M}}$. Notice that using Jensen inequality for the convex function $f(x)=e^{-s x}, s, x>0$, we have

$$
e^{-s\left|a_{T}^{M}\right|^{2}} \leq e^{-s \mathbb{E} \bar{\chi}_{t}^{M}} \leq \mathbb{E}\left(e^{-s \bar{\chi}_{t}^{M}}\right) \leq \exp \left(-t \int_{B_{M}^{c}}\left(1-e^{-s \underline{c}(z)}\right) \nu(d z)\right)
$$

So for every $M \in \mathbb{N}$, we deduce that

$$
\begin{align*}
& \mathbb{E}\left(e^{-s\left(\chi_{t}^{M}+\left|a_{T}^{M}\right|^{2}\right)}\right)=\mathbb{E}\left(e^{-s \chi_{t}^{M}}\right) \times e^{-s\left|a_{T}^{M}\right|^{2}} \\
& \leq \exp \left(-t \int_{B_{M}}\left(1-e^{-s \underline{c}(z)}\right) \nu(d z)\right) \times \exp \left(-t \int_{B_{M}^{c}}\left(1-e^{-s \underline{c}(z)}\right) \nu(d z)\right) \\
& =\exp \left(-t \int_{\mathbb{R}^{d}}\left(1-e^{-s \underline{c}(z)}\right) \nu(d z)\right) \tag{131}
\end{align*}
$$

and the last term does not depend on $M$.
Step 4 Now we use the Lemma 14 from [8], which states the following.
Lemma 4.3. We consider an abstract measurable space $B$, a $\sigma$-finite measure $\mathcal{M}$ on this space and a nonnegative measurable function $f: B \rightarrow \mathbb{R}_{+}$such that $\int_{B} f d \mathcal{M}<\infty$. For $t>0$ and $p \geq 1$, we note

$$
\beta_{f}(s)=\int_{B}\left(1-e^{-s f(x)}\right) \mathcal{M}(d x) \quad \text { and } \quad I_{t}^{p}(f)=\int_{0}^{\infty} s^{p-1} e^{-t \beta_{f}(s)} d s
$$

We suppose that for some $t>0$ and $p \geq 1$,

$$
\begin{equation*}
\underline{\lim }_{u \rightarrow \infty} \frac{1}{\ln u} \mathcal{M}\left(f \geq \frac{1}{u}\right)>\frac{p}{t} \tag{132}
\end{equation*}
$$

then $I_{t}^{p}(f)<\infty$.
We will use the above lemma for $\mathcal{M}(d z)=\nu(d z), f(z)=\underline{c}(z)$ and $B=\mathbb{R}^{d}$. Thanks to (18) in Hypothesis 2.4,

$$
\begin{equation*}
\underline{\lim }_{u \rightarrow \infty} \frac{1}{\ln u} \nu\left(\underline{c} \geq \frac{1}{u}\right)=\theta>0 \tag{133}
\end{equation*}
$$

Then for every $p \geq 1,0<t \leq T$, when $\theta>\frac{2 d p}{t}$ (i.e. $t>\frac{2 d p}{\theta}$ ), we deduce from (129),(130),(131) and Lemma 4.3 that

$$
\begin{align*}
\sup _{M} \mathbb{E}\left|\frac{1}{\operatorname{det} \sigma_{x_{t}^{M}}}\right|^{p} & \leq \sup _{M} \mathbb{E}\left(\left|\lambda_{t}^{M}\right|^{-d p}\right) \leq C \sup _{M}\left(\mathbb{E}\left(\left|\chi_{t}^{M}+\left|a_{T}^{M}\right|^{2}\right|^{-2 d p}\right)\right)^{\frac{1}{2}} \\
& \leq C\left(\frac{1}{\Gamma(2 d p)} \int_{0}^{\infty} s^{2 d p-1} \mathbb{E}\left(e^{-s\left(\chi_{t}^{M}+\left|a_{T}^{M}\right|^{2}\right)}\right) d s\right)^{\frac{1}{2}} \\
& \leq C\left(\frac{1}{\Gamma(2 d p)} \int_{0}^{\infty} s^{2 d p-1} \exp \left(-t \int_{\mathbb{R}^{d}}\left(1-e^{-s \underline{c}(z)}\right) \nu(d z) d s\right)^{\frac{1}{2}}<\infty\right. \tag{134}
\end{align*}
$$

Proof of $i i$ : We recall in Lemma $2.6 i$ ) that $\mathbb{E}\left|x_{t}^{M}-x_{t}\right| \rightarrow 0$, and in Lemma 3.7 that $\left\|x_{t}^{M}\right\|_{L, l, p} \leq C_{l, p}$. Moreover, by Lemma 3.9 ii ), we know that $\left(D x_{t}^{M}\right)_{M \in \mathbb{N}}$ is a Cauchy sequence in $L^{2}\left(\Omega ; l^{2} \times \mathbb{R}^{d}\right)$. Then applying Lemma 3.3 (B) with $F_{M}=x_{t}^{M}$ and $F=x_{t}$, by (92), we obtain (93).

## 5 Appendix

In the Appendix, we give the proof of Lemma 3.9.
Proof. Proof of $i$ ): We notice by the definitions (89) and the equations (52), (51) that for any partition $\mathcal{P}=\left\{0=r_{0}<r_{1}<\cdots<r_{n-1}<r_{n}=T\right\}, M \in \mathbb{N}$, any $k_{0}, i_{0} \in \mathbb{N}, j \in\{1, \cdots, d\}$,

$$
\begin{align*}
& D_{\left(k_{0}, i_{0}, j\right)}^{Z} x_{t}^{\mathcal{P}, M}=\int_{0}^{t} \nabla_{x} b\left(\tau(r), x_{\tau(r)}^{\mathcal{P}, M}, \rho_{\tau(r)}^{\mathcal{P}, M}\right) D_{\left(k_{0}, i_{0}, j\right)}^{Z} x_{\tau(r)}^{\mathcal{P}, M} d r \\
& +\mathbb{1}_{\left\{0<T_{i_{0}}^{\left.k_{0} \leq t\right\}}\right.} \mathbb{1}_{\left\{1 \leq k_{0} \leq M\right\}} \xi_{i_{0}}^{k_{0}} \partial_{z_{j}} c\left(\tau\left(T_{i_{0}}^{k_{0}}\right), \eta_{T_{i_{0}}^{k_{0}}}^{1}\left(W_{i_{0}}^{k_{0}}\right), Z_{i_{0}}^{k_{0}}, x_{\tau^{\mathcal{P}}\left(T_{i_{0}}^{k_{0}}\right)-}^{\mathcal{P}, M}, \rho_{\tau^{\mathcal{P}}\left(T_{i_{0}}^{k_{0}}\right)-}^{\mathcal{P}, M}\right) \\
& +\sum_{k=1}^{M} \sum_{i=1}^{J_{t}^{k}} \nabla_{x} c\left(\tau\left(T_{i}^{k}\right), \eta_{T_{i}^{k}}^{1}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{\tau \mathcal{P}\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}, \rho_{\tau^{\mathcal{P}}\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right) D_{\left(k_{0}, i_{0}, j\right)}^{Z} x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}  \tag{135}\\
& \quad D_{j}^{\Delta} x_{t}^{\mathcal{P}, M}=a_{T}^{M} e_{j}+\int_{0}^{t} \nabla_{x} b\left(\tau(r), x_{\tau(r)}^{\mathcal{P}, M}, \rho_{\tau(r)}^{\mathcal{P}, M}\right) D_{j}^{\Delta} x_{\tau(r)}^{\mathcal{P}, M} d r \\
& \quad+\sum_{k=1}^{M} \sum_{i=1}^{J_{t}^{k}} \nabla_{x} c\left(\tau\left(T_{i}^{k}\right), \eta_{T_{i}^{k}}^{1}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{\tau^{\mathcal{P}}\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}, \rho_{\tau^{\mathcal{P}}\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right) D_{j}^{\Delta} x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M} \tag{136}
\end{align*}
$$

where $\boldsymbol{e}_{\boldsymbol{j}}=(0, \cdots, 0,1,0, \cdots, 0)$ with value 1 at the $j-$ th component. And

$$
\begin{gather*}
D_{\left(k_{0}, i_{0}, j\right)}^{Z} x_{t}^{M}=\int_{0}^{t} \nabla_{x} b\left(r, x_{r}^{M}, \rho_{r}\right) D_{\left(k_{0}, i_{0}, j\right)}^{Z} x_{r}^{M} d r \\
+\mathbb{1}_{\left\{0<T_{i_{0}}^{k_{0}} \leq t\right\}} \mathbb{1}_{\left\{1 \leq k_{0} \leq M\right\}} \xi_{i_{0}}^{k_{0}} \partial_{z_{j}} c\left(T_{i_{0}}^{k_{0}}, \eta_{T_{i_{0}}^{k_{0}}}^{2}\left(W_{i_{0}}^{k_{0}}\right), Z_{i_{0}}^{k_{0}}, x_{T_{i_{0}}^{k_{0}-}}^{M}, \rho_{T_{i_{0}-}^{k_{0}}}\right) \\
+\sum_{k=1}^{M} \sum_{i=1}^{J_{t}^{k}} \nabla_{x} c\left(T_{i}^{k}, \eta_{T_{i}^{k}}^{2}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{T_{i}^{k-}}^{M}, \rho_{T_{i}^{k-}}\right) D_{\left(k_{0}, i_{0}, j\right)}^{Z} x_{T_{i}^{k-}}^{M},  \tag{137}\\
D_{j}^{\Delta} x_{t}^{M}=a_{T}^{M} e_{j}+\int_{0}^{t} \nabla_{x} b\left(r, x_{r}^{M}, \rho_{r}\right) D_{j}^{\Delta} x_{r}^{M} d r+\sum_{k=1}^{M} \sum_{i=1}^{J_{t}^{k}} \nabla_{x} c\left(T_{i}^{k}, \eta_{T_{i}^{k}}^{2}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{T_{i}^{k-}}^{M}, \rho_{T_{i}^{k-}}\right) D_{j}^{\Delta} x_{T_{i}^{k-}}^{M} .
\end{gather*}
$$

For $h \in l_{2}$, we will use the notation $|h|_{l_{2}}^{2}=\left|h_{(\bullet, 0, \diamond)}\right|_{l_{2}}^{2}=\sum_{k=1}^{\infty} \sum_{i=1}^{\infty} \sum_{j=1}^{d}\left|h_{(k, i, j)}\right|^{2}$. We write $\mathbb{E} \mid D_{(\bullet, 0, \diamond)}^{Z} x_{t}^{\mathcal{P}, M}-$ $\left.D_{(\bullet, \bigcirc, \diamond)}^{Z} x_{t}^{M}\right|_{l_{2}} ^{2} \leq C\left[H_{1}+H_{2}+H_{3}\right]$, with

$$
\begin{aligned}
& H_{1}=\mathbb{E}\left|\int_{0}^{t} \nabla_{x} b\left(\tau(r), x_{\tau(r)}^{\mathcal{P}, M}, \rho_{\tau(r)}^{\mathcal{P}, M}\right) D_{(\bullet, 0, \diamond)}^{Z} x_{\tau(r)}^{\mathcal{P}, M} d r-\int_{0}^{t} \nabla_{x} b\left(r, x_{r}^{M}, \rho_{r}\right) D_{(\bullet, 0, \diamond)}^{Z} x_{r}^{M} d r\right|_{l_{2}}^{2}, \\
& H_{2}=\mathbb{E} \mid \mathbb{1}_{\left\{0<T_{\bullet}^{\bullet} \leq t\right\}} \mathbb{1}_{\{1 \leq \bullet \leq M\}}\left(\partial_{z_{\diamond}} c\left(\tau\left(T_{\circ}^{\bullet}\right), \eta_{T_{\bullet}^{\bullet}}^{1}\left(W_{\circ}^{\bullet}\right), Z_{\circ}^{\bullet}, x_{\tau^{\mathcal{P}}\left(T_{\circ}^{\bullet}\right)-}^{\mathcal{P}, M}, \rho_{\tau^{\mathcal{P}}\left(T_{\circ}^{\bullet}\right)-}^{\mathcal{P}, M}\right)\right. \\
&\left.-\partial_{z_{\diamond}} c\left(T_{\circ}^{\bullet}, \eta_{T_{\bullet}^{\bullet}}^{2}\left(W_{\circ}^{\bullet}\right), Z_{\circ}^{\bullet}, x_{T_{\circ}^{\bullet}-}^{M}, \rho_{T_{\bullet}^{\bullet}-}\right)\right)\left.\right|_{l_{2}} ^{2},
\end{aligned}
$$

$$
\begin{aligned}
H_{3} & =\mathbb{E} \mid \sum_{k=1}^{M} \sum_{i=1}^{J_{t}^{k}} \nabla_{x} c\left(\tau\left(T_{i}^{k}\right), \eta_{T_{i}^{k}}^{1}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{\tau^{\mathcal{P}}\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}, \rho_{\tau^{\mathcal{P}}\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right) D_{(\bullet, 0, \diamond)}^{Z} x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M} \\
& -\left.\sum_{k=1}^{M} \sum_{i=1}^{J_{t}^{k}} \nabla_{x} c\left(T_{i}^{k}, \eta_{T_{i}^{k}}^{2}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{T_{i}^{k}-}^{M}, \rho_{T_{i}^{k-}}\right) D_{(\bullet, 0, \diamond)}^{Z} x_{T_{i}^{k}-}^{M}\right|_{l_{2}} ^{2} .
\end{aligned}
$$

We take a small $\varepsilon_{*}>0$. We recall $\varepsilon_{M}$ in (27). Firstly, using Hypothesis 2.1, we get

$$
\begin{aligned}
H_{1} & \leq C\left[\mathbb{E} \int_{0}^{t}\left|\nabla_{x} b\left(\tau(r), x_{\tau(r)}^{\mathcal{P}, M}, \rho_{\tau(r)}^{\mathcal{P}, M}\right)-\nabla_{x} b\left(r, x_{r}^{M}, \rho_{r}\right)\right|^{2}\left|D_{(\bullet, 0, \diamond)}^{Z} x_{r}^{M}\right|_{l_{2}}^{2} d r\right. \\
& \left.+\mathbb{E} \int_{0}^{t}\left|\nabla_{x} b\left(\tau(r), x_{\tau(r)}^{\mathcal{P}, M}, \rho_{\tau(r)}^{\mathcal{P}, M}\right)\right|^{2}\left|D_{(\bullet, 0, \diamond)}^{Z} x_{\tau(r)}^{\mathcal{P}, M}-D_{(\bullet, 0, \diamond)}^{Z} x_{r}^{M}\right|_{l_{2}}^{2} d r\right] \\
& \leq C\left[\mathbb{E} \int_{0}^{t}\left[|\mathcal{P}|^{2}+\left|x_{\tau(r)}^{\mathcal{P}, M}-x_{r}^{M}\right|^{2}+\left(W_{1}\left(\rho_{\tau(r)}^{\mathcal{P}, M}, \rho_{r}\right)\right)^{2}\right]\left|D_{(\bullet, 0, \diamond)}^{Z} x_{r}^{M}\right|_{l_{2}}^{2} d r\right. \\
& \left.+\int_{0}^{t} \mathbb{E}\left|D_{(\bullet, 0, \diamond)}^{Z} x_{\tau(r)}^{\mathcal{P}, M}-D_{(\bullet, 0, \diamond)}^{Z} x_{r}^{M}\right|_{l_{2}}^{2} d r\right] .
\end{aligned}
$$

Then by Lemma 3.7, using Hölder inequality with conjugates $1+\frac{\varepsilon_{*}}{2}$ and $\frac{2+\varepsilon_{*}}{\varepsilon_{*}}$, by Lemma 2.6 and (50), we have

$$
\begin{align*}
H_{1} & \leq C\left[|\mathcal{P}|^{2}+\int_{0}^{t}\left(\mathbb{E}\left|x_{\tau(r)}^{\mathcal{P}, M}-x_{r}^{M}\right|^{2+\varepsilon_{*}}\right)^{\frac{2}{2+\varepsilon_{*}}} d r+\int_{0}^{t}\left(W_{2+\varepsilon_{*}}\left(\rho_{\tau(r)}^{\mathcal{P}, M}, \rho_{r}\right)\right)^{2} d r\right. \\
& \left.+\int_{0}^{t} \mathbb{E}\left|D_{(\bullet,,, \diamond)}^{Z} x_{\tau(r)}^{\mathcal{P}, M}-D_{(\bullet, 0, \diamond)}^{Z} x_{r}^{M}\right|_{l_{2}}^{2} d r\right] \\
& \leq C\left[\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{2}{2+\varepsilon_{*}}}+\int_{0}^{t} \mathbb{E}\left|D_{(\bullet, 0, \diamond)}^{Z} x_{\tau(r)}^{\mathcal{P}, M}-D_{(\bullet, 0, \diamond)}^{Z} x_{r}^{M}\right|_{l_{2}}^{2} d r\right] \tag{139}
\end{align*}
$$

Secondly, using Hypothesis 2.1 and the isometry of the Poisson point measure $\mathcal{N}$, we get

$$
\begin{aligned}
H_{2} & =\mathbb{E} \sum_{k=1}^{M} \sum_{i=1}^{J_{t}^{k}} \sum_{j=1}^{d}\left|\partial_{z_{j}} c\left(\tau\left(T_{i}^{k}\right), \eta_{T_{i}^{k}}^{1}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{\tau^{\mathcal{P}}\left(T_{i}^{k}\right)-}^{\mathcal{P},}, \rho_{\tau^{\mathcal{P}}\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right)-\partial_{z_{j}} c\left(T_{i}^{k}, \eta_{T_{i}^{k}}^{2}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{T_{i}^{k}-}^{M}, \rho_{T_{i}^{k}-}\right)\right|^{2} \\
& \leq C \mathbb{E} \sum_{k=1}^{M} \sum_{i=1}^{J_{t}^{k}}\left|\bar{c}\left(Z_{i}^{k}\right)\right|^{2}\left[\left|\tau^{\mathcal{P}}\left(T_{i}^{k}\right)-T_{i}^{k}\right|+\left|\eta_{T_{i}^{k}}^{1}\left(W_{i}^{k}\right)-\eta_{T_{i}^{k}}^{2}\left(W_{i}^{k}\right)\right|+\left|x_{\tau^{\mathcal{P}}\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}-x_{T_{i}^{k}-}^{M}\right|+W_{1}\left(\rho_{\tau_{\mathcal{P}}\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}, \rho_{T_{i}^{k}-}\right)\right]^{2} \\
& \leq C \mathbb{E} \int_{0}^{t} \int_{[0,1] \times \mathbb{R}^{d}}|\bar{c}(z)|^{2}\left[\left|\tau^{\mathcal{P}}(r)-r\right|^{2}+\left|\eta_{r}^{1}(w)-\eta_{r}^{2}(w)\right|^{2}\right. \\
& \left.+\left|x_{\tau^{\mathcal{P}}, M}(r)--x_{r-}^{M}\right|^{2}+\left(W_{1}\left(\rho_{\tau^{\mathcal{P}}(r)-}^{\mathcal{P}, M}, \rho_{r-}\right)\right)^{2}\right] \mathcal{N}(d w, d z, d r) \\
& =C \mathbb{E} \int_{0}^{t} \int_{[0,1] \times \mathbb{R}^{d}}|\bar{c}(z)|^{2}\left[\left|\tau^{\mathcal{P}}(r)-r\right|^{2}+\left|\eta_{r}^{1}(w)-\eta_{r}^{2}(w)\right|^{2}\right. \\
& \left.+\left|x_{\tau^{\mathcal{P}}, M}^{\mathcal{P}(r)-}-x_{r-}^{M}\right|^{2}+\left(W_{1}\left(\rho_{\tau^{\mathcal{P}}(r)-}^{\mathcal{P}, M}, \rho_{r-}\right)\right)^{2}\right] d w \mu(d z) d r .
\end{aligned}
$$

Then by (39), (43), Lemma 2.6, (50), and Hölder inequality with conjugates $1+\frac{\varepsilon_{*}}{2}$ and $\frac{2+\varepsilon_{*}}{\varepsilon_{*}}$, we have

$$
\begin{align*}
H_{2} & \leq C\left[|\mathcal{P}|^{2}+\int_{0}^{t}\left(\mathbb{E}\left|x_{\tau(r)}^{\mathcal{P}, M}-x_{r}\right|^{2+\varepsilon_{*}}\right)^{\frac{2}{2+\varepsilon_{*}}} d r+\int_{0}^{t}\left(\mathbb{E}\left|x_{\tau(r)}^{\mathcal{P}, M}-x_{r}^{M}\right|^{2+\varepsilon_{*}}\right)^{\frac{2}{2+\varepsilon_{*}}} d r+\int_{0}^{t}\left(W_{2+\varepsilon_{*}}\left(\rho_{\tau^{\mathcal{P}}(r)}^{\mathcal{P}, M}, \rho_{r}\right)\right)^{2} d r\right] \\
& \leq C\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{2}{2+\varepsilon_{*}}} \tag{140}
\end{align*}
$$

Thirdly, we write $H_{3} \leq C\left[H_{3,1}+H_{3,2}\right]$, where

$$
\begin{gathered}
H_{3,1}=\mathbb{E}\left(\sum_{k=1}^{M} \sum_{i=1}^{J_{t}^{k}} \mid \nabla_{x} c\left(\tau\left(T_{i}^{k}\right), \eta_{T_{i}^{k}}^{1}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{\tau \mathcal{P}\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}, \rho_{\tau^{\mathcal{P}}\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right)\right. \\
- \\
\left.\nabla_{x} c\left(T_{i}^{k}, \eta_{T_{i}^{k}}^{2}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{T_{i}^{k}-}^{M}, \rho_{T_{i}^{k}-}\right) \| D_{(\bullet, 0, \diamond)}^{Z} x_{T_{i}^{k}-}^{M} \mid l_{2}\right)^{2}, \\
\mathbb{E}\left(\sum_{k=1}^{M} \sum_{i=1}^{J_{t}^{k}}\left|\nabla_{x} c\left(\tau\left(T_{i}^{k}\right), \eta_{T_{i}^{k}}^{1}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{\tau_{\mathcal{P}}\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}, \rho_{\tau^{\mathcal{P}}\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}\right) \| D_{(\bullet, 0, \diamond)}^{Z} x_{\tau\left(T_{i}^{k}\right)-}^{\mathcal{P}, M}-D_{(\bullet, 0, \diamond)}^{Z} x_{T_{i}^{k}-}^{M}\right| l_{2}\right)^{2} .
\end{gathered}
$$

Using Hypothesis 2.1 and (45) with

$$
\bar{\Phi}(r, w, z, \omega, \rho)=\left|\nabla_{x} c\left(\tau(r), \eta_{r}^{1}(w), z, x_{\tau}^{\mathcal{P}, M}(r)-, \rho_{\tau \mathcal{P}(r)-}^{\mathcal{P}, M}\right)-\nabla_{x} c\left(r, \eta_{r}^{2}(w), z, x_{r-}^{M}, \rho_{r-}\right)\right| \mid D_{(\bullet, 0, \diamond)}^{Z} x_{r-}^{M} l_{l_{2}}
$$

we get

$$
\begin{aligned}
H_{3,1} & \leq \mathbb{E}\left(\int_{0}^{t} \int_{[0,1] \times \mathbb{R}^{d}} \mid \nabla_{x} c\left(\tau(r), \eta_{r}^{1}(w), z, x_{\tau}^{\mathcal{P}, M}(r)-\rho_{\tau}^{\mathcal{P}, M},(r)-\right.\right. \\
& \left.-\nabla_{x} c\left(r, \eta_{r}^{2}(w), z, x_{r-}^{M}, \rho_{r-}\right)| | D_{(\bullet, o, \diamond)}^{Z} x_{r-}^{M} \mid l_{2} \mathcal{N}(d w, d z, d r)\right)^{2} \\
& \leq C \mathbb{E} \int_{0}^{t} \int_{[0,1]}\left[\left|\tau^{\mathcal{P}}(r)-r\right|^{2}+\left|\eta_{r}^{1}(w)-\eta_{r}^{2}(w)\right|^{2}\right. \\
& \left.+\left|x_{\tau \mathcal{P}(r)-}^{\mathcal{P}, M}-x_{r-}^{M}\right|^{2}+\left(W_{1}\left(\rho_{\tau}^{\mathcal{P}, M}(r)-, \rho_{r-}\right)\right)^{2}\right]\left|D_{(\bullet,,, \diamond)}^{Z} x_{r-}^{M}\right|_{l_{2}}^{2} d w d r .
\end{aligned}
$$

Then using (39), (43), Lemma 3.7, and Hölder inequality with conjugates $1+\frac{\varepsilon_{*}}{2}$ and $\frac{2+\varepsilon_{*}}{\varepsilon_{*}}$, we have

$$
\begin{aligned}
H_{3,1} & \leq C\left[|\mathcal{P}|^{2}+\int_{0}^{t}\left(\mathbb{E}\left|x_{\tau(r)-}^{\mathcal{P}, M}-x_{r-}\right|^{2+\varepsilon_{*}}\right)^{\frac{2}{2+\varepsilon_{*}}} d r\right. \\
& +\int_{0}^{t}\left(\mathbb{E}\left|x_{\tau(r)-}^{\mathcal{P}, M}-x_{r-}^{M}\right|^{2+\varepsilon_{*}}\right)^{\frac{2}{2+\varepsilon_{*}}} d r+\int_{0}^{t}\left(W _ { 2 + \varepsilon _ { * } } \left(\rho_{\tau}^{\mathcal{P}, M}(r)-\right.\right. \\
& \left.\left.\leq C\left(|\mathcal{P}|+\rho_{M-}\right)\right)^{2} d r\right] \\
& \frac{2}{2+\varepsilon_{*}}
\end{aligned}
$$

where the last inequality is a consequence of Lemma 2.6 and (50).
Using Hypothesis 2.1, (45) with

$$
\bar{\Phi}(r, w, z, \omega, \rho)=\left|\nabla_{x} c\left(\tau(r), \eta_{r}^{1}(w), z, x_{\tau^{\mathcal{P}}(r)-}^{\mathcal{P}, M}, \rho_{\tau^{\mathcal{P}}(r)-}^{\mathcal{P}, M}\right) \| D_{(\bullet, 0, \diamond)}^{Z} x_{\tau(r)-}^{\mathcal{P}, M}-D_{(\bullet, 0, \diamond)}^{Z} x_{r-}^{M}\right|_{l_{2}},
$$

we have

$$
\begin{aligned}
H_{3,2} & \leq \mathbb{E}\left(\int_{0}^{t} \int_{[0,1] \times \mathbb{R}^{d}} \mid \nabla_{x} c\left(\tau(r), \eta_{r}^{1}(w), z, x_{\tau^{\mathcal{P}}(r)-}^{\mathcal{P}, M}, \rho_{\tau}^{\mathcal{P}, M}(r)-\right.\right. \\
& \leq C \int_{0}^{t} \mathbb{E}\left|D_{(\bullet, 0, \diamond)}^{Z} x_{\tau(r)-}^{\mathcal{P}, M}-D_{(\bullet, 0, \diamond)}^{Z} x_{r-}^{M}\right|_{l_{2}}^{2} d r
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
H_{3} \leq C\left[H_{3,1}+H_{3,2}\right] \leq C\left[\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{2}{2+\varepsilon_{*}}}+\int_{0}^{t} \mathbb{E}\left|D_{(\bullet, 0, \diamond)}^{Z} x_{\tau(r)}^{\mathcal{P}, M}-D_{(\bullet, 0, \diamond)}^{Z} x_{r}^{M}\right|_{l_{2}}^{2} d r\right] \tag{141}
\end{equation*}
$$

Combining (139), (140) and (141),

$$
\mathbb{E}\left|D_{(\bullet, 0, \diamond)}^{Z} x_{t}^{\mathcal{P}, M}-D_{(\bullet, 0, \diamond)}^{Z} x_{t}^{M}\right|_{l_{2}}^{2} \leq C\left[\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{2}{2+\varepsilon_{*}}}+\int_{0}^{t} \mathbb{E}\left|D_{(\bullet, 0, \diamond)}^{Z} x_{\tau(r)}^{\mathcal{P}, M}-D_{(\bullet, 0, \diamond)}^{Z} x_{r}^{M}\right|_{l_{2}}^{2} d r\right] .
$$

In a similar way, we notice by (112), the isometry of the Poisson point measure $N$, and (45) with

$$
\bar{\Phi}(r, w, z, \omega, \rho)=\nabla_{x} c\left(\tau(r), \eta_{r}^{1}(w), z, x_{\tau \mathcal{P}(r)-}^{\mathcal{P}, M}, \rho_{\tau \mathcal{P}(r)-}^{\mathcal{P}, M}\right) D_{\left(k_{0}, i_{0}, j\right)}^{Z} x_{\tau(r)-}^{\mathcal{P}, M}
$$

that

$$
\begin{equation*}
\mathbb{E}\left|D_{(\bullet, 0, \diamond)}^{Z} x_{\tau(t)}^{\mathcal{P}, M}-D_{(\bullet, 0, \diamond)}^{Z} x_{t}^{\mathcal{P}, M}\right|_{l_{2}}^{2} \leq C|\mathcal{P}|, \tag{142}
\end{equation*}
$$

so

$$
\mathbb{E}\left|D_{(\bullet, 0, \diamond)}^{Z} x_{t}^{\mathcal{P}, M}-D_{(\bullet, 0, \diamond)}^{Z} x_{t}^{M}\right|_{l_{2}}^{2} \leq C\left[\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{2}{2+\varepsilon_{* *}}}+\int_{0}^{t} \mathbb{E}\left|D_{(\bullet, 0, \diamond)}^{Z} x_{r}^{\mathcal{P}, M}-D_{(\bullet, 0, \diamond)}^{Z} x_{r}^{M}\right|_{l_{2}}^{2} d r\right] .
$$

We conclude by Gronwall lemma that $\mathbb{E}\left|D_{(\bullet, 0, \diamond)}^{Z} x_{t}^{\mathcal{P}, M}-D_{(\bullet, 0, \diamond)}^{Z} x_{t}^{M}\right|_{l_{2}}^{2} \leq C\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{2}{2+\varepsilon_{*}}}$. Finally, by a similar argument, $\mathbb{E}\left|D_{(\diamond)}^{\Delta} x_{t}^{\mathcal{P}, M}-D_{(\diamond)}^{\Delta} x_{t}^{M}\right|_{\mathbb{R}^{d}}^{2} \leq C\left(|\mathcal{P}|+\varepsilon_{M}\right)^{\frac{2}{2+\varepsilon_{*}}}$, and we obtain what we need.

Proof of $i i)$ : We only need to prove that for any $M_{1}, M_{2} \in \mathbb{N}$ with $\varepsilon_{M_{1} \wedge M_{2}} \leq 1$ and $|\bar{c}(z)|^{2} \mathbb{1}_{\left\{|z|>M_{1} \wedge M_{2}\right\}} \leq$ 1, we have

$$
\begin{equation*}
\left\|D x_{t}^{M_{1}}-D x_{t}^{M_{2}}\right\|_{L^{2}\left(\Omega ; l^{2} \times \mathbb{R}^{d}\right)} \leq\left(\varepsilon_{M_{1}}+\varepsilon_{M_{2}}\right)^{\frac{1}{2+\varepsilon_{*}}} . \tag{143}
\end{equation*}
$$

In fact, if $\left(D x_{t}^{M}\right)_{M \in \mathbb{N}}$ is a Cauchy sequence in $L^{2}\left(\Omega ; l^{2} \times \mathbb{R}^{d}\right)$, then it has a limit $Y$ in $L^{2}\left(\Omega ; l^{2} \times \mathbb{R}^{d}\right)$. But when we apply Lemma 3.3 (A) with $F_{M}=X_{t}^{M}$ and $F=X_{t}$, we know that there exists a convex combination $\sum_{M^{\prime}=M}^{m_{M}} \gamma_{M^{\prime}}^{M} \times F_{t}^{M^{\prime}}$, with $\gamma_{M^{\prime}}^{M} \geq 0, M^{\prime}=M, \ldots, m_{M}$ and $\sum_{M^{\prime}=M}^{m_{M}} \gamma_{M^{\prime}}^{M}=1$, such that

$$
\left\|\sum_{M^{\prime}=M}^{m_{M}} \gamma_{M^{\prime}}^{M} \times D x_{t}^{M^{\prime}}-D x_{t}\right\|_{L^{2}\left(\Omega ; l^{2} \times \mathbb{R}^{d}\right)} \rightarrow 0
$$

as $M \rightarrow \infty$. Meanwhile, we have

$$
\left\|\sum_{M^{\prime}=M}^{m_{M}} \gamma_{M^{\prime}}^{M} \times D F_{t}^{M^{\prime}}-Y\right\|_{L^{2}\left(\Omega ; l^{2} \times \mathbb{R}^{d}\right)} \leq \sum_{M^{\prime}=M}^{m_{M}} \gamma_{M^{\prime}}^{M}\left\|D x_{t}^{M^{\prime}}-Y\right\|_{L^{2}\left(\Omega ; l^{2} \times \mathbb{R}^{d}\right)} \rightarrow 0
$$

So $Y=D x_{t}$ and we conclude by passing to the limit $M_{2} \rightarrow \infty$ in (143).
Now we prove (143). We recall the equation (137) and we write $\mathbb{E}\left|D_{(\bullet, 0, \diamond)}^{Z} x_{t}^{M_{1}}-D_{(\bullet, 0, \diamond)}^{Z} x_{t}^{M_{2}}\right|_{l_{2}}^{2} \leq$ $C\left[O_{1}+O_{2}+O_{3}\right]$, with

$$
\begin{aligned}
& O_{1}=\mathbb{E}\left|\int_{0}^{t} \nabla_{x} b\left(r, x_{r}^{M_{1}}, \rho_{r}\right) D_{(\bullet, \odot, \diamond)}^{Z} x_{r}^{M_{1}} d r-\int_{0}^{t} \nabla_{x} b\left(r, x_{r}^{M_{2}}, \rho_{r}\right) D_{(\bullet, \odot, \diamond)}^{Z} x_{r}^{M_{2}} d r\right|_{l_{2}}^{2}, \\
& O_{2}=\mathbb{E} \mid \mathbb{1}_{\left\{0<T_{0}^{\bullet} \leq t\right\}}\left(\mathbb{1}_{\left\{1 \leq \bullet \leq M_{1}\right\}} \partial_{z_{\diamond}} c\left(T_{\circ}^{\bullet}, \eta_{T_{0}^{\bullet}}^{2}\left(W_{\circ}^{\bullet}\right), Z_{\circ}^{\bullet}, x_{T_{0}^{\bullet-}}^{M_{1}}, \rho_{T_{0}^{\bullet-}}\right)\right. \\
& \left.-\mathbb{1}_{\left\{1 \leq \bullet \leq M_{2}\right\}} \partial_{z_{\bullet}} c\left(T_{\circ}^{\bullet}, \eta_{T_{0}^{\bullet}}^{2}\left(W_{\circ}^{\bullet}\right), Z_{\circ}^{\bullet}, x_{T_{0}^{\bullet}-}^{M_{2}}, \rho_{T_{0}^{\bullet}-}\right)\right)\left.\right|_{l_{2}} ^{2}, \\
& O_{3}=\mathbb{E} \mid \sum_{k=1}^{M_{1}} \sum_{i=1}^{J_{t}^{k}} \nabla_{x} c\left(T_{i}^{k}, \eta_{T_{i}^{k}}^{2}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{T_{i}^{k}-}^{M_{1}}, \rho_{T_{i}^{k}-}\right) D_{(\bullet, \circ, \diamond)}^{Z} x_{T_{i}^{k}-}^{M_{1}} \\
& -\left.\sum_{k=1}^{M_{2}} \sum_{i=1}^{J_{t}^{k}} \nabla_{x} c\left(T_{i}^{k}, \eta_{T_{i}^{k}}^{2}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{T_{i}^{k-}}^{M_{2}}, \rho_{T_{i}^{k-}}\right) D_{(\bullet, \odot, \diamond)}^{Z} x_{T_{i}^{k}-}^{M_{2}}\right|_{l_{2}} ^{2} .
\end{aligned}
$$

Firstly, using Hypothesis 2.1, we have

$$
\begin{aligned}
O_{1} & \leq C\left[\mathbb{E} \int_{0}^{t}\left|\nabla_{x} b\left(r, x_{r}^{M_{1}}, \rho_{r}\right)-\nabla_{x} b\left(r, x_{r}^{M_{2}}, \rho_{r}\right)\right|^{2}\left|D_{(\bullet, 0, \diamond)}^{Z} x_{r}^{M_{2}}\right|_{l_{2}}^{2} d r\right. \\
& \left.+\mathbb{E} \int_{0}^{t}\left|\nabla_{x} b\left(r, x_{r}^{M_{1}}, \rho_{r}\right)\right|^{2}\left|D_{(\bullet, 0, \diamond)}^{Z} x_{r}^{M_{1}}-D_{(\bullet, 0, \diamond)}^{Z} x_{r}^{M_{2}}\right|_{l_{2}}^{2} d r\right] \\
& \leq C\left[\mathbb{E} \int_{0}^{t}\left|x_{r}^{M_{1}}-x_{r}^{M_{2}}\right|^{2}\left|D_{(\bullet, 0, \diamond)}^{Z} x_{r}^{M_{2}}\right|_{l_{2}}^{2} d r+\int_{0}^{t} \mathbb{E}\left|D_{(\bullet, 0, \diamond)}^{Z} x_{r}^{M_{1}}-D_{(\bullet, 0, \diamond)}^{Z} x_{r}^{M_{2}}\right|_{l_{2}}^{2} d r\right] .
\end{aligned}
$$

Then by Lemma 3.7, Hölder inequality with conjugates $1+\frac{\varepsilon_{*}}{2}$ and $\frac{2+\varepsilon_{*}}{\varepsilon_{*}}$, and Lemma 2.6, we obtain

$$
\begin{align*}
O_{1} & \leq C\left[\int_{0}^{t}\left(\mathbb{E}\left|x_{r}^{M_{1}}-x_{r}^{M_{2}}\right|^{2+\varepsilon_{*}}\right)^{\frac{2}{2+\varepsilon_{*}}} d r+\int_{0}^{t} \mathbb{E}\left|D_{(\bullet, 0, \diamond)}^{Z} x_{r}^{M_{1}}-D_{(\bullet, 0, \diamond)}^{Z} x_{r}^{M_{2}}\right|_{l_{2}}^{2} d r\right] \\
& \leq C\left[\left(\varepsilon_{M_{1}}+\varepsilon_{M_{2}}\right)^{\frac{2}{2+\varepsilon_{*}}}+\int_{0}^{t} \mathbb{E}\left|D_{(\bullet, 0, \diamond)}^{Z} x_{r}^{M_{1}}-D_{(\bullet, ०, \diamond)}^{Z} x_{r}^{M_{2}}\right|_{l_{2}}^{2} d r\right] . \tag{144}
\end{align*}
$$

Secondly, using Hypothesis 2.1, the isometry of the Poisson point measure $\mathcal{N}$, we have

$$
\begin{aligned}
O_{2} & \leq C\left[\mathbb{E} \sum_{k=1}^{M_{1}} \sum_{i=1}^{J_{t}^{k}} \sum_{j=1}^{d}\left|\partial_{z_{j}} c\left(T_{i}^{k}, \eta_{T_{i}^{k}}^{2}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{T_{i}^{k}-}^{M_{1}}, \rho_{T_{i}^{k}-}\right)-\partial_{z_{j}} c\left(T_{i}^{k}, \eta_{T_{i}^{k}}^{2}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{T_{i}^{k}-}^{M_{2}}, \rho_{T_{i}^{k}-}\right)\right|^{2}\right. \\
& \left.+\mathbb{E} \sum_{k=M_{1} \wedge M_{2}}^{M_{1} \vee M_{2}} \sum_{i=1}^{J_{t}^{k}} \sum_{j=1}^{d}\left|\partial_{z_{j}} c\left(T_{i}^{k}, \eta_{T_{i}^{k}}^{2}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{T_{i}^{k}-}^{M_{2}}, \rho_{T_{i}^{k}-}\right)\right|^{2}\right] \\
& \leq C\left[\mathbb{E} \sum_{k=1}^{M} \sum_{i=1}^{J_{t}^{k}}\left|\bar{c}\left(Z_{i}^{k}\right)\right|^{2}\left|x_{T_{i}^{k}-}^{M_{1}}-x_{T_{i}^{k}-}^{M_{2}}\right|^{2}+\mathbb{E} \sum_{k=M_{1} \wedge M_{2}}^{M_{1} \vee M_{2}} \sum_{i=1}^{J_{t}^{k}}\left|\bar{c}\left(Z_{i}^{k}\right)\right|^{2}\right] \\
& \leq C\left[\mathbb{E} \int_{0}^{t} \int_{[0,1] \times \mathbb{R}^{d}}|\bar{c}(z)|^{2}\left|x_{r-}^{M_{1}}-x_{r-}^{M_{2}}\right|^{2} \mathcal{N}(d w, d z, d r)+\mathbb{E} \int_{0}^{t} \int_{[0,1]} \int_{\left\{|z|>M_{1} \wedge M_{2}\right\}}|\bar{c}(z)|^{2} \mathcal{N}(d w, d z, d r)\right] \\
& =C\left[\mathbb{E} \int_{0}^{t} \int_{[0,1] \times \mathbb{R}^{d}}|\bar{c}(z)|^{2}\left|x_{r-}^{M_{1}}-x_{r-}^{M_{2}}\right|^{2} d w \mu(d z) d r+\mathbb{E} \int_{0}^{t} \int_{[0,1]} \int_{\left\{|z|>M_{1} \wedge M_{2}\right\}}|\bar{c}(z)|^{2} d w \mu(d z) d r\right] .
\end{aligned}
$$

Then by Hölder inequality with conjugates $1+\frac{\varepsilon_{*}}{2}$ and $\frac{2+\varepsilon_{*}}{\varepsilon_{*}}$, Hypothesis 2.1 and Lemma 2.6,

$$
\begin{align*}
O_{2} & \leq C\left[\int_{0}^{t}\left(\mathbb{E}\left|x_{r}^{M_{1}}-x_{r}^{M_{2}}\right|^{2+\varepsilon_{*}}\right)^{\frac{2}{2+\varepsilon_{*}}} d r+\varepsilon_{M_{1} \wedge M_{2}}\right] \\
& \leq C\left(\varepsilon_{M_{1}}+\varepsilon_{M_{2}}\right)^{\frac{2}{2+\varepsilon_{*}}} . \tag{145}
\end{align*}
$$

Thirdly, we write $O_{3} \leq C\left[O_{3,1}+O_{3,2}+O_{3,3}\right]$, where

$$
\begin{aligned}
& O_{3,1}=\mathbb{E}\left(\sum_{k=M_{1} \wedge M_{2}}^{M_{1} \vee M_{2}} \sum_{i=1}^{J_{t}^{k}}\left|\nabla_{x} c\left(\tau\left(T_{i}^{k}\right), \eta_{T_{i}^{k}}^{2}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{T_{i}^{k}-}^{M_{1} \vee M_{2}}, \rho_{T_{i}^{k}-}\right)\right|\left|D_{(\bullet, 0, \odot}^{Z} x_{T_{i}^{k}-}^{M_{1} \vee M_{2}}\right|_{l_{2}}\right)^{2}, \\
& O_{3,2}=\mathbb{E}\left(\sum_{k=1}^{M_{1} \wedge M_{2}} \sum_{i=1}^{J_{t}^{k}} \mid \nabla_{x} c\left(T_{i}^{k}, \eta_{T_{i}^{k}}^{2}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{T_{i}^{k}-}^{M_{1}}, \rho_{T_{i}^{k-}}\right)\right. \\
& \left.-\nabla_{x} c\left(T_{i}^{k}, \eta_{T_{i}^{k}}^{2}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{T_{i}^{k}-}^{M_{2}}, \rho_{T_{i}^{k}-}\right) \| D_{(\bullet, 0, \diamond)}^{Z} x_{T_{i}^{k}-}^{M_{2}} \mid l_{2}\right)^{2}, \\
& O_{3,3}=\mathbb{E}\left(\sum_{k=1}^{M_{1} \wedge M_{2}} \sum_{i=1}^{J_{i}^{k}}\left|\nabla_{x} c\left(\tau\left(T_{i}^{k}\right), \eta_{T_{i}^{k}}^{2}\left(W_{i}^{k}\right), Z_{i}^{k}, x_{T_{i}^{k}}^{M_{1}}, \rho_{T_{i}^{k}-}\right)\right|\left|D_{(\bullet, 0, \diamond)}^{Z} x_{T_{i}^{k}-}^{M_{1}}-D_{(\bullet, 0, \diamond)}^{Z} x_{T_{i}^{k}-}^{M_{2}}\right| l_{2}\right)^{2} .
\end{aligned}
$$

Using Hypothesis 2.1, Lemma 3.7, (44) with

$$
\bar{\Phi}(r, w, z, \omega, \rho)=\left|\nabla_{x} c\left(\tau(r), \eta_{r}^{2}(w), z, x_{r-}^{M_{1} \vee M_{2}}, \rho_{r-}\right)\right|\left|D_{(\bullet, 0, \diamond)}^{Z} x_{r-}^{M_{1} \vee M_{2}}\right|_{l_{2}},
$$

we get

$$
\begin{aligned}
O_{3,1} & \leq \mathbb{E}\left(\int_{0}^{t} \int_{[0,1]} \int_{\left\{|z|>M_{1} \wedge M_{2}\right\}}\left|\nabla_{x} c\left(\tau(r), \eta_{r}^{2}(w), z, x_{r-}^{M_{1} \vee M_{2}}, \rho_{r-}\right)\right|\left|D_{(\bullet, \circ, \diamond)}^{Z} x_{r-}^{M_{1} \vee M_{2}}\right|_{l_{2}} \mathcal{N}(d w, d z, d r)\right)^{2} \\
& \leq C\left[\left(\int_{\left\{|z|>M_{1} \wedge M_{2}\right\}} \bar{c}(z) \mu(d z)\right)^{2}+\int_{\left\{|z|>M_{1} \wedge M_{2}\right\}}|\bar{c}(z)|^{2} \mu(d z)\right] \\
& =C \varepsilon_{M_{1} \wedge M_{2}} .
\end{aligned}
$$

Using Hypothesis 2.1, Lemma 3.7, (45) with

$$
\bar{\Phi}(r, w, z, \omega, \rho)=\left|\nabla_{x} c\left(r, \eta_{r}^{2}(w), z, x_{r-}^{M_{1}}, \rho_{r-}\right)-\nabla_{x} c\left(r, \eta_{r}^{2}(w), z, x_{r-}^{M_{2}}, \rho_{r-}\right)\right|\left|D_{(\bullet, 0, \diamond)}^{Z} x_{r-}^{M_{2}}\right|_{l_{2}}
$$

by Lemma 2.6, and Hölder inequality with conjugates $1+\frac{\varepsilon_{*}}{2}$ and $\frac{2+\varepsilon_{*}}{\varepsilon_{*}}$, we have

$$
\begin{aligned}
O_{3,2} & \leq \mathbb{E}\left(\int_{0}^{t} \int_{[0,1] \times \mathbb{R}^{d}}\left|\nabla_{x} c\left(r, \eta_{r}^{2}(w), z, x_{r-}^{M_{1}}, \rho_{r-}\right)-\nabla_{x} c\left(r, \eta_{r}^{2}(w), z, x_{r-}^{M_{2}}, \rho_{r-}\right)\right|\left|D_{(\bullet, 0, \diamond)}^{Z} x_{r-}^{M_{2}}\right|_{l_{2}} \mathcal{N}(d w, d z, d r)\right)^{2} \\
& \leq C \mathbb{E} \int_{0}^{t} \int_{[0,1]}\left|x_{r-}^{M_{1}}-x_{r-}^{M_{2}}\right|^{2}\left|D_{(\bullet, 0, \diamond)}^{Z} x_{r-}^{M_{2}}\right|_{l_{2}}^{2} d w d r \\
& \leq C \int_{0}^{t}\left(\mathbb{E}\left|x_{r-}^{M_{1}}-x_{r-}^{M_{2}}\right|^{2+\varepsilon_{*}}\right)^{\frac{2}{2+\varepsilon_{*}}} d r \\
& \leq C\left(\varepsilon_{M_{1}}+\varepsilon_{M_{2}}\right)^{\frac{2}{2+\varepsilon_{*}}}
\end{aligned}
$$

Using Hypothesis 2.1, (45) with

$$
\bar{\Phi}(r, w, z, \omega, \rho)=\left|\nabla_{x} c\left(r, \eta_{r}^{2}(w), z, x_{r-}^{M_{1}}, \rho_{r-}\right)\right|\left|D_{(\bullet, 0, \diamond)}^{Z} x_{r-}^{M_{1}}-D_{(\bullet,,, \diamond)}^{Z} x_{r-}^{M_{2}}\right|_{l_{2}}
$$

we have

$$
\begin{aligned}
O_{3,3} & \leq \mathbb{E}\left(\int_{0}^{t} \int_{[0,1] \times \mathbb{R}^{d}}\left|\nabla_{x} c\left(r, \eta_{r}^{2}(w), z, x_{r-}^{M_{1}}, \rho_{r-}\right) \| D_{(\bullet,,, \diamond)}^{Z} x_{r-}^{M_{1}}-D_{(\bullet, 0, \diamond)}^{Z} x_{r-}^{M_{2}}\right|_{l_{2}} \mathcal{N}(d w, d z, d r)\right)^{2} \\
& \leq C \int_{0}^{t} \mathbb{E}\left|D_{(\bullet, 0, \diamond)}^{Z} x_{r-}^{M_{1}}-D_{(\bullet, 0, \diamond)}^{Z} x_{r-}^{M_{2}}\right|_{l_{2}}^{2} d r .
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
O_{3} \leq C\left[O_{3,1}+O_{3,2}+O_{3,3}\right] \leq C\left[\left(\varepsilon_{M_{1}}+\varepsilon_{M_{2}}\right)^{\frac{2}{2+\varepsilon_{*}}}+\int_{0}^{t} \mathbb{E}\left|D_{(\bullet, 0, \diamond)}^{Z} x_{r}^{M_{1}} d r-D_{(\bullet, 0, \diamond)}^{Z} x_{r}^{M_{2}}\right|_{l_{2}}^{2} d r\right] \tag{146}
\end{equation*}
$$

Combining (144), (145) and (146),

$$
\mathbb{E}\left|D_{(\bullet, 0, \diamond)}^{Z} x_{t}^{M_{1}}-D_{(\bullet, 0, \diamond)}^{Z} x_{t}^{M_{2}}\right|_{l_{2}}^{2} \leq C\left[\left(\varepsilon_{M_{1}}+\varepsilon_{M_{2}}\right)^{\frac{2}{2+\varepsilon_{*}}}+\int_{0}^{t} \mathbb{E}\left|D_{(\bullet, 0, \diamond)}^{Z} x_{r}^{M_{1}}-D_{(\bullet, 0, \diamond)}^{Z} x_{r}^{M_{2}}\right|_{l_{2}}^{2} d r\right]
$$

So we conclude by Gronwall lemma that $\mathbb{E}\left|D_{(\bullet, 0, \diamond)}^{Z} x_{t}^{M_{1}}-D_{(\bullet, 0, \diamond)}^{Z} x_{t}^{M_{2}}\right|_{l_{2}}^{2} \leq C\left(\varepsilon_{M_{1}}+\varepsilon_{M_{2}}\right)^{\frac{2}{2+\varepsilon_{*}}}$.
Finally, We recall by (24) that $a_{T}^{M}=\sqrt{T \int_{\{|z|>M\}} \underline{c}(z) \mu(d z)}$ and by Hypothesis 2.3 that $\underline{c}(z) \leq|\bar{c}(z)|^{2}$. We notice that

$$
\mathbb{E}\left|a_{T}^{M_{1}} \boldsymbol{e}_{\diamond}-a_{T}^{M_{2}} \boldsymbol{e}_{\diamond}\right|_{\mathbb{R}^{d}}^{2} \leq C \mathbb{E}\left|a_{T}^{M_{1}}-a_{T}^{M_{2}}\right|^{2} \leq C \int_{\left\{|z|>M_{1} \wedge M_{2}\right\}} \underline{c}(z) \mu(d z) \leq \varepsilon_{M_{1} \wedge M_{2}}
$$

Then by a similar argument as above, $\mathbb{E}\left|D_{(\stackrel{)}{ }}^{\Delta} x_{t}^{M_{1}}-D_{(\diamond)}^{\Delta} x_{t}^{M_{2}}\right|_{\mathbb{R}^{d}}^{2} \leq C\left(\varepsilon_{M_{1}}+\varepsilon_{M_{2}}\right)^{\frac{2}{2+\varepsilon_{*}}}$, and we obtain (143).

Proof of $i i i): i i i)$ is an immediate consequence of $i$ ) and $i i$.
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