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CONTRASTIVE LEARNING FOR ONLINE SEMI-SUPERVISED GENERAL
CONTINUAL LEARNING

Nicolas Michel, Romain Negrel, Giovanni Chierchia, Jean-Frangois Bercher

Univ Gustave Eiffel, CNRS, LIGM, F-77454 Marne-la-Vallée, France

ABSTRACT

We study Online Continual Learning with missing labels and
propose SemiCon, a new contrastive loss designed for partly
labeled data. We demonstrate its efficiency by devising a
memory-based method trained on an unlabeled data stream,
where every data added to memory is labeled using an oracle.
Our approach outperforms existing semi-supervised meth-
ods when few labels are available, and obtain similar re-
sults to state-of-the-art supervised methods while using only
2.6% of labels on Split-CIFAR10 and 10% of labels on Split-
CIFAR100.

Index Terms— Continual Learning, Contrastive Learn-
ing, Semi-Supervised Learning, Memory

1. INTRODUCTION

In the last decade, deep neural networks have demonstrated
their efficiency achieving state-of-the-art results in several
computer vision tasks, such as image classification or object
detection. Efficiently training such networks relies on the fol-
lowing assumptions.

A1l. Data is identically and independently distributed.

A2. Training data can be seen multiple times by the model
during the learning process.

A3. Training data is fully labeled.

However, these assumptions are seldom true in real-world en-
vironments with a continuous data stream. In such scenarios,
Assumption Al cannot be verified, Assumption A2 is diffi-
cult to ensure as the amount of data grows indefinitely, and
Assumption A3 would imply an oracle labeling every new in-
coming data. While numerous successful training strategies
have been designed to leverage unlabeled data [1, 2] when A3
cannot be met, coping with the absence of A1 and A2 remains
problematic [3]. A known consequence is Catastrophic For-
getting [4], and is likely to be observed if no specific measure
is taken. Continual Learning (CL) aims to maintain perfor-
mances in the absence of Al, and Online Continual Learning
(OCL) addresses the lack of Al and A2.

In this paper, we propose an OCL algorithm for image
classification with few labels. Our method is designed to
train a neural network in the absence of A1, A2 and A3. We
achieve this by introducing a unified Semi-Supervised Con-
trastive Loss to leverage labeled and unlabeled data. Despite
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the lack of A3, our results show that the proposed approach is
comparable to state-of-the-art supervised OCL methods, and
performs better than existing semi-supervised OCL methods
when labels are scarce.

The paper is organized as follows. Section 2 discusses the
related work. Section 3 describes our approach: it sets up
the problem, introduces a new Semi-Supervised Contrastive
Loss, and describes the algorithm. Section 4 assesses the per-
formance of our approach on a standard benchmark. Finally,
Section 5 concludes the paper.

2. RELATED WORK

Our method stands at the junction of Contrastive Learning,
Continual Learning and Semi-Supervised learning. In the fol-
lowing section we will briefly recall these fields and elaborate
onto specific scenarios where label information is incomplete.

2.1. Contrastive Learning

Contrastive Learning has become especially popular in recent
years for learning representation from data [1, 2, 5, 6, 7, 8].
The intuition is quite simple. Similar samples (called posi-
tives) should have close representations, while dissimilar sam-
ples (called negatives) should have their representations as far
away as possible.

Self-Supervised Contrastive Learning. Contrastive
Learning was first designed for unlabeled data, where posi-
tives are formed by adding noise to the input. For images,
noisy versions are augmentations or views of the original im-
age. All views of the same inputs are positives, while any
other image in the training batch is considered a negative.
This self-supervision has several drawbacks: large batches are
required for sampling enough negatives [1], and images from
the same class might be considered as negatives [5, 6, 2].

Supervised Contrastive Learning. A supervised con-
trastive approach has been proposed by Khosla et al. [8] us-
ing label information to overcome some limitations of self-
supervision. The authors consider every image from the same
class as positives and show significant improvement.

2.2. Continual Learning

Continual Learning (CL) has gained popularity in the past
years for image classification. The problem is as follows. Con-
sider a sequential learning setup with a sequence {7T1,..., Tk }
of K tasks, and Dy = (X, Y%) the corresponding data-label
pairs. The number of tasks K is unknown and could poten-
tially be infinitely large. For any values k1,k2 € {1,..., K},
if k1 # ko then we have Yi, NYy, = 0 and the number of



classes in each task is the same. Catastrophic Forgetting oc-
curs when a model’s performance drastically drops on past
tasks while learning the current task [4, 9].

General Continual Learning. Early CL studies, and
still the majority of current methods, rely on settings where
the task-id k is known [10, 11, 12], or at least the task-
boundary is known (i.e. knowing when the task change oc-
curs). However, such information is usually unavailable while
training in a real environment [10, 13, 14, 15]. Buzzega et al.
[16] introduced the General Continual Learning (GCL) sce-
nario where task-ids and task-boundaries are unavailable.

Online GCL. Working with a data stream, the model
should be able to learn without storing all incoming data.
The most realistic scenario Online General Continual Learn-
ing (OGCL), described by Buzzega et al. [16], adds one more
constraint to GCL: data are presented once in the incoming
stream. This means that the model should adapt to current
data without having access to all past data, even if we can
afford to store a limited amount of stream data.

CL with missing labels. While most CL research fo-
cuses on the supervised setting, recent works consider CL
where few or no labels are available [17, 18, 19]. However,
none of them deals with the OGCL setting except the STAM
architecture [20], where the authors present an online clus-
tering suited for unsupervised OGCL. In this paper we focus
on the OGCL with few labels, which we present in Section 3.

3. ONLINE SEMI-SUPERVISED GENERAL
CONTINUAL LEARNING

In this section we formally define the Online Semi-Supervised
General Continual Learning (OSSGCL) setting, and propose
an approach to address the underlying problem.

3.1. Problem Definition

In the supervised case, each value in Y = UE_ Y} is ac-
cessible. We consider the semi-supervised case, where we
iterate over an incremental unlabeled data stream & =
{X1,..., Xk} and use an oracle to label specifically selected
data. In this context, we have access to a subset Y' C Y with
p = % being the percentage of labels available. Usually
in semi-supervised learning we want p as small as possible.
In addition, we consider that we have labeled examples for
every classes encountered. We define X3 and (X}, Y}) the
sets of unlabeled and labeled data for task k. The problem
then becomes learning sequentially from {71, .., Tx } tasks on
partially labeled datasets Dy = X U (X}, Y}).

3.2. Proposed Approach

To tackle the OSSGCL problem, we design a new Semi-
supervised Contrastive Loss (SemiCon) combining a Super-
vised Contrastive Loss [8] and a Self-supervised Contrastive
Loss [1].

Contrastive Learning framework. Following [1], con-
sider the following elements: a data augmentation process
Aug(-) that transforms any given input according to some
random procedure with a # b < Aug,(-) # Aug,(-); an en-
coder Ency(-) that maps the input to the latent space; a pro-
jection head Proj,(.) that maps the latent representation to
another space where the loss is applied. The encoder can be

any function and the obtained latent representation will be
used for downstream tasks. The projection head is discarded
when training is complete to keep only the encoder.

Multiview batch with missing labels. We define B =
{:ré, yé}izlubl U{z}}j=1.1, as the incoming batch of b = b, +
b, inputs with labeled and unlabeled data. Considering a,b
random numbers, we then work on Br = Aug, (B) U Aug,(B),
the "multiview batch” [8] of 2b samples over indices ¢ € I and
I = I U I, with I; the indices over labeled samples and I,
the indexes over unlabeled samples. Moreover, h; = Enc(z;)
is the latent representation of xz; with H;y = {h;}icr, and
z; = Proj(h;) is the projection of h; with Z; = {z;}ier. We
also define P(i) = {j € I\{¢} | y; = v:} the indices over the
positives of ¢ (similar samples), and 7 the temperature.

SemiCon Loss. We introduce SemiCon, a unified loss
designed to train a contrastive model in the context of missing
labels. We construct this loss by combining two terms. The
first one, Lm (1), corresponds to a supervised contrastive loss
on labeled memory data with unlabeled streaming data being
considered as negatives (dissimilar samples).
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The second term, L, (2), stands for an unsupervised con-
trastive loss on unlabeled stream data with labeled steaming
data being considered as negatives with j(¢) the index such
that 7 and j(¢) are indices of augmented samples having the
same input source.

acI\{i}

We define a unified loss Lsemicon = Lm + oL, where o €
[0, +00[ is a weighting hyper-parameter representing the im-
portance of unlabeled data during training. We can see that

(Vi € I,) P(i) = {j(4)} so the loss can be expressed as
9o (i)
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with go(i) = a if ¢ € I}, and g (i) = 1 otherwise. Methods
replaying past data can suffer from overfitting on memory
data [21] and while SemiCon handles missing labels, it also
gives control over how a model should balance learning from
memory and streaming data separately.

Training Procedure. We propose an approach inspired
by the work of Mai et al. [22]. They defined Supervised Con-
trastive Replay (SCR) which combines a Supervised Con-
trastive Loss [8] and a memory-based strategy [23]. Their
method achieves state-of-the-art results in online CL when
every data is labeled. We adapt SCR to work with a lim-
ited amount of labeled data using SemiCon as objective. Our
approach relies on two points: (a) each data added to the
memory buffer is labeled, (b) we leverage labeled and unla-
beled data in a unified contrastive objective using SemiCon.

During the training phase, we iterate over an unlabeled
data stream S. For each incoming stream batch Bs; € S, we
randomly sample a labeled data batch B, from memory M



Algorithm 1 Proposed Training Method
Input: Unlabeled data stream S; Memory M; Aug(.);
Ency(.); Proj,(.); Oracle O
Output: Encoder Encg; Memory M

for Bs; € S do > Unlabeled data
Bm < MemoryRetrieval(M) > Labeled data
B+ BsUB,, > Combined Batch

Br <+ Aug,(B) U Aug, (B)

Zr < Proj,(Ence(Br))

0,¢ < SGD(Lsemicon(Zr1), 0, d)

M < MemoryUpdate(Bs, O, M)
return: 6; M

> a,b randoms

> eq.(3)

and work on B = Bs; U B,,. Each data batch B is augmented,
and the obtained multiview batch B is fed to the network
to compute image projections Z;. The objective function
Lsemicon 18 computed on Z1, and the model parameters are
updated using vanilla Steepest Gradient Descent (SGD). Af-
ter each SGD step, memory data is updated using Reservoir
Sampling [24]. Each selected stream data is labeled using the
Oracle O before memory storage.

During the testing phase, memory data representations
Hy = {Enco(x)}sem are computed and a classifier is
trained on Haq. Our approach is detailed in Algorithm
1. Similarly to Mai et al., we use the Nearest Class Mean
(NCM) classifier for the testing phase. Any other classifier
can be used on top of the obtained representations; however,
we found no significant difference in performance.

4. EXPERIMENTAL RESULTS

In this section, we describe two CL datasets, introduce base-
lines and present our results compared to state-of-the-art.

4.1. Datasets

We use modified versions of standard image classification
datasets [25] to build an incremental learning environment.
These datasets are built on CIFAR10 and CIFARI100 by
splitting them into several tasks of non-overlapping classes.
Specifically, we work on Split-CIFAR10 and Split-CIFAR100.
We divide CIFARI10 in 5 tasks with 2 classes per task and
CIFARI100 in 10 tasks with 10 classes per task. Each dataset
contains 50,000 train images and 10,000 test images.

4.2. Baselines

To assess our results, we compare them to several baselines
which respect the OGCL setting and are listed below:

o offline: Supervised upper bound. The model is trained
without any CL specific constraints.

e fine-tuned: Supervised lower bound that trains the model
in a CL setting without precautions to avoid forgetting.

e« SCR: Current state-of-the-art on fully supervised OGCL
and closest method to our work.

¢ SCR - Memory Only (SCR-MO): SCR method, but
trained using memory data only.

« Experience Replay (ER) [23]: ER is a simple baseline
which applies reservoir sampling [24] for memory update,

just as SCR, but trained with a cross entropy loss rather
than a contrastive loss.

o Experience Replay - Memory Only (ER-MO): ER-
MO is essentially ER, but trained using memory data only.

Even though other semi-supervised CL methods exist, none
respects the OSSGCL setting and thus cannot be used in the
comparison [14, 18, 26].

4.3. Implementation Detail

For every experiment we train a reduced ResNet-18 [27] from
scratch following previous works [13, 22] and the projection
layer Proje is a multi layer perceptron [1] with one hidden
layer, a ReLU activation and an output size of 128. For mem-
ory based methods, we use a memory batch size |B;,| of 100
on Split-CIFAR10 and of 500 on Split-CIFAR100. More de-
tails on the impact of memory batch size can be found in
section 4. For online methods, we use a stream batch size
|Bs| of 10, which ensures 5,000 SGD steps on both datasets.
Each compared method is trained using SGD optimizer with
a learning rate of 0.1, no regularization, and a temperature
7 = 0.07 for contrastive loss. For every experiment we used
the same augmentation procedure as in [1] and for contrastive
methods we construct the multiview batch using one augmen-
tation for each view, while the original SCR implementation
used the original image as one view and an augmentation as
the other view. We obtained experimentally better results
using one augmentation for each view. All experiments are
performed 10 times. The average results and their standard
deviations are shown in the next section. For the offline base-
line, we use the same optimizer and network as other methods
and train for 50 epochs.

4.4. Results

In the following we briefly recall a standard CL metric, de-
scribe the impact of two hyper-parameters and analyze the
obtained results.

Metrics. We use the accuracy averaged across all tasks
after training on the last task. This metric is referred to as
the final average accuracy [11, 10].

Memory Batch Size selection. We study the impact
of the memory batch size |By,| on the performance. We use
SCR, SCR-MO and our proposed approach as the case of
study. As shown in figure 1, every method follows the same
trend and benefits from larger |B,,|. We select |B| = 100
for every training on Split-CIFAR10 and likewise | By, | = 500
on Split-CIFAR100. Moreover, even with a = 0, our method
consistently outperforms SCR-MO on smaller |B,,| values.
This demonstrate that using unlabeled negatived can signifi-
cantly enhance performance when few labels are available.

Impact of a. We evaluate the impact of o on our
method’s performance. We keep every other parameter fixed
when experimenting on « values. Intuitively, o corresponds
to the importance we want to give to unlabeled streaming
data against labeled memory data. We observe on figure 2
that the optimal value for oo depends on the memory size and
tends to be close to one. Figure 3 confirms this observation
by comparing performance for o = 1 to best performance for
any « and implies that o = 1 is an acceptable default param-
eter for our method. Also, our method performance becomes
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Fig. 1. Impact of increasing Memory Batch Size |B,,|. We
set @ = 0 while augmenting |B,,|. The memory size is set to
200 for Split-CIFAR10 and 2k for Split-CIFAR100

comparable to SCR-MO for larger memory sizes. We inter-
pret previous observation as the consequence of a playing the
role of a regularization parameter. When the memory size is
small, the model tends to overfit on memory data and per-
forms better when « is larger. Likewise when the memory
size is large, the model has enough information in memory
and performs better when « is smaller. Looking at the re-
sults on figure 2, best performances are obtained when we use
the information from both stream and memory.
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Fig. 3. Relative performance compared to SCR on Split-
CIFAR100 for SCR-MO and our method while increasing the
percentage of available labels.

with SCR using only 10% labels while SCR-MO needs 20%
labels to obtain comparable results. Our experiments also
show that baselines using the information only available in
memory perform competitively, with results close to their
supervised counterparts for large memory sizes. This can be
explained by the observation that the larger the memory, the
closer the problem is to an offline supervised problem.

Method ‘ M=200 M=500 ‘ M=2k M=5k
offline 80.0+1.2 43.24£2.3
Supervised fine-tuned 16.44+2.0 3.6+0.7
ER 42.6+1.9 52.3+4.7 23.84+1.3 28.54+1.0
SCR 49.24+2.2 58.7+1.3 | 31.3+0.8 39.3+0.8
% labels 2.6% 5.6% 16.9% 33%
Semi ER-MO 41.0+3.5 49.9+3.3 23.7+0.9 27.9+1.0
Supervised | SCR-MO 46.0+£2.0 56.4+1.4 30.9+0.6 38.94+0.8
Ours 48.84+1.1 57.94+1.1 | 31.0+0.9 38.9+0.5

s 4 [T e e e T e 2
= 1 58 E
5 1 57
< 56 |
o0
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>
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Fig. 2. Average Accuracy for a € [107%%,10%7°] for our
method. Every other parameter is the same for SCR, SCR-
MO and our method. Left figure corresponds to Split-
CIFARI10 with a memory size M of 200 and right figure cor-
responds to M=500.

Results interpretation. Table 1 shows the comparison
of our approach to current supervised state-of-the-art meth-
ods and their memory-only counterparts on Split-CIFAR10
and Split-CIFAR100 with varying memory sizes M. Our
approach achieves best results compared to other semi-
supervised methods and performs comparably to supervised
state-of-the-art while leveraging only a small portion of la-
bels. This is especially remarkable for small memory sizes
where only 2.6% labels are given to the model. Figure 3
indicates that our method outperforms SCR-MO when less
than 20% labels are available. Also, our method is on par

Split-CIFAR10 Split-CIFAR100
Table 1. Average accuracy on split-CIFAR10 and split-
CIFAR100. We use a = 1.78 and « = 0.18 for split-CIFAR10
and split-CIFAR100 respectively. Best results for each sce-
nario are displayed in bold. Displayed values correspond to
the average and standard deviation over 10 experiments.

5. CONCLUSION

In this paper, we defined a novel OSSGCL setting, and intro-
duced a new Semi-supervised Contrastive Loss (SemiCon).
We demonstrated experimentally that semi-supervised ap-
proaches trained using memory data only can perform com-
petitively to their supervised counterparts, while leveraging
as few as 2.6% labels on split-CIFAR10. We proposed a new
memory-based approach for the OSSGCL setting which suc-
cessfully combines labeled and unlabeled data using the novel
SemiCon loss. This criterion allows user-controlled balance
between labeled and unlabeled data during training. We
showed that our method can take advantage of unlabeled
data, surpassing other semi-supervised baselines on Split-
CIFAR datasets, and achieving similar performance to state-
of-the-art supervised methods.
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