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Abstract

We study a tight Bennett-type concentration inequality for sums of heterogeneous and indepen-

dent variables, defined as a one-dimensional minimization. We show that this refinement, which out-

performs the standard known bounds, remains computationally tractable: we develop a polynomial-

time algorithm to compute confidence bounds, proved to terminate with an ε-solution. From

the proposed inequality, we deduce tight distributionally robust bounds to Chance-Constrained

Programming problems. To illustrate the efficiency of our approach, we consider two use cases.

First, we study the chance-constrained binary knapsack problem and highlight the efficiency of

our cutting-plane approach by obtaining stronger solution than classical inequalities (such as

Chebyshev-Cantelli or Hoeffding). Second, we deal with the Support Vector Machine problem,

where the convex conservative approximation we obtain improves the robustness of the separation

hyperplane, while staying computationally tractable.

Keywords: Concentration inequalities, Chance-constrained programming, Confidence bounds, Knap-

sack problem, Support Vector Machine

1 Introduction

Concentration inequalities – such as Hoeffding [19], Bennett [5] or McDiarmid [25] to cite a few – were

originally introduced to quantify how a random variable deviates from their expectation. The crux

of the matter is the imperfect knowledge of a random process: varying between the inequalities, the

only available information are about the two first moments (mean and variance) or the length of the

support of the distribution. These inequalities have now a wide variety of applications, see e.g. [8],

including chance constrained programming or machine learning [27, 28, 39, 23].

Many refinements of Hoeffding and Bennett’s inequalities have been proposed: all these works

exploit Chernoff’s inequality but differ in the estimation of the moment-generating function t 7→ E[etX ].

Figure 1 proposes a schematic classification of the literature. From and Swift [15] and Zheng [41] both

use a linear approximation of x 7→ etx, that is tighter than Hoeffding’ bound [19] for variables in [0, 1].

They differ in the use of the arithmetic-geometric mean inequality. Jebara [21] exploits an inequality

from [5, (b)] to derive an analytic one-sided bound for sum of heterogeneous random variables. Finally,

Cheng and Li [11] insert a multipoint approximation of etX and compare their results with [41]. We
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emphazise that the classification we made – which is a contribution on its own – focuses on the crucial

approximation done while tackling with Chernoff’s inequalities, and does not directly compare the

final bounds obtained in each work.

First-order bounds

Bounded on [0, 1]

[5, (c)] [4],[13] [29] [28]

[5, (b)]1  [21]

[11] [15, 41] [19]2

Figure 1: Classification of t 7→ E[etX ] estimations
1 Bennett’s inequality

2 Hoeffding’s inequality

If [a] ⇒ [b], the upper estimator of the moment-generating function in [a] is tighter than in [b]. If [a]  [b], [b]
uses the same moment-generating estimator but improves / extends the results. Proofs of the different

implications are provided in Appendix A.1.

In this paper, we focus on the moment-generating estimator introduced in [5, (c)]: for a random

variable X with mean µ, variance σ2 and such that |X − µ| ≤ b, we have the following inequality:

∀t ∈ R, E
[
etX
]
≤ etµσ

2e|t|b + b2e−
|t|σ2
b

b2 + σ2
. (1)

This estimator is as tight as possible (knowing only µ, σ and b), since it has been proved to be exact

for a particular Bernoulli distribution, see e.g. [5]. Dembo and Zeitouni [13] exploit this inequality

but limit the study to identically distributed variables to obtain a closed-form expression involving a

Kullback–Leibler divergence. Bennett [4] extends the results to non identically distributed variables,

but, in order to obtain explicit formula, further approximations have been made, leaving room for

possible improvements. In contrast, we do not make additional approximations and directly construct

the Chernoff bound using (1). Even if an analytic solution is not known in the heterogeneous setting,

we prove that this bound can be used in many applications.

We first focus on the computation of confidence bound and introduce a double bisection algorithm

(Algorithm 1). We prove that this algorithm computes a bound with arbitrary precision in polynomial

time (Theorem 3.2). This algorithm belongs to the class of Probabilistic Bisection Algorithms (PBA),

see e.g. [20, 38], but instead of having a zero-mean noise, the error is bounded and controlled by a

parameter.

We then apply this result on Chance-Constrained Programming (CCP) [10, 26, 31, 18, 36], a

very attractive tool for dealing with uncertainty in optimization problems in addition to stochastic [6,

22, 34] and robust [1, 2] optimization approaches. This approach relies upon the characterization of

uncertainty by means of probabilistic information and tries to find a good solution in a probabilistic

sense. CCP aims at finding the best solution which satisfies uncertain constraints of the form g(x, ξ) ≥
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0 with a given probability p, typically close to 1. A general CCP is expressed as:

min f [c(x, ξ)]

s.t. P[gi(x, ξ) ≥ 0, (i = 1, ...,m)] ≥ p (2)

x ∈ X,

where x ∈ Rn denote a decision vector, f is some general risk (for example f(.) = E.) applied to the

cost function c that is impacted by uncertainty ξ ∈ Rm a general random vector/process, P is the

probability measure associated to the probability space (Ω,F ,P) on which is defined ξ applied to a

whole system of m stochastic inequalities gi(x, ξ) ≥ 0, (i = 1, ...,m), p ∈ (0, 1) is a given confidence

level and X models the deterministic feasible set for the decision vector x.

Although the underlying mathematical difficulties lead to very challenging tasks in the general case,

CCP may lead to tractable algorithms. It is in particular the case for individual chance-constrained

optimization P[gi(x, ξ) ≥ 0] ≥ pi, (i = 1, ...,m) in Gaussian setting leading to a SOCP [17], a convex

optimization problem. More generally, for specific families of distributions, it is known that the set of

a probabilistic constraint is convex, making possible the use of nonlinear methods, see e.g. [32, 24, 37].

However, the distributions are commonly unavailable in many applications, and even the evaluation

of the constraint is not easy. A classical method is then to find a conservative approximation of

the problem that is distributionally robust. In this case, the chance constraint are satisfied for any

distribution and an optimal solution of the approximate problem gives a feasible solution of the original

chance-constrained problem. Concentration inequalities have already been used in this context: to

the best of our knowledge, Pinter [29] was the first to use concentration inequalities in optimization

problem. Nemirovski and Shapiro [27] proved that the use of Chernoff’s bounds provides tractable

conservative approximation of chance-constrained problems. In particular, they detailed the convex

approximation for several families of univariate distributions. Peng, Maggioni and Lisser [28] focuses

on SOCP conservative approximations of two types: distributionnaly robust formulations based on

Hoeffding and Chebyshev’s inequalities, and models that assumes a normally distributed uncertainty.

In particular, they deal with joint independent chance constraints, which is known to be of a high

complexity, see e.g. [27].

Here, we compare various formulations on knapsack problems [9, 35] by specializing the study to

second-order bounds (knowledge of means and variances). To this purpose, we introduce a new convex

conservative approximation based on Bernstein’s inequality (Proposition 4.1) and derive from the tight

Bennett’s inequality a strong approximation (Proposition 4.2). We show that the two formulations can

be efficiently solved by a cutting-plane approach and lead to solution improvement on instances from

the literature (Table 2). In particular, for a given budget, we improve the objective value compared

to the SOCP formulations [28].

Finally, we focus on the Support Vector Machine (SVM) problem with uncertainties, where the

difficulty lies in the large number of probabilistic constraints. The distributionally robust version

of the problem has been addressed in [3, 39, 23]. In particular, Ben-Tal et al. [3] first consider the

same moment-generating estimator (1), but make additional approximations in order to obtain SOCP

formulations. Using convex optimization tools, we numerically highlight that our approach increases

further the quality of the separation hyperplane while staying tractable for instances of substantial

size.

This paper is organized as follows. In Section 2, we first derive properties of the proposed inequal-
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ity, and numerically observe its asymptotic behavior. Then, we introduce in Section 3 an algorithm

to compute confidence bounds. Finally, in Section 4, we apply the inequality to chance-constrained

programming, focusing on knapsack problems (Section 4.1) and on Support Vector Machine prob-

lem (Section 4.2).

Notations. For two vectors a, b of RN , we denote by 〈a, b〉 the Euclidean scalar product. Moreover,

a ∧ b (resp. a ∨ b) stands for the component-wise maximum (resp. the minimum) between a and b.

Besides, for a discrete set X, Conv(X) will read as the convex envelope of X.

2 On the tightest Cramér-Chernoff bound

We first recall Hoeffding’s [19] and Bennett’s [5] inequalities:

Proposition 2.1 (Hoeffding). Let X1, . . . , XN be N independent random variables such that P[ak ≤
Xk − E[Xk] ≤ bk] = 1 for all k ∈ {1, . . . , N}. Then, for all d ≥ 0,

ln P

[
N∑
k=1

Xk − E[Xk] ≥ d
]
≤ − 2d2∑N

k=1(bk − ak)2
. (3)

As a consequence, for all τ ∈]0, 1[, P
[∑N

k=1Xk − E[Xk] ≥ dτ
]
≤ τ where dτ = ‖b− a‖2

√
− ln (

√
τ) .

Proposition 2.2 (Bennett). Let X1, . . . , XN be N independent random variables such that

(i) P[Xk − E[Xk] ≤ b] = 1, k ∈ {1, . . . , N},

(ii)
∑N

k=1 E[X2
k ] ≤ σ2.

Then, with g : u 7→ (1 + u) ln(1 + u)− u, we get for all d ≥ 0,

ln P

[
N∑
k=1

Xk − E[Xk] ≥ d
]
≤ −σ

2

b2
g

(
bd

σ2

)
. (4)

As a consequence, for all τ ∈]0, 1[, P
[∑N

k=1Xk − E[Xk] ≥ dτ
]
≤ τ where dτ = σ2

b g
−1 ( b2

σ2 ln
(

1
τ

))
.

Proposition 2.1 and Proposition 2.2 does not suppose the same a priori knowledge on the random

variables: in the latter, information in second-moment is supposed whereas the former only needs

knowledge on the mean of each random variable. We now focus on the tightest second-order Cramér-

Chernoff bound, firstly introduced in [5], and based on (1):

Theorem 2.3 (Refined Bennett’s inequality [27],Table 2). Let X1, . . . , XN be N independent random

variables such that

(i) P[Xk − E[Xk] ≤ bk] = 1, k ∈ {1, . . . , N},

(ii) Var(Xk) ≤ σ2
k, k ∈ {1, . . . , N}.

Then, introducing γk :=
σ2
k

b2k
, for all d ≥ 0

∀λ ∈ RN+ , ln P [〈λ,X − E[X]〉 ≥ d] ≤ inf
t>0

{
−td+

N∑
k=1

ln

(
γke

tλkbk + e−tλkbkγk

1 + γk

)}
. (5)
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In addition, if P[Xk − E[Xk] ≥ −bk] = 1,

∀λ ∈ RN , ln P [〈λ,X − E[X]〉 ≥ d] ≤ inf
t>0

{
−td+

N∑
k=1

ln

(
γke

t|λk|bk + e−t|λk|bkγk

1 + γk

)}
. (6)

Proof. Using the Chernoff’ inequality on the variable 〈λ,X − E[X]〉, we obtain

P [〈λ,X − E[X]〉 ≥ d] ≤ e−t(d+〈λ,E[X]〉) E
[
et〈λ,X〉

]
.

By the independence of the variables Xk, we have E
[
et〈λ,X〉

]
=
∏N
k=1 E

[
etλkXk

]
. Finally, using (1),

we obtain for all t ≥ 0:

P[〈λ,X − E[X]〉 ≥ d] ≤ e−td
N∏
k=1

(
γke

t|λk|bk + e−t|λk|γkbk

1 + γk

)
.

We conclude by applying the logarithm and by rearranging the terms.

The right-hand sides of (5) and (6) correspond to the Cramér transform [13, Section 2.2] of the

Bernoulli distribution that achieves the equality in (1). The scope of Theorem 2.3 is slightly more

general than Hoeffding and Bennett inequality since we allow to have sum of weighted heterogeneous

random variables (positive or negative weights).

Under the assumptions of Theorem 2.3, and introducing τ− :=
∏N
k=1

γk
1+γk

, we get as an immediate

corollary :

ln P

[
N∑
k=1

Xk − E[Xk] ≥ αN
]
≤ ϕ∗α := inf

t≥0
ϕα(t) , (7)

where b = 1
N

∑N
k=1 bk and

ϕα : t ≥ 0 7→ ln(τ−) +Nt
(
b− α

)
+

N∑
k=1

ln
(

1 + γ−1k e−tbk(1+γk)
)
. (8)

The expression of ϕα is derived from (5) with λk = 1. In the specific case where the coefficient E[Xk], σk

and bk are identical for all k ∈ {1 . . . N}, the minimization in t that appears in (5) has an analytic

solution (using Kullback-Leibler divergence), see e.g. [13, 33]. In the framework of this paper, we allow

heterogeneous parameters, and therefore the minimum is no longer analytically known. Nonetheless,

the following properties show that the one-dimensional minimization is well defined:

Proposition 2.4 (Study of ϕα). Let α ≥ 0, then ϕα(0) = 0. Moreover, the mapping ϕα is twice

differentiable and their respective derivatives are

(i)
d

dt
ϕα(t) = N

(
b− α

)
−

N∑
k=1

bk(1 + γk)

1 + γketbk(1+γk)
,

(ii)
d2

dt2
ϕα(t) =

N∑
k=1

b2k(1 + γk)
2 γke

tbk(1+γk)(
1 + γketbk(1+γk)

)2 .

Moreover, 0 ≤ d2

dt2
ϕα(t) ≤M := 1

2

∑N
k=1 b

2
k(1 + γk)

2.

Proof. Let us introduce for all γ, d ∈ R∗+, f(t) = ln
(

1 + γ−1e−td
)

. It follows that f ′(t) = −d
1+γetd

and

f ′′(t) = d2 γetd

(1+γetd)
2 ∈

[
0, d

2

2

]
. To recover the result, note that ϕα(t) is the sum of functions f(·) with
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dk = bk(1 + γk).

We immediately deduce from Proposition 2.4 that the function ϕα(·) is strictly convex, and thus

the position of the minimum, denoted by t∗α ∈ R+∪{+∞}, is unique. The following lemma lists useful

properties of ϕ∗α that will be used in the sequel.

Lemma 2.5 (Study of ϕ∗α).

(i) For α ≤ b := 1
N

∑N
k=1 bk, the function α 7→ ϕ∗α is decreasing.

Moreover, ϕ∗0 = 0, ϕ∗
b

= ln(τ−) and for α > b, ϕ∗α = −∞.

(ii) For α < mink{bk}, t∗α ∈ Conv
({
t
(k)
α

}
k

)
, where t

(k)
α = 1

bk(1+γk) ln
(
α+bkγk
γk(bk−α)

)
.

Moreover, t∗α ≤ − 1
N(b−α)

ln(τ−) .

(iii) For α1, α2 < b,
∣∣ϕ∗α2

− ϕ∗α1

∣∣ ≥ N min{t∗α1
, t∗α2
} |α2 − α1|.

Proof. (i) Let α < β. There exits t∗α such that ϕ∗α = ϕα(t∗α). Besides, ϕα(t∗α) = Nt∗α(β − α) +

ϕβ(t∗α) > ϕβ(t∗α). As ϕ∗β ≤ ϕβ(t∗α) by optimality, we easily conclude.

Then, if α = b, the infimum is reached for t→∞ and is equal to ln(τ−). If now α = 0, then the

minimum is attained at t = 0 (dϕαdt (t) ≥ 0). Finally, if α > b, then all the terms that appear in

ϕ∗α are decreasing, and the function diverges to −∞.

(ii) t
(k)
α would the minimum if there were only the k-term in ϕ. As the minimum of a sum of convex

functions lies in the convex envelope of the set of minimizers of each term, we get the property.

Besides, by (i), ϕα(t∗α) ≤ ϕα(0) = 0. Therefore, ln(τ−) + Nt∗α(b − α) ≤ 0, and so Nt∗α ≤
−1
b−α ln(τ−).

(iii) Let α1, α2 ≤ b. Then, by definition,

ϕ∗α1
= ϕα1(t∗α1

) = Nt∗α1
(α2 − α1) + ϕα2(t∗α1

)

ϕ∗α2
= ϕα2(t∗α2

) = Nt∗α2
(α1 − α2) + ϕα1(t∗α2

)

from which we deduce by optimality of t∗α1
and t∗α2

:

ϕ∗α1
≥ Nt∗α1

(α2 − α1) + ϕ∗α2

ϕ∗α2
≥ Nt∗α2

(α1 − α2) + ϕ∗α1

As a consequence,
∣∣ϕ∗α2

− ϕ∗α1

∣∣ ≥ N min{t∗α1
, t∗α2
} |α2 − α1| .

The next theorem can be directly derived from Lemma 2.5 and provides an alternative confidence

bound ατN to the bound dτ provided in Proposition 2.1 and Proposition 2.2.

Theorem 2.6. For all τ ∈ [τ−, 1[, there exists a unique ατ such that ϕ∗ατ = ln (τ). As a consequence,

P
[∑N

k=1Xk − E[Xk] ≥ ατN
]
≤ τ .

Numerical experiments. We aim to numerically compare the bounds developed in Section 2

with four inequalities: Hoeffding (3), Bennett (4), Cantelli (a one-sided improvement of Chebyshev’s

inequality, see e.g. [8]) and the bound introduced by Jebara [21]. To this purpose, we follow the
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E[Xk] U(0, 1)
ak U(−1, 0)
bk U(0, 1)
σk U (0, (bk − ak) / 2)

α U
(
0, b
)

Table 1: Definition of the random variables

methodology of [21]: we search to bound ln P
[∑N

k=1Xk − E[Xk] ≥ αN
]
, where the parameters

E[Xk], σk, ak, bk and α are randomly generated following the rules described in Table 1.

In order to have a fast implementation of ϕ∗α, we introduce a bisection algorithm, see Algorithm 1.

Note that this bisection method is only valid because we have shown that ϕα is convex and t∗α is

bounded, see Lemma 2.5. The four other bounds are immediate to compute as they are analytically

known.

Algorithm 1 Bisection Search to compute ϕ∗α

Require: N , α, bk, σk, εt
t−, t+ ← 0, − 1

N(b−α)
ln(τ−)

while t+ − t− > εt do
t̂← 1

2(t− + t+)

g ← d
dtϕα(t̂)

if g ≥ 0 then t+ ← t̂ else t− ← t̂

return ϕ̂

The result are depicted in Figure 2 for 500 realizations and are performed on a laptop Intel Core

i7 @2.20GHz× 12. The log-probability of the four methods are represented on the y-axis for each

value of ϕ∗α, represented on the x-axis. We recover the results proved in Appendix A.1: ϕ∗α always

outperforms Bennett, Hoeffding and Jebara’s inequalities. We observe that Cantelli’s bound is better

for large probability error (small α) – typically exp ϕ∗α ≥ 20% – but becomes rapidly dominated by

the four other Chernoff’s inequalities. In fact, Chebyshev’s inequality has a quadratic decay in α

when the Chernoff’s bounds has exponential behaviors . For ϕ∗α ≥ −5, the bound from [21] may be

less efficient. Possibly, this bound can exceed 1, because the minimizer that is used in the Chernoff’s

inequality has no guarantee to be optimal.

The computation of the Bennett’s and Hoeffding’s bounds is almost immediate. The refined version

of [21] takes around 1ms per instance for N = 100 (due to the computation of Lambert function), and

ϕ∗α takes around 5ms per instance for N = 100 for precision εt = 1e−6.

Remark 2.1. We did not display the results for Bernstein’s bound, as it is known that this inequality

is strictly looser than Bennett’s inequality [5], see e.g. [21] for a proof.

3 Computing confidence bounds

In this section, we aim to derive a confidence bound ατ with a given maximum probability error τ

such that ϕ∗ατ = ln(τ). We first prove that the confidence bound we obtain always provides useful

information, as ατ is strictly lower than b for τ ≥ τ− (for probability error less than τ−, we can only

certify a confidence bound of b) :
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Figure 2: Comparison of four bounds with ϕ∗
α.

If the marker is above the line, then the method gives looser bound compared to ϕ∗
α.

Lemma 3.1. Suppose that τ ∈]τ−, 1], then

ατ ≤ b−
√

1

NΓ
ln(τ/τ−) ,

where Γ = 1 + (min{γk}min{bk(γk + 1)})−1.
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Proof. Let ακ = b− κ et t = 1√
κ

. Then,

ϕακ(t) = ln(τ−) +N
√
κ+

N∑
k=1

ln
(

1 + γ−1k e
− 1√

κ
bk(γk+1)

)
≤ ln(τ−) +N

√
κ+

N∑
k=1

γ−1k e
− 1√

κ
bk(γk+1)

≤ ln(τ−) +N
[√

κ+ (min{γk})−1e−
1√
κ

min{bk(γk+1)}
]

≤ ln(τ−) +N

[
√
κ+

(min{γk})−1
√
κ√

κ+ min{bk(γk + 1)}

]
≤ ln(τ−) +NΓ

√
κ .

The last inequality is obtained using e−x ≤ (1 + x)−1 for x > 0. Therefore, for κ2 ≤ 1
NΓ ln(τ/τ−),

ϕακ(t) ≤ ln(τ) and as a consequence ϕ∗ακ ≤ ln(τ) = ϕ∗ατ . As α 7→ ϕ∗α is decreasing, we obtain that

ατ ≤ ακ.

Note that, under its apparent simplicity, this property does not hold for other bound such that

Hoeffding or Bennett.

Double bisection search algorithm. We now present a fast algorithm to compute ατ introduced

in Theorem 2.6. Algorithm 2 consists of two nested bisection searches. The inner one is dedicated

to find the minimum in t – see Algorithm 1 – to an arbitrary precision εt and, as a consequence, to

compute ϕ∗ to a precision Mε2t . This estimation of ϕ∗ constitutes the oracle for the outer bisection

search. Therefore, the test is more elaborated as it checks whether the decision is sure or not: we only

reduce the space by half when the oracle returns value far enough from the target ln(τ) i.e., with a

distance greater than Mε2t . If not, then, it means that we obtain at a certain iteration an estimation

close enough to ln(τ), so we stop at this point. This outer bisection search is a particular case of

Probabilistic Bisection Algorithm (PBA) [20, 38], where the error term is not necessarily of zero mean

but takes values in a small bounded interval.

Algorithm 2 Double Bisection Search for confidence bound’s computation

Require: τ , N , bk, σk, εt, εα
α−, α+ ← 0, b−

√
ln(τ/τ−) / (NΓ) . Init α-bisection

tol← false

while α+ − α− > εα or tol = false do
α̂← 1

2(α− + α+)
t−, t+ ← 0, − 1

N(b−α̂)
ln(τ−) . Init t-bisection

while t+ − t− > εt do
t̂← 1

2(t− + t+)

g ← d
dtϕα(t̂)

if g ≥ 0 then t+ ← t̂ else t− ← t̂

ϕ̂← ϕα̂(t̂)
if ϕ̂ > ln(τ) +Mε2t then α− ← α̂
else if ϕ̂ < ln(τ)−Mε2t then α+ ← α̂
else tol← true

return α̂
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Termination guarantees. The following proposition proves that this algorithm is fast (log conver-

gence) and provides a solution arbitrary close to the optimal solution.

Theorem 3.2. Let τ ∈]τ−, 1]. Algorithm 2 ends with a value α̂ such that

|α̂− ατ | ≤ εα ∧
√

2M

N min{mk}
εt ∧

2M

N min{bkmk}
ε2t , (9)

where mk :=
ln(2+γ−1k )

b2k(1+γk)
. Moreover, the total number of iterations Iτ is bounded:

Iτ ≤
⌈

log2

(
b

εα

)⌉⌈
log2

( √
Γ ln(1/τ−)

εt
√
N ln(τ/τ−)

)⌉
.

Proof. At the end of the algorithm, one obtain from the inner bisection that t− ≤ t∗α̂, t̂ ≤ t+ and

|t+ − t−| ≤ εt. Suppose that the algorithm ends with a value α̂ and ϕ̂ = ϕα̂(t̂). Then, from the

mean-value theorem, there exists t ∈ [t−, t+] such that∣∣∣∣ ddtϕα(t−)− d

dt
ϕα(t+)

∣∣∣∣ =

∣∣∣∣ d2

dt2
ϕα(t)

∣∣∣∣ (t+ − t−) ≤Mεt .

As the derivative of ϕα is decreasing and positive (resp. negative) in t− (resp. t+), | ddtϕα(t)| ≤ Mεt

for all t ∈ [t−, t+], and using once again the mean-value theorem,

|ϕ̂− ϕ∗α̂| ≤Mε2t .

1st case: the algorithm ends with tol = true.

Therefore (criteria),
∣∣ϕ̂− ϕ∗ατ ∣∣ ≤ Mε2t , and so

∣∣ϕ∗α̂ − ϕ∗ατ ∣∣ ≤ 2Mε2t . Using Lemma 2.5, item (iii), we

obtain

|α̂− ατ | ≤
2Mε2t

N min{t∗ατ , t∗α̂}
.

Then, using Lemma 2.5, item (ii), for all α,

t∗α ≥ min
k|bk>α

{
1

bk(1 + γk)
ln

(
α+ bkγk
γk(bk − α)

)}
.

By concavity, ln(1 + x) ≥ ln(1 + z) min{x/z, 1} for all x, z ≥ 0. Therefore, for all k such that bk > α

(it exists otherwise α > b), we obtain:

ln

(
α+ bkγk
γk(bk − α)

)
= ln

(
1 +

α(1 + γk)

γk(bk − α)

)
≥ ln

(
2 +

1

γk

)
min{ α

bk − α
, 1} ≥ 1

bk
ln

(
2 +

1

γk

)
min{α, bk} .

Then, t∗α ≥ αmink{mk} ∨ mink{bkmk}. Therefore, as α̂ and ατ are positive quantities,

t∗ατ ∨ t∗α̂ ≥ ατ min
k
{mk} ∨ α̂min

k
{mk} ∨ min

k
{bkmk}

≥ |α̂− ατ |min
k
{mk} ∨ min

k
{bkmk} .

Finally,

|α̂− ατ | ≤ max

{√
2M

N min{mk}
εt,

2M

N min{bkmk}
ε2t

}
.
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2nd case: the algorithm ends with |α+ − α−| ≤ εα.

Then, as tol = false, at each iteration, |ϕ̂− ln(τ)| ≥ Mε2t , and so ατ lies in [α−, α+]. Therefore,

|α̂− ατ | ≤ |α+ − α−| ≤ εα.

Besides, denoting by It the number of iterations for the inner bisection search, we have

It ≤
⌈

log2

( − ln(τ−)

N(b− α)εt

)⌉
.

Then, as b − α ≥
√

1
NΓ ln(τ/τ−) (see Lemma 3.1), It ≤

⌈
log2

( √
Γ ln(1/τ−)√
N ln(τ/τ−))εt

)⌉
. Furthermore,

denoting by Iα the number of iterations for the outer bisection search, we have

Iα ≤
⌈

log2

(
b

εα

)⌉
.

Theorem 3.2 proves that Algorithm 2 is fast (log convergence), and provides a solution with an

arbitrary precision. Note that the number of iterations is impacted by the distance of τ from the

minimal value τ−. In fact, very close to τ−, the minimizer t∗α tends to +∞, and therefore the width of

the bisection search space becomes large. Nonetheless, for reasonable error tolerance τ , the algorithm

takes very few iterations. Meanwhile, the precision of α̂ does not depend on τ .

Numerical experiments. We use the instances developed in Table 1. The results are depicted

in Figure 3 for 1000 realizations, and are fast to obtain (few seconds in total). Of course, the confidence

bounds we obtain are greater than the value computed with normal distributions, and so all values are

greater than 1. We recover the superiority of the studied bound compared to the standard Bennett’s

inequality. Besides, Chebyshev-Cantelli’s bound is only valuable for low probability level, and becomes

inefficient for probabilities close to 1.
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Figure 3: Random instances, made of N = 10 heterogeneous variables.
For different probability levels (1− τ) and different inequalities, we display the value of the confidence bound

normalized by the normal case, i.e., the (exact) value for normal distributions.
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4 Application to Chance-Constrained Programming

In the two next subsections, we will use the proposed concentration inequality (5)-(6) into CCP

problems of the form (2) with individual bilinear constraints of the form g(x, ξ) = ξTx - b, with b ∈ R.

The first application (knapsack problems) is of a combinatorial nature and contains only one chance

constraint whereas the second one (Support Vector Machine problems) is a continuous problem but

contains as many chance constraints as training points.

4.1 Chance-constrained binary Knapsack problem

Let us consider the Knapsack problem with random weights, stated as a chance-constrained problem:

max
y∈{0,1}N

πT y

s.t P
[
ωT y ≥ C

]
≤ τ

(CKP)

where π ∈ RN denotes the utility of each item, ω ∈ RN denotes the random weights of each item, and

C ∈ R is the maximum budget.

If ωk follows a normal distribution N (ωk, σk), the chance constraint can be computed exactly by

the following problem, see e.g. [32, Theorem 10.4.1] :

max
y∈{0,1}N

πT y

s.t Φ−1(1− τ)
√
yTΣy + ωT y ≤ C

(CKP-N)

where Φ is the cumulative distribution for the standard normal distribution. In this specific setting,

Han et al. [16] provides efficient algorithms to obtain robust solutions.

Here, we focus on random weights whose distributions are unknown, but where the two first

moments are available, as well as upper bounds. This distributionally robust approach has been

firstly studied by Calafiore and El Ghaoui [9], where they focused on Hoeffding-type approximations.

Recently, Ryu and Park [35] proposed to repeatedly solve ordinary binary knapsack subproblems

to deduce bounds on SOCP approximations (such as Chebyshev-Cantelli). As we will compare the

different approximations in the sequel, we first recall the next two classical results: let us define

B = diag(b2) and Σ = diag(σ2), then

(i) (Hoeffding) the problem (CKP-H) is a valid conservative approximation of (CKP)

max
y∈{0,1}N

πT y

s.t
√

2 ln(1/τ)
√
yTBy + ωT y ≤ C

(CKP-H)

(ii) (Chebyshev-Cantelli) the problem (CKP-C) is a valid conservative approximation of (CKP)

max
y∈{0,1}N

πT y

s.t
√

1
τ − 1

√
yTΣy + ωT y ≤ C

(CKP-C)

This comparison is inspired by the work of Peng, Maggioni and Lisser [28] where first-order bounds

(Hoeffding and an approximation of Bernstein bound) are used in the continuous knapsack problem,
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and compared to exact SOCP relaxation for normal variables.

Using Theorem 2.3 with Xk := ωk and d := C −ωT y, we obtain (tighter) conservative approxima-

tion. A lower bound of (CKP) is then obtained by solving:

max
y∈{0,1}N

t≥0

πT y

s.t t
[
ωT y − C

]
+

N∑
k=1

ln

(
γke

ykbk + e−tykbkγk

1 + γk

)
≤ ln(τ)

(CKP)

The constraint contains bilinear terms tyk. A näıve approach could be to consider a Fortet lineariza-

tion of the bilinear terms, see e.g. [14]. Here, using the structure of the constraint, we succeed in

reformulating the constraint. Let us consider the change of variable z := 1/t and divide the constraint

by t:

(CKP) ⇐⇒


max

y∈{0,1}N
z≥0

πT y

s.t ωT y +

N∑
k=1

z ln

(
γke

yk
z
bk + e−

yk
z
bkγk

1 + γk

)
≤ C + z ln(τ)

(10)

Proposition 4.1. For every γ, b ≥ 0, the function Ψ+
γ,b : R×R+ → R+, defined as,

Ψ+
γ,b(y, z) := z ln

(
γe

y
z
b + e−

y
z
bγ

1 + γ

)
,

is jointly convex. Therefore, the problem (CKP) – without the integrity condition – is convex.

Proof. From elementary calculation, the Jacobian and Hessian of Ψ+ are respectively

JΨ+
γ,b

(y, z) =

[
b− b(1+γ)

1+γe
y
z b(1+γ)

ln

(
γ+e−

y
z b(1+γ)

1+γ

)
+ b(1+γ)y

z
(

1+γe
y
z b(1+γ)

)]
HΨ+

γ,b
(y, z) = γe

y
z
b(1+γ)

(
b(1 + γ)

1 + γe
y
z
b(1+γ)

)2
[

1
z − y

z2

− y
z2

y2

z3

]

As Tr
(
HΨγ,b(y, z)

)
≥ 0 and det

(
HΨγ,b(y, z)

)
= 0, the Hessian is always a positive semi-definite matrix,

and the function is jointly convex.

Remark 4.1. We can directly obtain the convexity of the function by noting that Ψ+
γ,b is the compo-

sition of the perspective function [12] with a particular log-sum-exp function. This proposition is gen-

eralized in [27] to a class of moment-generating function’s estimators. Nonetheless, we make explicit

the Jacobian and the Hessian of the function, since it will be necessary for numerical optimization.

By Proposition 4.1, Problem (CKP) reduces to a convex Mixed-Integer Non-Linear Programming

(MINLP) problem. In fact, there is a unique nonlinear constraint (the budget constraint). For such

problems with a moderate degree of nonlinearity, cutting-plane methods [40] are known to be efficient.

In this approach, the nonlinear constraint is described by a set of linear constraints, incrementally

built by adding at each iteration a new cutting-plane of the original constraint. The subproblem at
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iteration j is then expressed as:

(
y(j+1), z(j+1)

)
= arg max

y∈{0,1}N
z≥0

{
πT y

∣∣∣∣∣ωT y +
N∑
k=1

〈
s

(i)
k ,

(
yk

z

)〉
≤ C + z ln(τ), 1 ≤ i ≤ j

}
, (11)

where s
(i)
k := ∇Ψ+

γk,bk

(
y

(i)
k , z(i)

)
. The convergence of this approach has been proved, see e.g. [7,

Theorem 9.6], and is achieved in a finite number of steps for this particular problem (there is a finite

number of knapsack-filling scenarios). Note that the cuts are dynamically added in the branch-and-

bound at each node where an integer solution is found (Lazy constraint), so that the solver does not

need to perform a complete MILP solving at each iteration.

As an alternative to the model (CKP), we also introduce a convex reformulation of the problem

under Bernstein’s inequality: let suppose that |ωk − ωk| ≤ bk (and not only ωk − ωk ≤ bk), then

a valid conservative estimation of (CKP) can be obtained by replacing the probabilistic constraint

by Bernstein’s inequality (see e.g. [8] for more details on this inequality). We obtain the following

formulation:
max

y∈{0,1}N
πT y

s.t exp

(
−

1
2(C − ωT y)2∑N

i=1 y
2
kσ

2
k + 1

3z(C − ωT y)

)
≤ τ

z ≥ bkyk, 1 ≤ k ≤ N

(CKP-B)

Proposition 4.2. Problem (CKP-B) is equivalent with the following problem:

max
y∈{0,1}N ,z≥0

πT y

s.t 1
3 ln(1/τ)z +

√√√√(yT z) Γ

(
y

z

)
+ ωT y ≤ C

z ≥ bkyk, 1 ≤ k ≤ N

(12)

where Γ = diag

[
(2 ln(1/τ)σ2

k)1≤k≤N
1
9 ln(1/τ)2

]
. Therefore, problem (CKP-B) – without the integrity condition

– is convex.

Proof. We reformulate the constraint so that we end up with a convex reformulation:

exp

(
−

1
2 t

2∑N
i=1 y

2
kσ

2
k + 1

3zt

)
≤ τ, t = C − ωT y, z = max

k
{bkyk}

⇐⇒ ln(1/τ)

[
N∑
i=1

y2
kσ

2
k + 1

3zt

]
≤ 1

2
t2

⇐⇒ ln(1/τ)
N∑
i=1

y2
kσ

2
k ≤

1

2

[
t− 1

3 ln(1/τ)z
]2 − 1

18 ln(1/τ)2z2

⇐⇒

√√√√2 ln(1/τ)
n∑
i=1

y2
kσ

2
k + 1

9 ln(1/τ)2z2 ≤ C − ωT y − 1
3 ln(1/τ)z

⇐⇒

√√√√(yT z
)

Γ

(
y

z

)
≤ C − ωT y − 1

3 ln(1/τ)z
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Note that, in the optimization problem, it is sufficient to consider z ≥ maxk{bkyk} as the optimization

will search for the lowest value possible (z only appears on the constraint above), ans so the constraint

will be naturally saturated.

The SOCP formulation introduced in Proposition 4.2 provides an alternative conservative approx-

imation, which can be directly compared to the classical Chebyshev approximation, as they both

belongs to the same class of problem. In contrast, the formulation (CKP) is not expressed as a cone

programming, but we provide in Appendix B a reformulation where constraints are expressed via

exponential cones.

Remark 4.2. We already know (proved theoretically above and highlighted by Figure 2) that (CKP)

gives better solution than all other formulations (apart from exact one in the case of normally dis-

tributed weights), as the set of admissible solutions is larger. Note also that we did not provide opti-

mization model for the bound developed in [21] and [5], as a convex expression of the chance constraint

is all but immediate to obtain (if it exists).

Numerical results. In order to obtain chance-constrained instances, we adapted deterministic in-

stances from the literature1, see [30], by adding a maximum standard deviation of 5% of the original

weight (taken as mean value), and setting the maximum value to b = 5σ. Note that for normal dis-

tribution, the probability of exceeding ω + 3σ is 0.997. Finally, the maximum probability error τ is

taken to 3%.

We use Cplex v12.10 as a MILP solver and the tests are performed on a laptop Intel Core i7

@2.20GHz× 12. The MIP gap tolerance is taken to 0.001% and the Integrity tolerance to 1e-8. The

tests shows that the cutting-plane method adds very few cuts. For instance, the solver added 190 cuts

for the instance 1 10000.

Instance KP (CKP-N) (CKP) Prob. Time (CKP-B) (CKP-C) (CKP-H)

1 100 9147 8842 8817 0.19 0.1 8719 8817 8150
1 200 11238 11227 10962 0.81 0.1 10682 10832 10353
1 500 28857 28606 28405 2.11 0.4 28152 28127 27924
1 1000 54503 54105 53836 1.58 0.65 53617 53267 52109
1 2000 110625 110130 109779 2.95 1.8 109621 109148 107228
1 5000 276457 275685 275220 2.99 33.4 275068 274151 271160
1 10000 563647 562560 561968 3.00 97.4 561809 560387 556126

2 100 1514 1513 1512 0.82 0.1 1456 1476 1395
2 200 1634 1619 1594 0.69 0.2 1558 1592 1508
2 500 4566 4537 4504 2.31 0.5 4472 4472 4348
2 1000 9052 9008 8970 2.87 1.52 8951 8927 8761
2 2000 18051 17991 17946 2.85 4.0 17925 17872 17635
2 5000 44356 44262 44201 2.86 32.7 44184 44073 43696
2 10000 90204 90071 89996 2.99 84.2 89975 89807 89265

Table 2: Results for knapsack instances. We compare the two new formulations (CKP) and (CKP-B) to the
existing methods (CKP-H) and (CKP-C). The method KP corresponds to the deterministic case, and

(CKP-N) corresponds to a normally-distributed uncertainty. For (CKP), we also provide the probability error
and the computational time. When the objective is in italic, the solver does not succeed to prove the

optimality in the given time.

1The instances are extracted from the website http://artemisa.unicauca.edu.co/~johnyortega/instances_01_KP/
We use the set of instances knapPI {X} 1000 1 where X goes from 1 100 to 2 10000 (the second number stands for the
number of items in the instances), see Table 2.
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The numerical tests show the efficiency of the proposed relaxation: the use of the second-order

information leads to a substantial improvement of the optimal objective-function value, compared to

the classical Hoeffding bound. Besides, this method appears to be easy tractable, as we were able to

solve instances of 10000 items in less than two minutes. Note that the relaxation seems to be a bit

more tractable than the Hoeffding bound, as the solver cannot prove the optimality of the solution

with the desired precision in less than 10 minutes.

Remark 4.3. We present here the results for mixed-integer problems, but the results and the method-

ology does not exploit the integrity condition of the variables, and so the results and the methodology

are still applicable on the (simpler) continuous problem. In particular, a cutting-plane approach still

converges.

4.2 Distributionally Robust Support Vector Machine problem

Let us consider a dataset of M points {xi, li} where each point xi is a vector of RN . The points lies

into two classes, indexed by labels li ∈ {−1, 1}. The chance-constrained formulation of the Support

Vector Machine (SVM) problem (with soft margin) is defined as follows:

min
w∈RN ,w0∈R,ξ∈RM+

1

2
‖w‖22 + C

M∑
i=1

ξi

s.t. P
[
li(w

Txi + w0) ≤ 1− ξi
]
≤ τi

ξi ≥ 0, i = 1, . . . ,M

(SVM – CCP)

This robust version has been recently studied, see e.g. [39, 23]. Here, we focus on independent noises

for each points as in [3]. In contrast with the knapsack problem (CKP), the random training points

are multiplied by w, which can be either positive or negative. Therefore, we can no longer apply (5)

and must use (6) which contains absolute values. Moreover, each training feature (point) defines a

(nonlinear) chance constraint.

Proposition 4.3. Let (SVM) be defined as

min
w∈RN ,w0∈R,ξ∈RM+

1

2
‖w‖22 + C

M∑
i=1

ξi

s.t − li(w0 + wTxi) +

N∑
k=1

Ψγik,bik(wk, zi) ≤ ξi − 1 + zi ln(τi), 1 ≤ i ≤M
(SVM)

where Ψγ,b : R×R+ → R+ is defined as Ψγ,b(y, z) = Ψ+
γ,b(|y|, z). This problem is a valid conservative

approximation of (SVM – CCP).

Proof. We follow the similar steps as for the knapsack case. In particular, we use Theorem 2.3 for

each chance constraint i ∈ {1, . . . ,M} with X = x, λ = −liw and d = ξi − 1 + l − i(w0 + x). Then,

we apply the chance of variable z = 1/t.

The following proposition shows that the function Ψ keeps the same regularity as Ψ+:
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Proposition 4.4. The function Ψγ,b is convex and twice continuously differentiable. Moreover,

Ψγ,b(y, z) =

Ψ+
γ,b(y, z), y ≥ 0

Ψ+
1
γ
,bγ

(y, z), y ≤ 0
(13)

As a consequence, problem (SVM) is a convex conservative approximation of (SVM – CCP).

Proof. We have the following direct equalities:

Ψ+
γ,b(−y, z) = z ln

(
e−

y
z
b + γ−1e yz bγ
1 + γ−1

)
= z ln

(
e−

y
z

(bγ)γ−1 + γ−1e yz (bγ)

1 + γ−1

)
= Ψ+

γ−1,bγ(y, z) .

Furthermore, to check the regularity property, it suffices to verify the condition in y = 0. ∇Ψ+
γ,b(0, z) =

0 for all γ and b, so ∇Ψγ,b(0
−, z) = ∇Ψγ,b(0

+, z) = 0. Moreover, HΨ+
γ,b

(0, z) =

[
b2γ 0

0 0

]
=

HΨ+

γ−1,bγ

(0, z) . Therefore, Ψγ,b is twice continuously differentiable in y = 0.

Numerical results. In the tests, (SVM) is implemented using the interior-point nonlinear solver

IPOPT2. The solver always returns the optimal solution as the problem has been proved to be con-

vex, see Proposition 4.4. For comparison, we also implement the robust SVM approximation using

Chebyshev-Cantelli inequality – see e.g. [39] – which can be efficiently solved by any SOCP solver.
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Figure 4: Two-dimensions SVM with τ = 0.02, M = 100, C = 100.
We directly represent the margin around the hyperplane (centered between the two lines)

First, we construct 2D instances with linearly separable classes. To compute the standard deviation

of each point, we follow the method of [39] by calculating the standard deviation of the training points

for each class and then divide by 10. This appears to be reasonable as an uncertainty set for each

data point. The results are displayed on Figure 4. On the left, the classes are sufficiently distant

so that it is not necessary to activate slack variables ξi. We observe that all the methods find the

same hyperplane, but differ on the size of the margin width. As expected, the Chebyshev-Cantelli’

2https://coin-or.github.io/Ipopt/
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inequality is more conservative on this example. On Figure 4b, we reduce the space between the

two classes. The points are still linearly separable in the deterministic setting, but are not robustly

separable both for Chebyshev and for the proposed method. Nonetheless, we numerically observe that

Cantelli relaxation needs to activate more slack variables, and so the optimal value is greater than the

one found by the proposed method.
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Figure 5: Two-dimensions SVM with τ = 0.02, M = 100, C = 100

We then use the proposed method on instances from the literature. In particular, we use data on

Breast Cancer in the Wisconsin3. This data set contains 683 samples of dimension 10, see e.g. [39,

23] for more information on the dataset. Figure 5 displays the time and the score (the percentage of

test data that satisfies the classification obtained with the training set) for two configurations. We

observe that the mean score is always higher than 96% (same order as in [39, 23]), and the time stays

reasonable even for a substantial number of features (more than 500 training points, see Figures 5b

and 5d).

5 Conclusion and perspectives

In this paper, we studied a refined Bennett-type inequality, originally developed in the homogeneous

setting and extended here to the heterogeneous case. We have shown that this concentration inequal-

ity can be used in a wide range of applications. First, we introduce a double bisection search which

3https://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+%28Diagnostic%29
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computes (in logarithmic time) confidence bounds proved to be tighter than other classical approaches.

In particular, it outperforms the standard Chebyshev’s approach for high probability precision. Be-

sides, we obtained tight distributionally robust bounds to individual Chance-constrained Programming

which can be formulated as convex problem. In particular, we highlighted that the inequality can be

inserted into CCP binary knapsack problem while staying tractable (instances of 10 000 binary vari-

ables). Tests on SVM problems have also been performed, obtaining a better separability of the data

on instances from the literature (containing up to 500 points).

Future works will be dedicated to the extension of the results to the independent joint probability

constraint case. Moreover, we think that this inequality can be helpful in many concrete applications

to estimate more precisely error bounds, especially we will focus on electricity bill estimates.
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A Proofs

A.1 Comparison of E[etX ] estimations from the litterature

[5, (c)]⇒[5, (b)]. Suppose that X−E[X] ≤ b and Var(X) ≤ σ2. Then, in [21], the upper estimator

of the moment-generating function is J(t) = 1 + γ
(
etb − 1− tb

)
, where γ = (σ/b)2. Besides, in [13],

the upper estimator is

D(t) :=
γetb + e−tγb

1 + γ
.

If now we consider D as a function of γ, i.e., D(t, γ) = D(t), then, the second partial derivative w.r.t.

γ is ∂2
γD(t, γ) = 2

(1+γ)3

[
eγt − et

]
≤ 0. Therefore, D(t, ·) is concave for any fixed t ≥ 0 and

D(t, γ) ≤ D(t, 0) + γ∂γD(t, 0) = J(t) .

[5, (c)]⇒[29]⇒[19]. As γ 7→ D(t, γ) is increasing, then D(t, γ) ≥ D(t, 1) = cosh(tb), which is

exactly the bound obtained by Pinter with a = b. As cosh(x) ≤ exp(x2/2), we have D(t, 1) ≤ e(tb)2/2,

which is exactly the Hoeffding’s estimator.

[15, 41]⇒[19]. Now, until the end of the proof, let us suppose that X ∈ [0, 1], i.e., a = −E[X] and

b = 1 − E[X]. We denote by p = E[X] the mean value and by σ2 the variance. Then, in [19], the

upper estimator of the moment-generating function is H(t) = etp+t
2/8 . In [41] and [15], the upper

estimator of the moment-generating function E[et(X−p)] is Z(t) := 1 + p(et − 1). By basic algebra,

H ′(t)− Z ′(t) =
(
p+ t

4

)
etp+t

2/8 − pet . Then

H ′(t)− Z ′(t) ≥ 0 ⇐⇒ ln

(
1 +

t

4p

)
+ t(p− 1) + t2/8 ≥ 0 .
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As ln(1 + x) ≥ x

1+
1
2x

for x ≥ 0, H ′(t)− Z ′(t) ≥ 0 if

[
1

4p
+ p− 1

]
+ t

[
1

8
+
p− 1

8p

]
+ t2

[
1

82p

]
≥ 0 .

The above condition holds since the discriminant of this second-order equation is zero. Therefore,

H ′(t)− Z ′(t) ≥ 0, and since H(0) = Z(0), we finally conclude that H(t) ≥ Z(t) for t > 0.

[11]⇒[15, 41]. In [11], the upper estimator is a family of function Ck such that

Ck(t) := 1 + k
(
et/k − 1

)
(p− σ2 − p2) + (σ2 + p2)(et − 1) ,

One can prove that {Ck(t)}k is decreasing ∀t ∈ R+, and

lim
k→∞

Ck(t) = C∞(t) := 1 + t(p− q) + q(et − 1) ,

where q := σ2 + p2 ≤ p. Hence, C∞(t)− Z(t) = (p− q)
(
1 + t− et

)
≤ 0 .

[5, (b)]⇒[11]. For X ∈ [0, 1], the upper estimator of [21] is J(t) = 1 + γ
(
et(1−p) − 1− t(1− p)

)
.

Using the notation θ = (1− p)2 ∈ [0, 1], we express C∞ and J in (θ, γ)-coordinates:C∞(t, γ, θ) = 1 + t(1−
√
θ) +

[
γθ + (1−

√
θ)2
] [
et − 1− t

]
J(t, γ, θ) = 1 + γ

(
et
√
θ − 1− t

√
θ
)

Now, the partial derivatives w.r.t γ are∂γC∞(t, γ, θ) = θ
[
et − 1− t

]
∂γJ(t, γ, θ) = et

√
θ − 1− t

√
θ

The function [0, 1] 3 θ 7→ et
√
θ − 1− t

√
θ is convex for any t ≥ 0, and so ∂γJ ≤ ∂γC∞. As J(t, 0, θ) =

1 ≤ C∞(t, 0, θ), we conclude that J(t) ≤ C∞(t) .

B Conic reformulation

First, Ψγ,b can also be written Ψγ,b(y, z) = max
{

Ψ+
γ,b(y, z),Ψ

+

γ−1,bγ(y, z)
}

. Therefore,

N∑
k=1

Ψγk,bk(yk, z) ≤ u ⇐⇒


∑N

k=1 vk ≤ u
Ψ+
γk,bk

(yk, z) ≤ vk
Ψ+

γ−1k ,bkγk
(yk, z) ≤ vk
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Now, denoting the exponential cone by Kexp = {(x, 1, x2, x3) : x1 ≥ x2e
x3/x2},

Ψ+
γk,bk

(yk, z) ≤ vk ⇐⇒ γke
yk
z
bk + e−

yk
z
bkγk ≤ e

vk
z (1 + γk)

⇐⇒ γke
ykbk−vk

z
bk + e

−ykbkγk−vk
z ≤ 1 + γk

⇐⇒


γkηk + νk ≤ (1 + γk)z

(ηk, z, ykbk − vk) ∈ Kexp
(νk, z,−ykbkγk − vk) ∈ Kexp

This formulation has a number of variables and (conic) constrains of order O(NM). Therefore,

this conic reformulation is only valuable for small to medium instance sizes.
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