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LOW-RANK MATRIX ESTIMATION WITH INHOMOGENEOUS NOISE

ALICE GUIONNET*, JUSTIN KO*, FLORENT KRZAKALA, LENKA ZDEBOROVA

ABSTRACT. We study low-rank matrix estimation for a generic inhomogeneous output channel through which
the matrix is observed. This generalizes the commonly considered spiked matrix model with homogeneous noise
to include for instance the dense degree-corrected stochastic block model. We adapt techniques used to study
multispecies spin glasses to derive and rigorously prove an expression for the free energy of the problem in the
large size limit, providing a framework to study the signal detection thresholds. We discuss an application of
this framework to the degree corrected stochastic block models.

1. INTRODUCTION

Heterogeneity is a fundamental part of real world problems, as opposed to simpler homogeneous modeling
assumptions. In this paper, we investigate the effect of such inhomogeneity in spike models and community
detection.

We focus on a mathematical formulation, common in statistics, inference and machine learning, where the
aim is to reconstruct a rank x vector % in R**¥ from noisy measurements D of the inner product of the vector.
A substantial amount of recent work focuses on this issue in high dimension, as N — oo, and under separable
priors on 2. Applications of this setting range from the Wigner and Wishart spiked models, to the stochastic
block model, sparse PCA, or clustering mixtures of Gaussians (see, e.g. [5, 14, 20, 32, 30, 29, 6]). Here, we
study this problem in the case of inhomogeneous noise. In this situation, both the law and the strength of the
noisy measurements D can be different for any pairs i, 7,

20 . 20

1 xj )
% )
One of the main motivation for this problem, on which we shall focus for the concrete application of our results,

is a dense version of a well known model of community detection called the degree-corrected stochastic block
model (DCSBM) [26].

(1.1) Dij ~ P (Dij ‘

1.1. Highlights of our main contributions. We now summarize our main results that are then described
precisely in Section 2.

(i) We prove a Gaussian universality theorem — that generalizes the “homogeneous” universality
proven in [28] — that shows that for a matrix factorization problem with inhomogeneous noise distri-
butions, a large class of noise models (including for instance sign flips, or additive non-Gaussian noise,
and the DCSBM), one may transform the model into an equivalent Gaussian one. This means that we
need only to consider the case where the distribution F;; is Gaussian. This transformation amounts
into working with the Fisher score matrix. This results is of crucial importance as it allows to study an
entire, complex, and diverse family of statistical model just by focusing on an equivalent spike model
problem [19] with a Gaussian noise. The universality at the level of free energy is stated in Theorem 2.7
and the stronger form at the level of the spectrum is stated in Theorem 2.9.

(ii) Proof of the free energy — Focusing on the spike model with Gaussian noise, we then study the
value of the likelihood ratio with the corresponding null model, (or equivalently the free energy in
statistical physics terminology, or the mutual information in information theory). We then prove a
formula for the asymptotic value of the likelihood ratio in Theorem 2.10 and Theorem 2.13, generalizing
the homogeneous results [14, 18, 29]. This is achieved by using methods from mathematical physics of
spin glasses.

(ili) We study the free energy and determine the phase boundary (see Lemma 2.15) in terms of the
signal-to-noise ratio, focusing in particular to the dense DCSBM model. The phase transition marks a
transition from a phase where it is information theoretically impossible to reconstruct the community
better than a random guess, from a phase where it is possible to do so. This phase boundary is compared
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to the separation of the largest eigenvalue of the matrix after a naive transformation to transfer the
noise profile to the signal. We show that the regime where such a transformation leads to a extremal
eigenvalue is contained in the information theoretically to detect the signal in Proposition 2.18.

1.2. Relation with previous work. The universality property has been used extensively in the homogeneous
cases, see e.g. [31, 28, 39]. It is in particular at the roots of the identification of the dense stochastic block model
with an equivalent spike model [31, 14]. Such spike models [19] have been the subject of many studies over
the last few years, in particular in random matrix theory [5], in statistical inference (e.g. without pretension of
exhaustivity [40, 15, 32, 39, 8, 12]) with many different applications [16, 17, 30].

In particular, the last decade has witnessed spectacular progress in the rigorous approach to the computation
of the asymptotic mutual information for such problems [28, 18, 29, 21, 6, 22]. We shall use these techniques,
in particular the one of [29], in our approach.

Community detection of one of the most fundamental problem of graph theory. The connection between the
low rank factorization problem and the SBM was unveiled in [31, 14]. Here we shall be instead focusing on the
inhomogenous Degree-Corrected SBM [26], a much more realistic model. On a side note, the inhomogenous
setting that we shall be looking at has deep connection with the spatial coupling introduced in [25, 18].

To compute the limit of the free energy, we use a modification of the synchronization mechanisms for multi-
species [35] and vector spin glasses [38, 37]. By adding some extra terms to the perturbations, we can regularize
our posterior probability by introducing the Ghirlanda—Guerra identities while preserving the Nishimori iden-
tities and the concentration of the overlaps. The synchronization of spin glasses was also recently adapted in
other contexts [27, 10, 9, 1, 3] to compute the free energy of various models. A different point of view to study
multispecies models using the TAP approach was also applied recently in [41, 42].

2. MAIN RESULTS

2.1. Setting. We consider the following inference problem. Given a probability measure Py on R” consider a

signal consisting of N independent copies z° = (29,...,2%) € R"*" generated from the product measure
z¥ ~ H Py(2?).
1<i<N

.z
Given the inner products of the signal w?j = m\/%] , we generate independently some observed data D;; condi-
0

;; according to the probability measure

K3
(2.1) oy (Dij ‘ \/NJ)'

A critical distinction in these inhomogeneous models is the fact that while the data D;; are generated
independently, the conditional distributions change depending on the indices ¢, j. The problem we are interested
in is the estimation of the signal given an observation of the observed data D = (D;;); j<n-

The posterior probability of the signal given D can be expressed in the form of a inhomogeneous vector spin
model with respect to an arbitrary function g;; and probability measure Px

tionally on w

dP(X| D)= = [T e~ [ dPx(x)
X( ) 1<i<j<N 1<i<N
where
(2.2) Zg((D):/ 11 94 (Din 75" II dPx(=).
1<i<j<N 1<i<N

Our study will be restricted to the so-called Bayes optimal setting which amounts to make the following hy-
pothesis:

Hypothesis 2.1 (Bayes-optimality). Suppose that Py = Px and if P;; is the distribution of D;; in (2.1), the
function g;;(D, w) is the log-likelihood:

T

0. 40
! ]:w .
&)

where we use in short P;; to denote also the probability density function of P;;.

gij(D,w) = hlPij <D ‘
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Our goal is to compute the normalized free energy

1
2.3 Fxlo) = 5 (B0 (m 24(0) - X 0(05.0)) )
i<j
0.0
where Ep is the expectation under ®F;; (D”\mz/ﬁ’ )PEN (29) and the function Z% was defined in (2.2). Notice
that, with this definition, the free energy is nothing but the expected log-likelihood ratio (under data generated
by the model) between the likelihood that data are generated by the present model with the likelihood that

they are generated from the null model (where there is no signal at all):

(2.4) Fn(g) = i (ED log

_Pp
N PD|10:O ’

The limit of the free energy will depend on the following “Fisher Information” matrix, defined as the expec-
tation of the Fisher score:

1 .
(2.5) A= Ep,, (Djw=0)(dwgij(D,0))?, 1<i<j<N.
ij

We first assume that this matrix of variances is piece-wise constant.

Hypothesis 2.2 (Block-constant Noise Profile). Given n > 1, there exists a partition of [V]

(N) =] ] 1

such that the A; ; are constant in the groups I, x I; for s,t € {1,...,n}
(2.6) Ajj=Agy, forielg, jel,
and (Agt)st<n are independent of N. Furthermore, the proportions of configurations in each group converges
in the limit
(2.7) % — ps €(0,1) forall s<mn.
1

We will also assume that A, ; belongs to (0,+00) for each s,t and the n x n symmetric matrix x with entries
(ﬁ)s,tgn is positive semidefinite.

We finally describe our technical hypotheses. We first need to assume that the signal is compactly supported.

Hypothesis 2.3 (Compact Support). Py and Px are compactly supported so that x and x° take values in
[—C, C]" for some finite C. We also assume that « is independent of N.
This hypothesis implies that, uniformly, we have
TiTj| C?k
VN | = VN
This uniform bound will allow to expand the functions g;; in the variables w;;. To do so, we need to assume
sufficient regularity of the g,;, namely that, if || - || denotes the supremum norm:

(2.8) lwiz| =

Hypothesis 2.4 (Regularity of Log Likelihood). ||0,gi;(-,0)]], |102,9:;(-,0)|, 1102 g:; are bounded, uniformly in
l1<i<j<Nand NeN.

Remark 2.5. We can weaken the condition on the first derivative of 9,g;;. For the proof of universality in
disorder in Lemma 3.3, we require the third moment Ep, (p | 40)[0wgi; (D, w)]? to be bounded for all D and all
w® in the support.

There assumptions will be used to prove a universality result which states that a class of statistical inference
problems are equivalent to a low rank matrix factorization problem where the noise matrix has a variance profile.
In particular, we shall use as an application the degree-corrected stochastic block model.

2.2. Gaussian Estimation Problems with Covariance Profiles. The key point in our approach is that
the general inhomogeneous vector spin model can be reduced to a model spiked Gaussian matrix model with a
variance profile.
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2.2.1. Effective data matriz. Our first observation says that the derivatives up to the second order derivatives
of the function g encode asymptotically all its information. This holds even without the Bayes optimality
Hypothesis 2.1.

Lemma 2.6 (Free Energy Universality 1)

Suppose that Hypothesis 2.4 and Hypothesis 2.3 are satisfied. Let B be a o algebra such that the D;; are
independent conditionally to B. Then
2

Fn(g) = Fx(g )+o(\/ﬁ)

with
_ 1
9ij(D,w) = gi5(Dij, 0) + Owgij (D, O)w + SEp [07,9:5(D,0) | Blw®

This is a first fundamental universality result that motivates our study. Informally, this means that in order to
perform (in high-dimensions) estimation when we observed the data D given by the likelihood

0 0
x,; "Tj
gij(D7’LU> = IDPZ']' <D” W = U}) s

we can simply create an effective data matrix Y based on the Fisher score and Fisher information as

. 1
(29) Y:L'j = Aijﬁwgij(D, 0), Wlth r = Epij(Dlw:O) (6wg7;j(D, 0))2

ij
then the free energy (or the likelihood ratio) depends only on this new matrix.

2.2.2. Equivalent spike model. Under the Bayes optimality assumption Hypothesis 2.1, we can further simplify
the free energy by connecting with a Gaussian spike model. i.e. a model where the effective matrix Y is indeed
sampled from a Gaussian spike model with inhomogeneous noise.

For a N x N Gaussian matrix W, a deterministic N x N standard deviation matrix AQ%, and a N X k matrix
2% with column vectors z? € R* we want to estimate

1
(2.10) Y=Y2 =A% oW+ V2@’
in other words, for 1 <i < j < N
1
Yij = VAWi; + 7m$? -

Note that the A;; are non negative by (2.9). We also only care about the off-diagonal terms because the
diagonals are negligible.

The main difference in this setting, in contrast to the standard spiked matrix models, is that the coordinates
i,j play an important role in the behavior of our model. Observe that

1 1
A5 (Y~ al - af)

follows a standard Gaussian law. Then the random posterior distribution of X = (x1,...,xy) is
2
1 1 1
_ L L QN
PXIY) = g o~ o (¥ - o) ) argx)

After absorbing the terms that do not depend on X into the normalization, the density is encoded by the
Hamiltonian given by

1
Z w zj)*fA.jN(Ii'Ij)Q
\/ 1,] ?

1<J
1 1
2.11 = 0 oN(gs - 2:) — — (s - 2.)2.
( ) ;\/mglJ A”N( x])(‘xl x]) 2A”N('r1 x])
We define
1
(2.12) Fy(A) = +Ey log / eHn (@) pEN ()

where Hy (z) is the Hamiltonian defined in (2.11) and A is the variance profile.
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We will prove that solving the free energy of Gaussian estimation problems are equivalent to solving the free
energy of general inhomogeneous vector spin models with a specific choice of parameters in the Bayes optimal
setting:

Theorem 2.7 (Free Energy Universality 2)

Suppose we are in the Bayes optimal setting of Hypothesis 2.1, g satisfies Hypothesis 2.4 and the signal
space is compact as in Hypothesis 2.3. If we define

1 P
A = ]:Epij (Y|w=0) (8wgij (Y7 O))2 = /(611}91’_7' (K 0))26‘(]” (,0) dy,
3

then the free energy Fy(g) of the inhomogeneous vector spin models (2.3) satisfies

|Fn(g) — Fn(A)| = O(k3N~1/2),

Remark 2.8. We will need that the matrix 1/A satisfy Hypothesis 2.2 or 2.11 to get the limit of the free
energy. Similarly, & could go to infinity with N provided x®N~1/2 goes to zero but then one would need to
understand the asymptotics of supg ¢(Q): this will be the subject of a separate work.

We will also derive a stronger form of universality at the level of the spectrum of random matrices, instead
of at the level of the free energy. Consider the transformed data matrix

where D;; is the random variable with law given by (1.1) and the spiked matrix with variance profile ya
20(20)T

VN
defined in (2.10). Under some conditions on the smallest entries of the Fisher information matrix % (see
Hypothesis 3.13), we have the following universality result for the spectrum.

i,j <N

D:Di]‘ ,w:O

YA AP oW +

Theorem 2.9 (Universality of the Spectrum)

If g satisfies Hypothesis 2.2 and the corresponding Fisher information matrix (2.5) satisfies Hypothesis 3.13,
then

(1) Conditionally on x°, the empirical distribution u; of the eigenvalues of 3//% and the empirical distri-

bution po of the eigenvalues of \/%A O YA satisfy

Am d(p1, p2) — 0

in probability, where d is a distance compatible with the weak topology.
(2) Conditionally on x°, when the dimension goes to infinity, \/% < © Y2 has an extremal eigenvalue
away from the bulk if and only if % does, for almost all A and p.

2.3. The Limit of the Free Energy and Consequences. Given a sequence @ = (Qs)s<n of symmetric
K X K positive semidefinite matrices, the replica symmetric free energy is given by

n n ~ _ R
(2.13) PQ) ==Y BETQQ) + Y pE.on [ [ @A S apy )
s,t=1 st s=1
where
- "1
Qs=> Eﬂt@t,

t=1
and z° ~ Py and z ~ N(0, I,.) are independent. We have the following limit of the free energy.
Theorem 2.10 (Bayes Optimal Free Energy)

Suppose that Hypotheses 2.1 and 2.2 are verified, as well as technical Hypotheses 2.3 and 2.4. Then,
lim Fy(g) =sup¢(Q).
N—o0 Q
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We can generalize Theorem 2.10 to the case where A is not piecewise constant, but we then need to approx-
imate it by piecewise constant matrices. We then replace Hypothesis 2.2 by the following:

Hypothesis 2.11. Assume that there exists a non-negative measurable function A(s,t) such that
1 1
An) v A1)

We will also assume that there exists e > 0 such that A(s,t) belongs to (g,1/¢) for each s,t € [0,1] and the
symmetric operator + on L?([0,1]) given by

1 b
510 = | s eas

lim sup
N—=o0 g5 tef0,1]

o

is non-negative.
Remark 2.12. This hypothesis is satisfied if, for instance, A is C° and bounded below.

Under this hypothesis, Theorem 2.10 generalizes as follows. Let Q; : [0,1] = X be a measurable function
with values in the set of k X k symmetric definite matrices, and define

1 1 1 ~ 0 = T 2T
> = T K 1 (Qsz”+vQs2) x—

/ Als Qtdt

Theorem 2.13 (Bayes Optimal Free Energy with General Kernel)

T APy (2)

where

Then, we have:

Suppose that Hypotheses 2.1 and 2.11 are verified, as well as the technical Hypotheses 2.3 and 2.4. Then,
lim Fy(g) =supo(Q).
N—o0 Q

When the variance profile is discrete and if the probability measure P, is centered, the maximizers of ¢
defined in (2.13) satisfy the following fixed point equation

A Pt
(2.14) Qs =Y A E(x)g, @3,
where (-) o, denotes the average

[ fz) e(Q;x +V/Goz) o2 Qe dPy(x )
[ e(@s 204+y/Quz)To— 21Gat dPy(z)

(f(2)g, =

This fact allows us to compute the informationally theoretical optimal thresholds of the inhomogeneous estima-
tion problems.
We define the matrix minimal means square estimator of our signal 2°(x°)T by

MMSE(N) = mln ZE 0:,;(Y))*

z<]

where the minimum is over all possible estimators 8 that only depend on the data Y. We have the following
result for the limit of the minimal mean squared error.

Corollary 2.14 (Limiting MMSE)

Suppose that Hypotheses 2.1 and 2.2 are verified, as well as technical Hypotheses 2.3 and 2.4. Then for
almost all A and p, for any maximizer (Q1,...,Qn) of (2.13) and

lim MMSE(N) = Ep, 2273 — 3 pupe TH(QuQ0).

N—oc0
s, t=1
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It follows that the maximizers of (2.13) and the fact that they vanish or not are essential to quantify the
information theoretic thresholds for these inhomogenous factorization problems. Notice that we do not prove
the uniqueness of the maximizers but the uniqueness of the values of (Tr(QSQt))S’t regardless of the choice of
the maximizer, which is enough to guarantee the above statement.

We now classify detectability phase transitions with respect to the size of the variance profiles. Consider the
noise parameter matrices

1 1
p = diag(p1,...,pn) € R**" N ( > e R™™,

As,t
The size of the noise of the inhomogeneous models can be encoded by the largest eigenvalue of the matrix
\/f)% V/P- Let || - ||lop denote the operator norm of the matrix, which is equivalent to the largest eigenvalue when

the matrix is symmetric and positive semidefinite. We have the following thresholds on recovery.

Lemma 2.15 (Recovery Transitions)

Suppose that Hypotheses 2.1 and 2.2 are verified, as well as technical Hypotheses 2.3 and 2.4. Furthermore,
suppose that Py is symmetric. We have that
(1) If
1 1
ox v, < e

then limy o Fn(g) = 0 and limy_,oo MMSE(N) = Ep, [|z2T||3.
(2) If

1
V| > e
HfAf L TCon@IE,

then limy 00 Fn(g) > 0 and limy_,oo MMSE(N) < Ep, ||z27||2.

Remark 2.16. If F, is a standard Gaussian, then we can improve the first bound to conclude that if

ry

<1

op
then the signal is not recoverable, which gives us a sharp phase transition when the priors are Gaussian.
Technically Py does not have compact support, so it will violate Hypothesis 2.3, so universality of models with
Gaussian signals will require a bit more work to show. However, the computation of the free energy of the
inhomogenous spiked matrix model (2.10) does not require the compact support Hypothesis, so we do have a
rigorous proof of the sharp transition in this case.

There is a gap between the two thresholds in Lemma 2.15. To explore the phase transition, we can numerically
solve for the maximizers of ¢ defined in (2.13) to test if the phase transition is tight.
We first check the behavior for K = 1, n = 2, and a non-sparse symmetric prior

1 1
Po(£l) =- Fy(0) = =.
o(£1) =7 B(0) =3
Under these assumptions, it follows that || Cov(z)||2, = 7, so the phase transition in part 2 of Lemma 2.15

happens at = 4. For matrix paths p(t) and matrix A(t) we plot the free energy F(g) corresponding

NN

op
to the parameters A(t) and p(t) versus the operator norm of \/p(t)ﬁ\/p(t) where ¢ € RT. We consider the
following noise profiles

1 t tt

I _ |3 0 L _ |t 3 L _|3 1
Ag(t) [0t Ap(t) 3 ¢ Ag(t) g ¢
with proportion p = diag(0.4,0.6). Figure 1 shows the relationship between the free energy and the inhomoge-
neous noises at the 3 different choices of the matrices A and p. We see in the figure that the transition derived
in part 2 of Lemma 2.15 appears tight in this case when the prior is not sparse.

Another example, where the transition in part 2 of Lemma 2.15 does not appear to be tight is when estimating
a sparse signal. We thus now examine the behavior for k = 1, n = 2, and symmetric prior

Py(£1) = 0.03  Py(0) = 0.94.
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Models with Dense Prior
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FIGURE 1. The free energy as a function of the noise. A case with a continuous phase transition
(dashed line) separating the undetectable regime from one where detection of the signal is
possible.

Under these assumptions, it follows that W ~ 278. In Figure 2 we plot the limit of the free energy of
op
the matrix

s [t 4

and proportion p = diag(0.4,0.6) versus the operator norm of \/ﬁﬁ\/ﬁ where t € R, In this scenario, there

is a clear gap between the upper bound on the transition m (denoted by the purple line) and the actual

transition (denoted by the green line) when the free energy becomes positive. In this paper we do not focus on
algorithms but in analogy with the homogeneous case [31, 30] we anticipate that the transition at m in
fact has an algorithmic meaning of a threshold beyond which a corresponding message passing algorithm is able
to find a vector correlated with the signal and below which it is not. The region in between these two threshold
is then conjectured to be algorithmically hard.

Next, we examine the behavior of the limiting free energy as the proportions of the two blocks vary in the
same setting of the sparse Rademacher prior. We consider the case when p = (p,1 — p). We consider fixed

st o 3]
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Models with Sparse Prior
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FIGURE 2. The free energy as a function of the noise. A case with a discontinuous phase
transition (orange dashed line) separating the undetectable regime from one where detection
of the signal is possible. We plots the free energy of two local maximizers (in blue and red),
it is the larger one that provides the final result. The purple dashed line is a position of the
threshold from part 2 of Lemma 2.15 that is not tight in this case.

For each choice of p € {0.1,0.2,0.3,0.4}, we again plot in Figure 3 the limit of the free energy of the matrix
A(t) and proportion p versus the operator norm of \/ﬁ%\/ﬁ where ¢t € RT. In this case, the phase transition is
independent of the proportions p.

If we now consider a non-diagonal inhomogeneity matrix

1 Tt ot
A |t 4t
the phase transition is dependent on the proportions p as depicted in Figure 4. It remains to study the
dependence of the limiting free energies on the structure of the noise more rigorously. In particular, it appears
that phase transition at m can be improved for certain choices of sparse symmetric priors. However,
op

this will likely be a difficult problem to solve, because it will depend on both the covariance structure A and
the proportions p.

2.4. The BBP Transition of a Transformed Homogeneous Noise Model. Recovery transitions can also
be studied from the point of view of the BBP transition [5] in random matrix theory. In the following, we
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Varying the Covanance Structure in Models with Diagonal Noise Profile
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FIGURE 3. The free energy as a function of the noise parameter, for groups of different sizes
p, and diagonal inhomogeneity A.

Varying the Covariance Structure in Models with Non-Diagonal Noise Profile
1
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FIGURE 4. The free energy as a function of the noise parameter, for groups of different sizes
p, and nondiagonal inhomogeneity A.

compute the transition for a normalization of the spiked matrix that will move the noise profile onto the signal,

1 1 1 1 1
Y OY = —W+ ——— 02"

VN A% VNt Nper 07 )

The normailzation by \/Lﬁ was to ensure the eigenvalue distribution is supported almost surely on a compact

set, and the normalization by Aél moved the noise profile onto the signal. Classical random matrix theory
2

arguments can be used to compute when the largest eigenvalue separates from the bulk of the transformed
matrix.
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Lemma 2.17 (BBP Transition)
The largest eigenvalue of the matrix %Y ® ﬁ separates from the bulk when
2

When the noise profile A is not identically equal to one, the region of noise described in Lemma (2.17) where
the top eigenvalue separates from the bulk is contained in the recovery regime Lemma 2.15. This means that a
naive reduction of the inhomogeneous problem to a homogeneous problem does not yield the sharpest transition
for these inhomogeneous noise models. This behavior is different from the classical homogeneous noise models.

Proposition 2.18 (Gap in Thresholds)
We have

1
ol > ————.
AQI op | Cov(@)][op

2

H\TAW */’%ﬁ o

with equality holding if and on]y if A = ¢ for some constant c. In particular, when A # ¢

{ o pzm}c{’“ﬁi M}

so the information theoretic detectability regime strictly contains the BBP transition.

2.5. Application to the Degree Corrected Stochastic Block Model. We now apply our results to the
degree corrected stochastic block models (DCSBM) introduced in [26].

We consider a dense community detection problem with x > 1 communities in a network of NV nodes. If the
vertex i belongs to the community ¢; € {1,..., k}, then its membership can be encoded by z; = e;, € R* where
et, is the ¢;th basis element in R®. In particular, for any two nodes i and j, z; - v; = 1 if they belong to the
same community and x; - x; = 0 otherwise. If we choose the prior Py to be uniform on all basis elements, then
we are in the setting with equally sized groups.

We now build a site dependent adjacency matrix that encodes different probability of attaching an edge
depending on if the vertices are in the same group or not. In contrast to the standard stochastic block model,
we consider a vector of site specific parameters (01,...,0x) € (0,1)" which controls the global probability of
any vertex being attached to node ¢. For each i,j we also define a k X K connectivity matrix

0,0; 0.0, ... 0,0; 1 0 ... 0

c._ |0 : LA (o R
1] — e

: : : VN | . -

: . - 00 : . -0

In particular, this implies that the probability to attach an edge between vertex 7 and vertex j is 6;0; if they are
in different communities and if they are in the same community, then the probability is different by an additive
factor of \/’\» The precise output channel for the adjacency matrix of the entire graph is given by

A
(2.15) Pout(Dij =1]2°,0) = 0,0, + ﬁm? s
We will generalize the framework slightly and consider parameters (6;);<n with each §; sampled independently
from some distribution Py on (0,1) C R™ (the precise interval doesn’t matter because we can scale the poy; > 0).
As usual, we also generate a vector ° € R* according to Pp. Finally, we generate the adjacency matrix D;;
according to (2.15). The parameter A is the signal to noise ratio in these models.

Remark 2.19. If Py(0 = 1) = 1, then this model reduces to the classical stochastic block model.

2.5.1. The Limit of the Free Energy. We now state the limit of the free energies in these models. Suppose
that Py is supported on finitely many points (6™, ... (™) € (0,1) with probabilities pi,...,p,. We define
A= (As,t)lés,tén by

1 \? \?
(2.16) Aa (9(8)9@) + (1— g(s)e(t))>
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and consider the conditional probabilities

1
2.1 X|D — In Pour (Ds | .6) dPy(z;
(217) PXID.6) = 5 pas I [T )
1<i<j<N 1<i<N
where
(2.18) Pouwt(Dij = 1] ,0) 99+A and P,y (Dij =0]2°0)=1-00 A
) =1|2,0)=0,0; + —mz; -x; an =0020)=1-0,0, — ——x,; - z,.
out %] A \/N [ 7 out (%] A \/N i 7
We define the collection @ = (@1, ..., Q,) of symmetric positive semidefinite x X x matrices and the functional
- s z VTgp— 2 Qs ng
21 e@=- Y L. +Zps oot | [ @2 aPy(a)
s,t=1 st
where for s € {1,...,n},
Qs Z A tht

20 ~ Py and z ~ N(0, I,.) are independent. The limit of the free energy is given by maximizing this functional.

Corollary 2.20 (Free Energy for Discrete Degree Corrected Stochastic Block Models)

If Py = Y0 | pibgcy with M ..., 00 € (0,1) then the free energy of the degree corrected stochastic block
model is

. 1
lim NE InZx(D,0)— Zln Pouw(Dij|z=0,0) | = Slclgp 0(Q).

N—o0 —t
1<J

where the parameters of the model are given in (2.16), (2.17), (2.18) and (2.19).

Proof. We essentially check that conditional probabilities in (2.18) satisfy the conditions for the inhomogeneous
vector spin models required in Theorem 2.10. Hypotheses 2.1 and 2.3 are clearly verified. We next check the
two other assumptions.

Hypothesis 2.4 (Bounds on the derivatives): The corresponding function g;; is the log likelihood expressed

; g 1,0, .0
as a function of D;; and NIRRT

gij(].,’LU) =In Pout(Dij =1 | w,G) = IH(GZGJ + )\w)
and
gij(O,w) =In Pout(Dij =0 | w, 0) = ln(l — GZGJ — A’LU)

Notice that our function g is smooth in w, and well defined for w such that 1 —6;6; — Aw € (0, 1). Furthermore,

A A
59 (Dw)=D—"— —(1-D)—
(2.20) Ouwgi (D, w) 0:0; + \w ( IT- 0i6; — Aw
)2 A2
(2.21) 0u9i3 (D w) (0:0; + \w)? =D 0:0; — Aw)?
2)3 2)3
(2.22) 83 gi5(Dw) = D -(1-D)

(Giej + /\’LU)3 (1 — 919j — )\w)?’

which are all uniformly bounded provided that 0 < 8;0; + Aw < 1 for all ¢ and j and w in the domain. Since w
goes to zero, for N large enough, it is enough that the #() belong to (0, 1) independently of N.

Hypothesis 2.2 (Positive Definiteness of Noise Profile): By definition, we have

1
Ay

(2.23) - (9;\; - (1—/\;%—))

A2 A2
=Ep  (Djw= (8wgi-(D,0))2] = <P(DZ~ =1] w =0,0)—5—= + P(D;; =0] w? = 0,0))
P;;(D|w=0) { J J 9232 J J (1— 9i9j)2
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because P;;(D;; =110,8) =66, =1— P(D;; =0]0,0). Observe that A;; is piecewise constant since the 6;’s
are piecewise constant. We denote as well A the n x n symmetric defined in Hypothesis 2.2. We next show that
the matrix ﬁ is non-negative. To see this, notice that

A2 1 1
(2.24) {] 2 [ . }
000 || o IORNTION R

is positive semidefinite because it is a Gram matrix. Furthermore, for [#(®)8(Y)| < 1, we have

A2 e
A —— (OMNITION
gy = A Do) )
k=0
by its Taylor expansion, so
A2 250: ok
(2.25) [ . ] =\ OOk,
(1 - 0( )e(t)) 1<s,t<n k=0

where © = [H(S)Q(t)]lg&tgn. The matrix © is positive semidefinite because it is a Gram matrix, and the Schur
product theorem implies that the Hadamard powers are also positive semidefinite, so is also (2.25) positive
semidefinite. This concludes the proof. (I

We can also apply Theorem 2.13 to this setting. To this end we assume that

Hypothesis 2.21. Assume that 0| v, converges uniformly to a measurable function (9(5))56[071] with values in
a compact subset [a,b] of (0,1).

~Let Q(0) : [a,b] — S} be a measurable matrix valued function. Let ¢ and 6’ be independent samples from
Py. We define

1 A2 A2
2.2 == 4+ =
(2.26) A0,07) (99/ o 99/))
We have
Tr(Q (9) (t) 1 (N0, SR 2T e
(2.27) / 0 6) 9((159) ))dsdt—i—/o dsln {/e(Q(e( el +V/Q(O))2)Ta— =S5 dPo()

where the expected value is with respect to 6,6, z°, z and

(2.28) O(6) = /0 mczw(s))ds.

It follows by approximation that Corollary 2.20 holds in the limit.
Corollary 2.22 (Free Energy for Degree Corrected Stochastic Block Models)
Under Hypothesis 2.21, the free energy of the degree corrected stochastic block model is given by

lim —Eln Zx(Y,0) — ZlnPout(Yi”x:O,H) = sup »(Q).
Q

N—oco N —t
1<J

where the parameters of the model are given in (2.17) (2.26) and (2.27) and (2.28).

2.5.2. Rademacher Prior. We now consider the case when P, takes values in {—1,0,1} such that for p € [0, 3]
(2:29) Py(-1)=PR(1)=p  P(0)=1-2p.
If x ~ Py, then Var(xz) = 2p. We define the n x n matrices

1 1 .
A (As,t>s,t§n p = diag(p1,...,pn)-

In the degree corrected stochastic block model, the parameters were encoded by Py supported on finitely many
points (8™ ... (™) € (0,1) with probabilities p1,. .., pn,

1 A2 A2
(2.30) A = (9(8)9@) + (1— g(s)e(t))>
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Varying the Degree Parameters in Models with Sparse Priors

nog — G1=0586=1/20 !
6, =056 =3/20

— 61=056:=5/20

noy  —— B1=0568=7/20
6, =056 =9/20

00z

Limiting Value of FE

0oL

1
(=g
0.00

300 320 340 360 380 400

”'l ?:T' ala.l‘

FIGURE 5. Free energy as the function of noise for the DCSBM with a small size of one of the
groups. We see a discontinuous phase transition (purple line).

and for i.i.d. 6; ~ Py

A A
(231) Pout(}/ij =1 | xZ, 0) = HZQJ + ﬁxi c Ty and Pout(}/ij =0 ‘ ZZ?O, 0) =1- Giﬂj — ﬁmi c L.
Recall that the replica symmetric functional is

n

n B — T T)s
(2.32) Q) =-— fzptt Tr(QQ:) + ZpsEz,wO In {/exp ((sto + Qsz> c-Z ? a:) dPéi(x)]

s, t=1

s=1

where

- "1
Q=Y A. ttht~
t=1 =%

The replica free energy functional is identical to the one computed by a spiked matrix with covariance profile
given by (2.30). By Lemma 6.4 and Lemma 6.5, we can conclude that

(1) ¢ has a unique maximum at a sequence of matrices with all entries equal to 0 when
‘ 1
< —
(2) ¢ has a maximum at a sequence of matrices where at least one matrix has a non-zero entry when

op 9
1 1
G

N

> .
4p?

op

Since p < %, this transition is clearly not tight.

We can numerically solve the free energies to see how the phase transitions depends on the inhomogeneity. In
the n = 2 case, a perfectly homogeneous model is when all entries of % are identical the phase transitions agree
with known results [31]. We analyze the effects of changing the homogeneity on the locations of the maximizers.
To do this, we can fix 6; and 0> and vary the parameter \. If we consider the sparse case when p = 0.025 in
(2.29), we plot in Figure 5 the limit of the free energy versus the operator norm of ||\/p%/p|lop- In contrast,
we consider the dense case when p = 0.25 in (2.29) and plot again limit of the free energy versus the operator

norm of ||\/ﬁ% V/Pllop in Figure 6. The second bound appears to be tight when the average degree encoded by
p is high.
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Varying the Degree Parameters in Models with Dense Priors

0.004 |
— 8, =058 =1/20 :
8, =058 =3/20 i
0.003 |
— §,=0568:=5/20 H
— 5, =056:=7/20 :

1
W 0.002 61 =0.56:=9/20 : TEm

=] |
© |
= |
T 000l ,
& I
5 i
E |
E oooo :
|
|
i
—0.001 :
i
|
—0.002 !

30 35 40 45 5.0 55 6.0

1V er 0l lae

FIGURE 6. Free energy as the function of noise for the DCSBM with comparable sizes of one
of the groups. We see a continuous phase transition (purple line).

2.6. Outline of the Paper. We first start with a proof of the universality result explained in Lemma 2.7.
In Section 3, we move onto proving the limit of the free energy in Theorem 2.10 by proving the lower bound
using interpolation in Section 4. We prove the matching upper bound using concentration of the overlaps and
cavity computations in Section 5. In Section 6, we study the maximizers of the free energy, and explore its
consequences on the information theoretic thresholds.

3. UNIVERSALITY IN INHOMOGENOUS VECTOR SPIN MODELS

In this section, we proceed to several approximations to arrive to Theorem 2.7. We start by showing only
the second order Taylor expansion of g matters in the computation of the free energy (recall the definition of

Fn(g) in (2.3)).
Lemma 3.1 (Independence of Third Order Expansions)

Ifsupi,j IIGigijllm < 00, then
3

Filg) = Fn(3) +O( )

where )
Gij(D,w) = gij(D;j,0) + 0wgij (D, 0)w + 5512”9@(177 0)w?.

Proof. By Taylor’s theorem, for all 4, j,

w};
3!
for some 0;; € [0,1]. Since our hypothesis implies that [w;;|o. < C?k/v/ N, our assumption that sup; ; [|95,gi5llee <
oo implies

1
9ij(Dij, wij) = gij(Dij,0) = 0w gij(Dij, 0)wij + 5312091‘1(1)1‘;‘» 0)wy; + =205 g5 (Dij, 0ijwij)

1 % 3
HN Z %gqﬁf’) (Yij, Oi5wij) || = 0(#)

from which the result follows. O

The next step in the reduction is to prove that the coefficient of the second derivative term can be replaced
2
by its conditional average. We let B be a sub o-algebra of RV x (R%)Y and denote by Pg (resp. Ey[.|B]) its
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associated conditional probability under Py (resp. its conditional expectation). Later on we will simply take
B to be the o-algebra generated by z°, and therefore Py will just be the distribution of Y knowing the 2°.

Lemma 3.2 (Concentration of Second Order Terms)

Assume sup; ; [|02,9i5(-,0)|loc < 00 and Py compactly supported. Let B be a o algebra such that the Y;; are
independent conditionally to B. Then
2

Fn(3) = Fn(9) + O )

with
_ 1
gij(D7 w) = Gij (Dlﬁ 0) + awgij(Dv O)w + §ED [aigij (D7 O) | B]w2

Proof. Notice that
Fn(§) — Fn(g) = ]ED%IH <62f Yici T (0%9i5(Dij,0)~Ep[07 9:5(Dij ,0)| B]) (z] x;) )>
where
f f@z'i<j gq‘,j(Da‘,ijij)dP(()X)N(l,)
f i<y f?ij(Dijvwz‘j)dp(?N(x) ’
Let Z be the N x N symmetric matrix with entries so that Z;; = 0 and for i # j

(f) =

Zij:4\/>(82gw( ;' Dij,0) —Ep[07,gi;(S;;' Diz, 0)| B)) .

As a consequence
1
E . m(gww(Dija 0) - ]ED[gww(DijaO)\B])(ffz-xj)Q =Tr (Z(fof)Q) ‘

1<J

Z is a random symmetric matrix under Pp which has centered independent entries with covariance bounded

by C/N and where (z7z)? is the matrix with entries (z]z;)2. Because v NZ has bounded entries, we can use

concentration inequalities due to Talagrand (see [4, Theorem 2.3.5] and [24, Lemma 5.6]) to see that there exists
some finite L such that, uniformly,

(3.1) Pg (|| Z]|os > L) < e NE—Lo)
On {||Z||coc < L}, we have the bound

K

N
|Tr(Z( z'x) Z ZZUCQ (K"xj(k)x; (k") Z )2 < CLK®N

k,k'=1 1,5 k'=11=1

for some finite constant C' depending only on the bound on the support of Fy. Hence, we deduce
2

o)

Moreover as we assumed that 92 9i5(D, 0) is uniformly bounded, the term in the above expectation is uniformly
bounded and therefore the first term is going to zero exponentially fast by (3.1) for L large enough. (]

1 ;T
FN(g) —FN(Q) :]ED]'HZMZLNIH< le<1 gf(azgu( Yij,0)— ]ED[BQQLJ(DzJaO)‘B])( 5) >+O<

We finally compare our free energy to those of a spin glass model. It will depend on three matrices with
entries:

(32) i =Epl029i;(Dij,0) | 2°),  pij = EplOwgij(Diz,0) | 2°], 07 = Ep[(8uwgij(Dij,0) — pij)? | 2°).

By universality, we will prove that we can replace 0y9;;(D;j, 0) by oijWij + pj where W, are i.i.d. standard
Gaussian variables (under the assumption that v Np;; = O(1)). Let

1
Fi(@,1,7) = Eyzo | 1 E, [exp(Hiv(2)]
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with
1
= (1/ ZU”WZJJJ i+ i, :cj> + WZ%j(xiij)Q
1<j 1<j
K/ 1 K
(3.3) = (\/ > oiiWijwi(k)a; (k) + g (k) ( )) + 5w D0 vigwi(k)w(k)wi () (0).
=1 i<j k=1 1i<j

Then we shall prove that :

Lemma 3.3 (Universality in Disorder)

Assume that

< 0

Ep||0wgij(Dij, 0) — pi;]*[2°]
=

sup [|ijlloc = O(N™Y2), sup|lof; o < 0o, sup
1,] ij 5,

oo

then
13

Fy(3) = Fx(o.1.7) +0(5775)
where F (o, u,7) is the free energy with respect to the Hamiltonian defined in (3.3).

The proof follows from the following approximate integration by parts lemma [34, Lemma 3,7].

Lemma 3.4

Suppose z is a random variable that satisfies Ex = 0, E|z|> < oo. If f : R — R is twice continuously
differentiable and || f"||cc < oo, then

[Eef(r) ~ Ea’Ef (@)] < 5|7 | Elaf’

Proof. We follow the proof of Carmona-Hu [13] presented in [34, Theorem 3.9]. To compare the free energies

Fy(g) and Fy(o,p, k) we use an interpolation argument. Conditionally on z°, consider the interpolating

Hamiltonian defined for ¢ € [0,1] by

1
Hy(z,t) \ﬁZ( 9i59(Dij,0) — piz) + V1 —toy; w)x Zj+ \FZNUZE i+ ﬁZ’Y?ﬁj(sz’sz)z

Z<j 1<j
ZO’U (\[WH + V1 W”>x x; + \/» Zuux x; + IN Z%J xlTx] 2
Z<] 1<j 1<j
where we defined Wzy =0, (awg” (D;;,0) — ;) to simplify notation. Notice that
Ep[W7 | 2°] = 0, ”Ep[(0wgi; (Dij, 0) — pij)?|2°] = 1
and
Ep[Wij | 2°] = 0, Ep[(Owgi; (Dwo) Mz‘j) | 2% =0
so both W and W have mean zero and variance 1. Also Ep|W, ol < - ( 10wglloo)? is uniformly bounded.
We define the interpolating free energy

J f(z) exp(Hy (z,t))dPo(z)
[ exp(Hy (x,t))dPo(z)

1
¢(t) = Ep[InEx exp(Hn (2,1))[2°], (f): =
and notice that

330

1 -
/ T
¢'(t) =Ey E :Uij[[ij<xi Tj)e — 3/2 E :UZJ D
2VEN3/2 21— tN3/2

Let f(Wi;) = (z]2;); (the dependence on W is in the numerator and denominator in the Gibbs measure). We

find that
6~f _ \/TEUij (((xl -xl-
oW, VN !
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and

2 0'424
oL = S (et a2t b a? D (ko 22+ 2(Cah o )t ).

Therefore the second derivative is bounded by
D*f | <SP IE b0 gis (Dij, 0) — pij|?[x%]]| o 6C
owE "~ N

where C' is such that z € [-C, C]* almost surely. Applying the approximate integration by parts lemma to w
stated in Lemma 3.4 applied conditionally on z° implies

1 . o
ol a0 Wistalae | = 52 (Epl((at -2} 1a%) - Bl(o} - (a2 - | ]|
< 50 oG (D10) = Pl Soup BIWS 127 _ o 1
- N 4N3/2 - N5/2

by our assumption on the uniform bounds on the conditional expectation of W. The classical integration by
parts lemma for Gaussian variables implies

0.2

Bu | 5 WaeTane| = st | (et - = (et e e - )|

Summing over i < j gives us the bound

01 < 0(<)

so that
_ K3
(1) = ()] = [Fn(3) = Fy(o.1.%)| < O( 5775 )-
O
Remark 3.5. We use the notation z},2?,... to denote the replicas. They are independent copies of z under

the corresponding Gibbs measures.

We can now further reduce our problem to a Gaussian estimation problem under the Bayes optimal assump-
tion of Hypothesis 2.1. Indeed, recalling the definition of the Fisher score matrix (2.5), it results in special
relation between o, u and v which state as follows.

Lemma 3.6

Assume Hypotheses 2.1 and 2.3. Then for all i, j € [N] the terms defined in (3.2) satisfy

(EO'I'O

; 1
=+ O(KNTY),  of = = +O(kN™?), Vii = TN +O(kN~1?)

g

Hij = )
! Aij\/ﬁ ij

Proof. The fact that g;;(D,w) is a log-likelihood is very important in this section, and the results in this final
decomposition do not apply for general g. Firstly, using the fact that P;;(-|w) is a probability measure for all
w and ¢ < j,

(3.4) /Pij(y|w) dy = /eg“(y’w)dy =1

By differentiating (3.4), it follows that for all w,

(3.5) Ep, (pju)Ohuis (D w) = Do / e9W) gy = 0

(36) EPij(D\w) ((8ng](D, ’LU))2 + aig”(D,w)) = ai/egij(y’w) dy = 0.
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The conditional laws of D;; given the signal 20 are independent, so we have the following reductions of the
parameters p;; and o;;. By (3.5) we get

Hij = /3wgij(y’O)egij(y,w?j)dy

/ (Dugis (4.0) — Dugis (y, w))e?s V) dy

—ul /8‘2”gi'j(y’ 0)e?s @0 dy + O((wf;)?)
0.0

~ (=2 ) B, (b= @9i5(D,0) + O(x*N )
VN )

where we applied Taylor’s theorem in the fourth equality. Applying (3.6) one more time implies that
0...0 0...0

Hig = = 7= Bp(Dpw=0) (Ouis (D, " TAVN T
ij

where we recall that (2.5)

= Ep, (jw=0)(Quwgi;(D,0))*.

Similarly, (3.6) implies

0
oh = /(@ugz‘j(y,0))2€g(”’“’“)dy — 1

. wQ. L. w‘)v
ﬂ%%mmﬁ4%%m@w%Mww@—/%%m@WM%w@—@

—ij + O(wij) = =755 + O(kN~/2).

We can do this trick one more time and apply (3.6) to see that
Yij = /aigij (y,0)e97 ) dy

-y , 1 _
= Wi /ai)gij(:%O)egl](y7 ”)dy - /((8wgw(y7w))2 - (8wgij(y7O))2)eg”(y,0)dy - T + O(KN 1/2)

ij

1
= — N7/,
A, +O0(k )

O

With this in mind, an interpolation argument and Gaussian integration by parts will prove that the Hamil-
tonian associated with the free energy F'(o, i, y) in the Bayes optimal case

i Wos i 1

HN o pun(T) = ; Z\j/—N” (@i - xj) + \/%(xz i) + o i (@i ~x5)?
can be replaced with the following Hamiltonian

(29 29) 1
H + A E i X)) — ——— (2 - X 2

N, A ; \/m 7 A”N (‘T m]) QA”N (l‘ x])

without changing the limit of the free energy. We let
1

(3.7) Fy(A) = Ew.ao InEyefval@)

The form of this Hamiltonian is identical to the free energy in the low rank matrix estimation with Hadamard
covariance profile, which we introduced in Subsection 2.2.1.

Lemma 3.7 (Reduction to Low Rank Hamiltonian)
If (3.4) holds, then

Fn(o, 1, k) = Fy(A) + O(K*N~Y2)
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Proof. Consider the interpolating Hamiltonian,

1 7 ti'
Zw‘” L(a; - 25) + L (2 - 25) +

i<j

W gy 4 ) ) -
; 2] J AUN J QAUN

where W and W are independent standard Gaussians. If we define

t
2NI{Z](x’L : IE])Q

ZT; - LL’j)2.

1
p(t) = N]EW,W,ZEO InE, et (o)

then

S(t) = J1VE<atHN(t,x)>t

L oiiWij Hig 1
- NE(; 2\}\F< j)t +\/%<$i'xj>t+2]VI€ij<($i'$j)2>t)
1 Wi (20 - 29) 1
__E AL B T Y = (- 1)
N (; 2mm<x AN (@i - x5) QAZ-J-N«QU x;) )t)
where (-); is the average with respect to the Gibbs measure Gy oc e/¥(:#) Recall that (3.5) and (3.6) imply
0..,.0

il +O(k*N™Y) and 02 = —ij + O(kN~Y?) = ! +O(kN~1/?)

J
pij =
Y VAN Aij
This implies that the terms without the Gaussian W, W cancel each other. For the first terms of each expectation,
we integrate by parts to find

1 i Wi Y= ST 2 (@l )2y, — (2l - 2l) (a2 - 2
7EZQ\[\/*< ] t — 2NQZ U(<( i ]) >t <( i j)( i ])>t)

1<j 1<j

Ti)e +

and

W 1 1 12 1 1 2 2
WEL T A = e o (e (et )

i<j

so the difference of the Gaussian terms are also of order O(kN~1/2). Therefore,

¢/ ()] = O(kN~Y/2),

which completes the proof after integrating ¢ on [0, 1]. (]
Remark 3.8. Notice that p;; = O(ﬁ), so one of the hypothesis in Lemma 3.3 is automatically satisfied.

/eg(D,w) dy _ /eDw dy

does not equal to 1, so (3.4) is not satisfied and Lemma 3.7 doesn’t apply.

Remark 3.9. In the spin glass setting,

The proof of the main universality theorem is now immediate.
Proof of Lemma 2.7. The result follows by combining Lemma 3.1, Lemma 3.2, Lemma 3.3, and Lemma 3.7. O

Lastly, the computations will be much simpler if Py(z°) was supported on finitely many points. We will now
prove that general Py with bounded support can be approximated by Py with finite support. Suppose that P,
is supported on [—C, C]*. We can discretize the support in K blocks by defining the function f : [-C,C]* —

[-C, C]* by
C 1K Clz.K
@y, 2e) = (KLcJMK{ c J)
Notice that each coordinate of f(x) is supported on 2K points. We define Py = Po f~! and set

1 1
Fy () = Ewgonp, |5 InEanr, [exp{Hy,a(@)}] | and FH(A) = Ewgonp, |1 InEanp, [exp{ Hy.a (o)} ]
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Lemma 3.10 (Approzrimations of References Measures with Finite Support)

For any N > 1, we have
204 K2

[Fn(A) = FR(A)] < TAIE

Proof. To simplify notation, we define &; = f(z;) to be the discretization of z; and Fy(A) = Fx(Fp). Consider
the interpolating Hamiltonian

\[W .Y t
) = (@i ay) (1) = s (@ 1)
E‘/A”N i) 7 2AGN J

\/7W” L A-n@ ), .
" A”‘F er(xl x])_éAijJ\)[(mi'xj)

where W;; and W;; are independent standard Gaussians. We consider the usual interpolation Hamtiltonian

1<J

1 .
o(t) = NElog E, e~ (@t),

From integration by parts and the Nishimori property (see equation 4.4) to simplify the Gaussian terms, we see
that

¢ =Y gxpa (B - ) 2) ~ E(@ - 2@ 5,))).

Since the A12 are uniformly bounded, we have the upper bound
i

1

') = grag [ )i w) = (30 3) (- 3)
1 zi-x;— - a) (2?20 1 29 .29 —39. 39 (g, - %,
i R R | B G C I RE RACHER)]
1 L. 1/2 -0 ~ L 1/2
< 47HAIIOO ((E<(Zi sy — & 85)°)E((2] - 25)%) 7T 4 (B((a? - 2} — 37 - 7))*)E((F: - 75)%)) D

1/2
< 5 \2
< ” ” ( (x;-xj — Ty - Ty) >>

< i)+ @—a)?)
> T; T — X .
A|| !
Since ||lz; — Filloo < £ and [|z; — #[loo < < and Py has compact support, we get the rough bound
204 2 04 2
KO < 7 = le() = e(0)] € 77—
[[Alloo & [A]|oo K
so the statement follows since (1) = Fy(Py) and ¢(0) = Fn(Py). O

Remark 3.11. We can also modify this proof so that it holds as long the probability is compactly supported
if we assume that the tails do not grow too much. We just have to be more careful since instead of using the
uniform bound on the measure, we can get a bound in terms of E|z||3 like in the proof in [29]. The same
argument (interpolating among the A’s rather than the x) shows how to deduce Theorem 2.13 from Theorem
2.10.

Therefore, without loss of generality, we may assume that Py is supported on finitely many points, because we
can always approximate general Py with compact support up to arbitrary accuracy with a probability measure
supported on only finitely many points. Similarly we can assume that A is stepwise constant.

3.1. Spectrum Universality. In this section, we state a stronger form of universality than Lemma 2.7. Con-
sider the transformed data matrix
1 1

\/N = ﬁawgw(

D;;,0) 1, <N
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where (D;;); ; are independent and distributed according to P;; conditionally on @° as in (2.1), and the nor-
malized spiked matrix with variance profile ﬁYA defined in (2.10)
(2°)(=%)"
VN

In the Bayes optimal setting the first two moments of the matrix Y are equivalent to those of % OY2 up to a

O(\/—lﬁ) term. Define

YA =A®2 oW +

fiij = By [Yi; | 2], &7 =Ey[(Yij — fii;)* | 2°].
and

1
wo], o} =Ey {( OYA — i)’

A

1
MijEY[QYA A

]

Assume that Px € 2 (R") has compact support. Then for all i, € [N], we have
0.,.0

By Lemma 3.6, it follows that
Corollary 3.12

~ Ti " T 2a7—1y =2 1 ~1/2
,uz] .Zj /7N ( ) 1] 2” ( )
and
R 1

i = S = 045 = .
Hig A”\/N J Aij

Furthermore, we assume that the Fisher information matrix (2.5) satisfies the following assumption

Hypothesis 3.13 (Quadratic Vector Equation Conditions). Assume that there exists parameters p,q, P > 0
and L € N such that

(1) For all N,

<q i, <N

(2) For all N,

1\"* D

— > — i, 7 < N.

(N A)ij - N b=

(3) The unique solution (m;(z));<n of vector of analytic functions on C* = {3z > 0} to the following
quadratic vector equation,

! —z—i—iv:im»(z) S(z) >0
(z) 7 oAy '

m;
going to zero when 3z goes to infinity, satisfies
|m;(2)] < P, i,7 < N,S(z) > 0.

We have
Theorem 3.14 ( Universality of the Spectrum)

If g satisfies Hypothesis 2.2 and the corresponding Fisher information matrix (2.5) satisfies Hypothesis 3.13,
then

(1) Conditionally on °, the empirical distribution u; of the eigenvalues of }/ﬁ and the empirical distri-

bution p, of the eigenvalues of \/%A OY? satisfy

N—o0
in probability.
2) Conditionally on xz°, when the dimension goes to infinity, ——~ ® Y® has an extremal eigenvalue
g VNA g

away from the bulk iff \f;ﬁ does, for almost all A and p.
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Proof. We fix the realization of #° and assume that z° € R” to simplify notation (see Remark 3.15 for the
generalization to higher rank). We first show that the spectrum of \/%YA and the spectrum of

Z:\/LN(Y/—[LJru)

differ by a matrix with operator norm bounded by O(1/v/N). Indeed, bounding the operator norm by the
Hilbert-Schmidt norm, we get,

1/2
1 - 1 _ kiN? k?
12=7F Yl = | § %:(mj — i)t | < 0(w) = O(ﬁ) :

Next, we check that the empirical distribution of the eigenvalues of Z and of \/% < © Y2 are close, as well as

the largest eigenvalue. We first consider the recentered matrices

~ 1 ~ 1

W:ﬁ<Y—ﬁ)7 Wi‘:ﬁ(AfjanA—Miy‘)~
We use [2] and check that all the conditions of this paper are satisfied by these matrices W and W. We
therefore can use [2, Theorem 1.7 and (1.22)], to conclude that the Stieltjes transform Gy (2) of W and the
Stilejes transform Gy (z) of W are close to their deterministic limits. Namely, under these hypotheses, if X is
a matrix with centered independent entries with variance s;; bounded by ¢/N then for any deterministic vector
w so that ||w]le <1

(3.9) <C

1 N
& 2owil(z = X5 —mi(:)

NSz

where m® = {mj }1<i<n is the unique solution of the vector equation

1 N
——— =2+ ) s;;m;(z).
m;(2) ; o

We therefore only need to check that m?/N and m?/M are close and apply (3.9) with w; = 1 for all i to conclude

that the Stieltjes transform of both matrices are close to each other, yielding the conclusion by (3.9). This
follows from [2, Corollary 3.4] which asserts that if Sz > 4,

5 1 1 k
(3.10) /N (2) =/ (2) oo < 5 max < Xj: 7% 5%l < 0( )
Hence, combining with (3.9) (with w; = 1), we conclude that the empirical measures puy and py converge
vaguely to the same deterministic limit. Since moreover % Tr(W?) and + Tr(W?) are uniformly bounded with
overwhelming probability, we deduce that d(u1, p2) goes to zero in probability.
Observe that p has finite rank because 2°(2°)T has finite rank and A is piecewise constant. Therefore, the

empirical measure of the eigenvalues of ﬁff and \/% X

W by Weyl’s interlacing property. This shows (3.8).
Moreover, [2, Corollary 1.10] show that the eigenvalues of W and W stick to the bulk, namely the extreme

®Y? are approximately the same as those of W and

eigenvalues converge towards the boundary of the support of the measure with Stieljes transform 3 psmg/ N(z)

and Y psmg/N (z). Because of (3.10), these boundaries are very close to each other.
We next study the BBP transition and show that the top eigenvalues of the matrices

- 1 1 1
Z=W+ —pand ——— OV =W + ——
VN UNA Vi

have the same limits. Recall that in general, if X is a self-adjoint matrix and R = 22:1 O;vvl 0; # 0, is a finite
rank matrix then A is an eigenvalue of X + R iff det(A — X — R) vanishes, and therefore if A does not belong
to the spectrum of X, this is also equivalent to:

(3.11) 0=det(I —(A\—X)"'R) = Hei det (diag(6; ") — ((vi, (A — X)—lvj>)19’jgr).

Therefore, to prove that an eigenvalue pops out of the bulk, it is necessary and sufficient to prove that
the above right hand side vanishes for some A outside of the bulk of X. We will show that the matrix
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(<’Ui, (A= X)’lfuj>)1<i j<r \ﬁ ® Y2 and that the limiting equation for the outliers
has a unique and stable solution. In our case,
1 11
R= —p=_—__ T
VN T NA O

and A is piecewise constant. Let x(s) = (z; 1(i € I,));<n. We have the following decomposition

(s ||\|x I x(s) [ a) \T
(3.12) DY EC >||(|m<t>||) |

st 1 ’t

For fixed z, s, t we denote My = %w. M is symmetric and if (y;, w;) are its eigenvectors and eigenvalues,

we find that
1 — .
= 7 Z%’Uivi
N i=1

with v; = Y0, %wz(s) an orthonormal family of eigenvectors of R. [2, Theorem 1.13] implies that for any
v>0

((vi, A+ N = 2) 7)) (Z mi (A + Z'N1+’Y)Ui(k)vj(k)>
1<i,j<n
and

<(vi, A+ iN"HY — % ® YA)lvj> (Z mg(A+iN ") (k)fu](k)})

VNA I<ij<n k=1 1<i,j<n
go to zero with overwhelming probability. If A is outside of the support of the limiting distribution then we can
remove the small complex number iN ~'*7, and since we have seen that the support of the eigenvalues of both
centered matrices converge to the same limit this is fine for any A at a positive distance of this limiting support.
Moreover, by the stability property (3.10) we know that

(Z mZ/N()\—I—z'N_H'Y)vi(k)Uj(k‘)) <Z m?/N (A iNTH ) (k‘)v](k‘)>>

k=1 1<4,j<n

goes to zero if )\ is away from the support of the limiting measure. Hence the only thing to verify is that the
largest solution A to (3.11) does not change much under these small perturbations. To that end, first notice that

because A is piecewise constant, so is ¢ and therefore m? is piecewise constant, and m¢ (z) equals to m,f/ (z)
for ¢ € I,. We can therefore sum over the indices inside each I and find

(Z m§/™ (2)vi(k)v; (k)) (Z mZ/™N (2)wi(s)w; (8)) = wdiag(m(z))w"
1<i,j<n 1<i,j<n

Therefore the outliers of X = OY? and X = Z satisfy

1
VNA
det (diag(yj_l) — wdiag(m/N (A\))w” + e(X)) =0

with £(X) a matrix with operator norm going to zero. The last thing to check is that the largest solution to this
equation are arbitrarily close to each others when ||e(X)|/op go to zero. But the above equations characterize
the outliers as zeroes of the analytic function (outside of the support of the limiting measure)

F(M,)\) = det (M - wdiag(m"/N(/\))wT> =0

where M belongs to a neighborhood of diag(q/j* 1). As long as the derivative of F' in A does not vanish, its
solution is smooth. This is true for almost all 7;’s, namely almost all A and p.

Finally, observe that if two N x N matrices X and Y are such that their largest eigenvalues are close and
their empirical measures are close (with atomless limits) then X and Y are close in operator norms in the sense
that if the eigenvalues \;(X) and \;(Y) are increasing in i,

lim sup max [A;(X) — A(Y)| =0

N —oco ?
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in probability. This applies to X = Z and Y = TY by the previous arguments. Indeed, for any self-adjoint
matrix Z

g7t < N (2Z) <Yy

where 2, = inf{z : fiz([z, \maz(Z)]) > (N —i)/N} and fiz is the empirical measure of the eigenvalues of Z.
But, because the empirical measure of the eigenvalues converge towards the same limit and the limit correspond
to an atomless measure, together with the convergence towards the same limit of Apqay (X) and Apax(Y), we
find that for each § > 0, for N large enough max; |2% — &} | < 4. O

Remark 3.15. If z° € RV** then we can write decompose
K
T_ ZQJUJ(UJ)T
j=1

where #' > 62 > ... > 0,.. Then repeating the computation following (3.12) with u/(s) = (V#iu! 1(i € I,))i<n

and R of the form
mgwwmv%> vit) \T
R= > Y ww&ww)‘

j=1s,t=1

The rest of the proof remains unchanged, since we only examine the behavior of v!

4. LOWER BOUND - (GAUSSIAN INTERPOLATION

Given a sequence of symmetric matrix x X kK matrix @) for each s < n, we want to derive the replica symmetric
formula. Let

~ 1
Qs = Pt Q.
and define
@(Q) o n PsPt T‘I‘((QS)TQt) + zn:psE In |:/exp ((sto + Qsz) T:E _ J}T(?é.li) dPX(x):|
s, t=1 4As’t s=1 2

where 20 ~ Py and z ~ N(0, I,.). Recall that, in the Bayes optimal case we defined in (2.5)

1
AV

= Ep, . (Djw=0) (Ouwgi; (D, 0))?

which takes n? different values by Hypothesis 2.4 on A. The goal of this section is to prove that ¢ is a lower
bound for the free energy.

Theorem 4.1 (Bayes Optimal Lower Bound of the Free Energy)
Assume Hypotheses 2.3, 2.2, 2.1. Then, for any Q = (Q1,...,Qn) € (S)",
Fn(A) > ¢(Q) — O(kN~'/?).

Proof. We follow the standard interpolation proof. Fix a sequence (Qs)s<n of positive semidefinite matrices
and for each i € I, C N, we set Q; = Q. Let z; be i.i.d. standard Gaussians independent of all other sources
of randomness, and consider the interpolating Hamiltonian

\[WU t 0 0 i 2
;m i Ly +m(%'%)(%'%)‘m(%'%)

F Y VITH(@Q ) - m) + (- )((Qut) ) — U

<N

The corresponding interpolating free energy is given by

1
o(t) = NEln/eHN(t’x) dPPN (x).
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It follows that

@) el =) ad o) = X B e ((Qu+ Qsz)szTfsx)dme}

s<n

We now control the derivative

1 Wi 1 1
/ ij 0 .0 2
0= 3B 5o oo+ el ol — g (o))
N %‘ 2Vt \/A;jN AN J 2A;;N
1 (SN 1 .y - 1, 1~
(4.2) B E<Z <(Qz1 *2) “xi), + ((Qiz)) Sx), — <$;I—Qia7i>t)
N = 2vl-t 2
where the inner average is with respect to the Gibbs measure associated with Hy (¢, x),
[ fetix ) apgN (2)
J P dB N (a)

The Gaussian terms in (4.2) can be simplified by integrating by parts,

(=

,_.
—
N
—~
8
o
8
SON
N
=
~

EWZQ\/MNAU szm A o) t_EWZZA @

1<J 1<j 1<j

and similarly,

) Qi)

l\D\>—~
w\»—‘

N N N
B gy (@ wi) =B o B 5

i=1 i=1
where x? is an independent copy (replica) of '. All the second order terms cancel with the self overlap terms

in (4.2) leaving us with

foO .’I’O
o0 = 5B D - gay (e ahlet - e+ G o)
1 (&1 - .
(1.3 - (X 5T Q) + (), )+ OlN )
i=1

where the error comes from the diagonal terms of the overlap matrices, which are of order k. We can now use
the Nishimori property (see for example [29, Proposition 16])

(4.4) E(f(z', 2%, ..., 2"), = B(f(2° 22, ..., 2™));

to replace one replica under the average interpolating Gibbs measure with the signal. To prove (4.4), it is
enough to show that the average (-); can be interprated as a distribution of = conditionally on z° W and z.
Indeed, if we let W, z to be Gaussian and set

Y;j = \/il“? : I(J) + \/Aijwij.

1 0 0,y2
—Wij(yij—\/zxi ‘xy)

Then the law of Y;; has density proportional to e . Hence the law of x such that

Yij = Viwi -z + /AWy

conditionally to z° and W has density with respect to P(x) proportional to

2
(oo )
ij

which is proportional to
exp( \/Ww zi - z;) L(
i<j \/m Aij N
The same is true for the second term if we write

Yi = 2 + Vv 1-— tQNll/QQ?ZO

@i - ) (@ - ) —

<o
[\
Pl
<
=
8
<
e
N———
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/2, .
with z a standard Gaussian vector, and condition by y; = z; + /1 Q 24;. Hence efln(t:2) dPg@N(x) is the

distribution of x conditioned by W, z and z°. This implies (4.4). Plugglng the Nishimori equation (4.4) into
(4.3) yields that

() =E(2}V2<Z<A1ij<w% ) ) —E(Zjvémc)ixiumt) FO(RNI2)

( < PelL (Rufag>)— << R (@ Uz)»)+omN*%

Si

where we denoted by R € R"** the overlap matrix defined for ¢ € {1,...,n} defined by:
22
'(k), £ ke€lx].
I ; Z g

Adding and subtracting >__ ., 4”3’5’5 Tr((Qs)T Qt), completes the square so the formula simplifies to

=52 £ 28 (- -0))) - § 2 maran soer

s,t=1

Our assumption that - * s a non-negative matrix by Hypotheses 2.2 implies that the first term is non-negative,
so we arrive at the lower bound

DL TH(Qu)TQu) + O(kN 112
s,t= 1 st
Integrating this bound implies that
p(1 PP Te((Q0)T Qi) + O(kN~V/?)
4N, t
s,t=1
so the conclusion follows. O

5. THE UPPER BOUND — CAvITY COMPUTATIONS

5.1. Concentration of the Overlaps. We will introduce a perturbation of the Hamiltonian that will imply
concentration of the Hadamard powers of the overlaps and the generalized Ghirlanda—Guerra identities [36, 38,

37] in each block of the inhomogeneous vector spin models. Given a vector A = (A(1),...,A(k)) € R¥, consider
the p-spin Gaussian estimation problem
(51) }/7;17--<7ip = gil)“'ylp p T p—1 Z )\ ’LQP (k)
k<k
where 1 < iy,...,7, < N is some enumeration of the indices. Later on, we will restrict 1, ...,%, € I, but the

pertubation Hamiltonian can be defined more generally Since
20
}/’il,...,ip - p T p—1 Z)\ ’Lp(k)
? k<w

is a standard Gaussian variable, the maximum likelihood estimator of this Gaussian channel is proportional to

P Wis) = 0w ( = 50— iy 3 AR ()3, (0 PPN o)
k<k
1
_Zm«pqzm,mw%w a;, (k)
k<k

ST AR, (k) -, (ROAK ), (K) - xi,,uf’)) dPEN ()

where Z and Z’ are the partition functions or normalizing constants. We denote for ¢t < n

(Rp o) (K E:x k') and (Rp )P (k, k') = (Ri o (k, K)P k. K€ [1]

'LGIt
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where N; are the proportions of indices in the group with index ¢ as defined in (2.7). We denote also in short
(e Ry )P = P} (R )P

If we consider an 1ndependent copy for each i1,. .., conditionally on z2°, then the perturbation Hamiltonian
(the log-likelihood) for ¢ < n is given by

(5.2)
HJtV,p(xvga/\’S) = Z

11,.ip €Lt

2
S i ) (R) -, (8) + PN T (B 0)7) — SN (AT (RS 1)°7)
k<k

N~z

Notice that the covariance of the Gaussian term is

]1VE< Y i ple 3,,(@)( > Gireiy ple 3p(/g)>

i1,enip € k<w i1yensip €L k<w
2

S <Z k)t (k) -+, (k)> (Z Ak, (k) - mfp(’“))

i1 yip€l Sk<k

= 2 (AT (peR )PP N).

For s sufficiently large, adding this perturbation to the Gibbs measure will imply concentration of the quadratic
forms ()\TRIQ,’;)\). For applications, we will need concentration for all A and all p > 1. For any A € [—1,1]" and
p > 1, the overlap is uniformly bounded

(5.3) (ATRTEN) < K2C?P,

since the vector spin coordinates x are uniformly bounded by some C' > 1. Let A, be a countable enumeration
of elements of the dense set ([—1,1] N Q)" and consider the perturbed Hamiltonian

er - Um7 - N
HE (2.0) = (@) 4 3030 37 iy (2.0 A 2.

t=1p>1m>1

The above sum is infinite but the constants will be chosen so that the covariance of the above Gaussian process
is absolutely converging. The gaussian variables g, ; appearing in different Hjt\,p are independent. We choose
the scaling coefficient C,, ,, := 2™ TPxCP so that the covariance is of order O(s>N)

m%ZZZH@%MMWﬂUZZZH@%Mﬁ?MD

t=1p>1m>1 t=1p>1m>1 m.p

- (P11 2) P Am)
E?VZZZ mpt tCTan

t=1p>1m>1

(5.4) <ejm

SD

2
m.p, t(um D, t)
If max,, p.t Um,peny — 0, then the covariance of the perturbation term will be of lower order than the Hamilton-
ian, so the limit of the free energy will not change because of the perturbation. To make this precise, consider

the perturbed free energy as a function of the infinite sequence u = (uy, )

(5.5) F];z’ert (U) = % log GHN(;CH_E?:l EPZI Zle Hf\,yp(x,gm,f, A 2777?+pptrcp) dP®N( )

and denote in short Fy = F5™*(0). In this section, we also let (-)pers denote the Gibbs average with respect
the perturbed Hamiltonian,

[ f(x)efN" @ apN ()
f HPcrt(T) dP(;X’N($>

<f($)>pert

which corresponds to averages with respect to the probability P(x°|Y, (Yy)gco) where Yy in an enumeration
various p-spin Gaussian interference problems introduced in (5.1). In particular, the Nishimori property is valid
for averages with respect to the random Gibbs measure because it corresponds to a conditional probability.
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Lemma 5.1 (Equivalence of the Perturbed Free Energy)

Assume Hypothesis 2.3. Uniformly over all w,, ,, € [1/2,1]
IEFY™ (u) — EFy| < €%

In particular, if €%, — 0, then the perturbation will not change the limit of the free energy.
Observe that this estimate holds independently of the choice of the original Hamiltonian Hy.

Proof. Consider the interpolating free energy,
m,p,tT

90(7') =E |:]1/' log / eHN($)+ZP21 Yoz Hft"vp(z’gm‘t’A""2"L+Prcp) dPO( )

as a function of the ey parameter. Notice that ¢(0) = EFy and ¢(en) = EFy™(u). A straightforward
integration by parts computation and the Nishimori identity (4.4) implies that

E(YXY Y S R (), )

p—1
+1
t=1p>1m>1i1,...,ip€l; CrmpN k<k

TUp pt (T t \op TUT T ¢ \op
+2 02 ()‘m,p(ptRl,l) Anﬁl’) - C2 (Am,p(ptRl,l) /\71710)
m,p pert

m,p

tu2

3T 3 R (N ) ) = O B ) )

t=1p>1m>1 m

2ru, T TUp, ot T
+ 727”’11’ (/\m,p(ptRio)@p/\m,p) — # (/\mP(PtRh)@p)\m,p)
Cm,p Cmyp pert

<7 max(ufn,p,t).

m,p
because the overlaps are bounded uniformly under Hypothesis 2.3. Therefore, for ¢ € [0,ex], we have ¢'(7) < ey
since maxy, p ¢ (uz, , ;) <1, so the result follows. O

On the other hand, if we take ey going to zero sufficiently slowly, then we will be able to regularize the Gibbs
measure using this perturbation. We will fix a t < n, and show that the overlaps within ¢ < n will concentrate
in the limit.

We define

(5.6) vy = sup E(NFY"™ (u) — NEFS™ (u))?

where the supremum is taken over all u, ,; € [1/2,1] and the expectation E is over the Gaussian variables
Gmitsir,...i, and the 2. In our applications, vy is usually of order N as we will see by using concentration of
measure.

We consider the case when the parameters u,, , are random. For each m,p > 1, consider u,, ,+en where
Um,p,t € [1/2,1] are uniform and independent and €2, — 0, so that the limit of the free energy is unchanged by
Lemma 5.1. We will prove that if ey = N77 for v < i, then the perturbation can be large enough to regularize
the Gibbs measure by implying concentration of the quadratic forms of overlaps and the uniform concentration
of the log partition function (or the free energies not normalized by N) with respect to the perturbed as a
function of . Taking ¢ ~ U[1/2,1] independent for all m,p,t, we get the following bound for the
concentration of the overlaps on average.

Theorem 5.2 (Concentration Bound of the Overlap)

Assume Hypotheses 2.3 and 2.1. If w3t
depends on m and p such that

1/3
61 BB ) An) ~ B A oer < Lo (72 )+ 20y )

N N
where (-) = (-Ypert IS the average with respect to the perturbed Gibbs measure. E denotes the average with
respect to the Gaussian random variables that appear in the Hamiltonian and the signal variable 2°. The
outer average E,, is with respect to the uniform random variables (Um/ p t/)m’ p' -

m,p that only
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Proof. This proof is a generalization of the case when p = 1 and x = 1 found in [7]. To simplify notation,
we will drop the subscript on the Gibbs average, () := (-)pers and the subscripts m, p, ¢t because they are fixed
throughout the proof. Furthermore, since the (tm, p.t)m pt>1 are independent, we can fix the wy, ¢ for m’ # n,
p’ # p, and t # ¢’ and average with respect to the Gaussian g and w, p; first. This restriction will not affect the
validity of the Nishimori property (4.4) because the Gibbs measure is a conditional probability corresponding
to a Gaussian estimation problem for all u,, ;. To also simplify notation, we will abuse notation and define

R%)' = (PRE,ZI)QP

in this proof because p, p,t are fixed, so it will not affect any computations.

Step 1: We first bound the moments and show that

(53) B REBA) - BUOL RS < ('~ B(H))

where H' = 9;H denotes the derivative with respect to the last coordinate of the Hamiltonian defined in (5.2)
which we denote by

L _ um,p,tEN EN EN
(5.9) ST Imet = Smipecr S |2 2mteRCr’ 2m+pmcp]‘
We also recall that C,, , = 2"PxCP. During the proof we write in short u for w, ,:. This inequality comes
from an integration by parts argument and the Nishimori property. A crucial observation is that we can integrate
by parts with respect to the Gaussian random variables conditionally on all other sources of randomness by
independence. By independence, we first do the computation conditionally on s and denote in short A for A, p.
We first prove that

(5.10) %E«/\TRESA)(H’ —E(H'))) < sE((ATRYEN) — E((ATRYEN))?) + sE((ATRYEN) — (ATRYEN)))?).

Notice that the left hand side simplifies to

1 /
NW(ATR%A)(H — E(H)))
= Vi > E[((ATR?’SA)gih...,iP D ARz, (k) - i, (k) + 25((ATREEA) (AT RYEN)) — S<(ATR%’A)(/\TR?’1’/\)>]
2 iy enip K
1
B[R] (o X B AR (1), (9 + 2E(OTRERN) — SE(OTRE) ) |
2 ineip k
Since x is independent from the Gaussian terms, we can integrate the Gaussian terms using integration by

parts conditionally on the z° (and recalling the extra s factor in the exponent) to conclude that the above right
hand side equals

SE[((ATREEN(ATRTIN) — ((WTREEN(ATRYEN) + 2((XTRPEN(ATREEN) — (ATRZEA(ATRIA)]
(5.11) — E[«ATRS{;A»] <5E [<(ATR§?’;A)> — SE((ATRYEN)) + 2sE((ATRYHN)) — s]E((ATR%’/\»ﬂ :

Next, we integrate with respect to ' and =2 independently since they are independent conditionally on 2° and
apply the Nishimori property to conclude that
E((ATRYEA)(ATRTEN)) = E(ATRYEN) (AT R3GA)) = E((ATRTEN)®.
which implies that (5.11) can be further simplified to
— SE((ATRTEN))? + 2sE((ATRTEN)?) — s(E((ATRTHN)))?
= 5(E(ATREN?) — (B TRTENN?) + s (E(ATREEN?) — E(ATRIEN)?)
= sE((ATRY0A) —E((ATRYEN))?) + sE(((ATRYGA) — (ATRLGA)?) -

We can now conclude that

%E«(/\TR?’S/\) — E((ATRYGA)) (H' = E(H'))) > sE((ATRYEA) — E((ATRTEN))?)
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so the Cauchy—Schwarz inequality implies

SE((ATRTHA) = E((ATRIEN))?) < [E((ATRYEN) — E((ATRYGA) (H' — E(H')))]

z|= 'z~

(TR — BT RSB - )

IN

which simplifies to

SE(((TREEN) ~ EAATRSAN?) < <o B((H' — B(H')?).

Using the fact that s > 255,, by (5.9) implies (5.8).

Step 2: We now have to control the variance of the derivative of the Hamiltonian. Again, this part of the
proof is identical to the one dimensional case, because the variances of H can be expressed in terms of the
derivatives of the free energy, which can be bounded using elementary facts about convex functions [7]. We
recreate the details for completeness.

We begin by bounding the difference of derivatives in (5.8) with its thermal and quenched variances

4072n,p o \\2 403& r \\2 4CT2VL,;D AN I\ \2
(5.12) T RE (U — ECH)?) < 5 RBE(U = (H)P) + 5 R E((H) — B()%)

Our goal is to use the convexity and boundedness of the perturbed free energy functions to bound the right
hand side of (5.12) from above.

We first fix the rest of the uniform random variables in the Hamiltonian except for u,,,. We begin by
bounding the first term in the RHS of (5.12) using a bound on the first derivative of the free energy. We prove
that

4C? 12C4 _4ntp
5.13 PR E((H — (H))?) < —2P
(5.13) T EE((H — (H)) < =325
To this end, first notice that
d2
(5.14) —Elog Z¥"(s) = E(H' — (H'))?) + 2NE(ARTHN) — NE(ARTIN)

ds?
where the last term comes from 9?H. If we rearrange terms, then

EN

/C"”’ E((H' — (H"))?)ds

EN
2Cn,p
EN EN
[T d? Elog Z° () ds — N Cm’pE ATRPPA — XTROPA V4
= [ SElog Zy"(s)ds—N [ LoA T AR P8
T 2Cm,p 2Cm.p
_EN o
d pert Cm.p Imr o 2p
< ZElog 28" (s) + 3N K“C*P ds.
ds Teras o

where we used (5.3). Next, to control the first term, notice that
d
< Elog Z¥"™(s) = E(H') = 2sNE(ATRYHN) — sNE(ATRPHN) < 3Nsk>C?P
so we can conclude that
EN/Cm,p 5N
/ E((H' — (H'))?)ds < 3N/-@2C'2pc—
g

N/2Cm,p m,p
UEN

Since s = &= where u ~ UJ1/2,1], the above reads

(5.15) EE((H — (H'))?) < 6Nk*C?P

2
Eventhough this bound is not great, remember that we will multiply it by :20 =& which is very small, see (5.8).
N

Step 3: We now bound the second term in the RHS of (5.12) and show that

402 16 v 1/3
. m,p no_ N2\ < 3 Am+tp N .
(5.16) N EE(((H') — E(H'))?) < 1000Cy p4 (Nggjxv)
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The proof uses the expectation over u, , and the convexity of the modified free energy
- 1
Fiv(s) =  log Z¥(s) + 3s24™HPCR,

Fy is a convex function because the computation in (5.14) implies that the second derivative
d* - 1
L Py = —
ds2 " N TN

is non-negative because C, , = 2™ PxC? and ()\R?’Q’M is uniformly bounded by x2C?P. Our goal is to control
the difference of the derivatives of this convex function with its expected value

(H' = (H"))?) + 2(ARTEN) — (ARTEIN) 4+ 6 - 4™FPC2,

(5.17) F\ —EF} = %(<H’> —E(H")).

We can now use the bounds on the derivatives of convex functions given by the following lemma from [34,
Lemma 3.2].

Lemma 5.3 (A Bound for Convex Functions)

Let G and g be convex differentiable functions. For 6 > 0 and nonnegative functions Cy (v) = ¢'(x) —g¢'(x —9)
and C5 (z) = ¢'(x + 0) — ¢'(x) then for all real numbers x

C@-g@l=5 Y 16w~ gw)|+ CF @) + 5 (@)
uwe{r—4,z,x+8}

To control (5.17), we apply this lemma to G(s) = Fx(s) and g(s) = EFx(s) to conclude that for any s €
(en/2Cm p,en/Cm,p) and § > 0 sufficiently small so that s —§ > 0,

(H') —E(H)[<67" Y |Fn(u) —EFn(u)| + [EFy (2) — EFy(x = §)| + [EFy (z + 6) — EFy(2)]
uwe{r—4,x,x+5}

=
N

", a? to arrive at the bound

We square both sides and apply Jensen’s inequality (37", a;)? <m}.

1 2 —2 2
WIEUIE(<H’> —EH'))? <6 > E E|Fy(u) — EFy(u)|
uwe{zr—0,z,x+d}
(5.18) + By [EEFN(s) — EEN(s — 0)|? + Eu|EFN (s + 6) — EFA(s)[?

It now remains to control the two terms in the above upper bound.
(1) From the definition of vy,

v
supE(Fy (u) — EFy (u)® < 5.

we get

(5.19) 672 ) E.E[Fy(u) - EFy(u) <
uwe{x—0,x,x+5}

N2§2 :

(2) For the two last terms, we begin by controlling

o [ ((EF () - i (2 -0)) + () it (2 +4))"

m,p m,p
20 T
(5.20) = Tp / (mﬁ;v(s) —EFy(s—0)|? + [EFi(s+6) — EF;V(S)P) ds
N
By the Nishimori property, we get the uniform bound
. 1
(5.21) EF)(s) = NIE(H’) = 2sE(ATRYDA) — sEQNTRYEN) < 3enC2, 4™HP

SO
max(|[EF} (s) — EFy (s — 6)|, [EFy (s + 8) — EFj(s)]) < 6enC2 4™
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Since Fj is increasing, EFy (s) — EFj (s — &) is nonnegative so we conclude that (5.20) is bounded by

EN

12C3, 4m+? B (s) — EFY (s — 6) + EFl(s + 8) — EFl(s) ds
EN
2Cm,p
= 1203 4m+p<EFN N1 5) —EFy (=N —6) + EFy (X —6) —EFy (2 45 )
. (Cmyp ) (Cm,p ) <2Cm7p ) (2Cmm )

< 720enCy, 8™

by the mean value theorem and the bound on the derivatives (5.21).
We deduce from (5.18) and (5.19) that

1 3’UN 5 n
5WIEU]E«H@ —E(H"))? < ~agz +720enCy 8 TP,
We finally choose § to be given by
5 = w
24N25NC;’;4,8"+P
SO
1 3uN 24N2€NC5 {m+p 2/3 . 1/3
—E,E(HY —E(H))? < 2| == P 72 Cc5 gmtr
N2 () ()" < < N2 ( UN + 24N2€N075n,p8m“’ ENTmp

which gives (5.16) .
Step 4: From steps 1 and 3, we conclude that conditionally on w,, , for (m/,p') # (m, p) that
12037p4m+p)
g2 N '

16 n UN 1/3
B UL BB )~ B R ) ) < (10000 Famer (%)
N

Since this bound is uniform in u,, ,, Theorem 5.2 follows.
O

Remark 5.4. In the proof above, we assumed that C), , > 1 and ey < 1. This is not a problem, because
ey = N77 for 0 < v < 1/4 in our applications, and we can assume C,, , > 1 at the cost of a less sharp upper
bound. The constant L, , is also of order Co f’.

Using Gaussian concentration to explicitly estimate vy, we can conclude concentration of all quadratic forms
associated to the Hadamard powers of the overlap at rational vectors.
Corollary 5.5 (Overlap Quadratic Form Concentration)

Ifey = N77 for 0 < v < 1/4, then for any p > 1 rational valued X € [-1,1]%, and t < n
(5.22) EE((AT(Ri2)PA) — E{(AT(R{2)"\))pert)”) pert — 0.

Proof. We explicitly compute the rate vy defined in (5.6) for this model. We fix our parameter u, and let
p=N F}i’,ert(u). By independence, we can split the expected values into a statement about the concentration
of 20 and the Gaussian terms,

(5.23) Elp — Ep| < Elp — Ew,g¢| + Ego[Ew g — Eg|

The average Ey is with respect to the ‘W’ Gaussian terms in Hy, the average E o is with respect to ‘z®’ terms
in the approximate indicator and E, is with respect to the ‘g’ Gaussian terms gy (z), and E is the average with
respect to all sources of randomness.

We start by proving the first term satisfies

(5.24) Elp —Ew,gp| < O(/N + Ne%)).

By independence, we can compute this upper bound conditionally on 2°. Since the Gaussian Hamiltonian has
variance of order N, the classical Gaussian concentration inequality for Lipschitz functions [34, Theorem 1.2]
implies that
Elg — Ewg¢/* < 8y?*C?' N + Ne%,.
We now focus on the second term and prove it satisfies

(5.25) Exo[Ew,gp — Eo| < O(N?).
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We use the bounded difference property and a consequence of the Efron—Stein inequality. For N sufficiently
large

1 p _
Ew,g0.0 x| < m‘Ew,g<$?(k)(xi )+ 7Rz1),olxi(/f)> <L

p>1 Cm,p

pert

for some universal constant L that only depends on C' and ||A||o. Since the Ey,4¢ has a bounded derivative for
each coordinate (k) and x?(k) is almost surely bounded by C, it satisfies the bounded difference inequality,

‘EWyS&(x(l)(l)? ce Cl)?(k), s ’I(I)\/(K)) - EW,gw(x(l)(l)v s 7‘%9(]{)7 s vm(l)\/(’{))l <CL

so  satisfies the bounded difference property for some universal constant L that only depends on the maximal
value of the support. From the concentration inequality for functions of independent random variables satisfying
the bounded differences property [11, Corollary 3.2] if follows that

E.o(Ew,gp — Ep)? < C2L?kN.

Combining the estimates in (5.24) and (5.25) proves (5.25) after applying Jensen’s inequality.
From the overlap concentration estimate Lemma 5.2, we deduce

T t \Op T t \Op 2 N + Ne¥, 1/3 1
(5-26) EU]E<(()‘m,p(R1,2) Am,p) - E<(/\m,p(R1,2) )‘m,p»pert) >pert < Lm,p T a2.4 + 2 a7 |-
N=e%y ex N
In particular, if ey = N7 for 0 < v < 1/4, then Ne}, — oo so (5.22) holds for any m, p and ¢. Since the A, ,
are dense in the sphere, the result follows. (I

Remark 5.6. The condition that v > 0 implies that the limit of the free energy is unchanged by Lemma 5.1.
The condition that v < 1/4 is required to ensure that the perturbation is large enough to regularize the Gibbs
measure. The exponent 1/4 is not expected to be optimal.

The concentration of the quadratic forms in Corollary 5.5 is insufficient to determine concentration of the
overlaps (see Corollary 5.8) because the limiting arrays may not be a priori symmetric. Indeed, even though
the convergence in Corollary 5.5 can be turned into an almost sure uniform convergence in A

(ATRI 5A) = E((ATER] 5\ ))pere — 0 a.s.
this allows to conclude only that
((Ri,z)Qp - E((R§,2)®p>pert + ((Ri,z)Gp - E<(R§,2)®p>pert)T

goes to zero. It is not hard to see that E((Rﬁ$2)®p>pert is symmetric, but at this point nothing guarantees that
(Rfm)@p is as well symmetric. To prove asymptotic symmetry of the overlaps, we invoke the synchronization
property first observed for overlap matrix arrays in the vector spin glass models.

The entries of the overlap matrix are bounded, the matrix of overlaps is tight and there exists a subsequence
such that Ry = (R!(zf,z%))pp>1 converges in distribution to some matrix R' = (R(zf,z"))sp>1. The
concentration of the quadratic forms (5.22) proves that (Af (R} ,)¥PAx) is close to E((AL (R} ;)P Xk))pert for
¢ # (' with probability going to one in the limit. This means that the off diagonal entries of the array of
quadratic forms are constant

(5.27) (AL(RE)PAR) ) eser = Ly”
for some function L that only depends on ¢, p and Ag. The fact that the off diagonals of the quadratic forms

are constant is sufficient to proving that the limiting array R must have symmetric entries. In particular, R
satisfies the synchronization property proved for vector spin models in [37, Theorem 4].

Theorem 5.7 (Synchronization)

Any infinite array (Rz,e')l,f’zl of kK X Kk matrices that satisfy (5.22) implies that RZW is almost surely
symmetric for all £,¢' > 1.

Proof. We adapt the general proof of synchronization to this simpler setting where we have concentation of
the quadratic forms of the powers of the overlaps. The proof is essentially identical to the general case [38,
Section 6], but avoids relying on the Ghirlanda—Guerra identities because they are trivially satisfied by the
replica symmetric array.
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Step 1: We first recover the values of the overlaps. By (5.27), we observe that there exists some constants
L, Lfak, etc that depend only on ¢ < n and entries k, ¥’ such that :

(1) First Order Diagonal Elements: For all 1 < k < k, if we take p =1 and A = ej, then
Ry p(k, k) = L

for some constant Lj, = ER} ,(k, k).
(2) First Order Off-Diagonal Elements: For all 1 < k # k' < k, if we take p = 1 and \; = e + ex and
A2 = e — ey then (5.27) implies

RZ@/ (k, k) + RZ[/ (k/, k/) + RZ[/ (k, k/) + Rz,él(k/7 k) = Lt
Ry (K, k) + R o (K k') — Ry o (k, k') — Ry o (K k) = Ly,

SO

_ _ 1
(528) RE,@' (k, k/) + RZ[/ (k/, ]f) - Li:,k' - *(Lt - Lt )

2 extegs er—eys

(3) Second Order Off-Diagonal Elements: For 1 < k #+ k' <k, if we take p = 2 and A\; = e, + e and
A2 = ey, — ey then (5.27) gives a Li,k/ such that for all £ # ¢/

(5.29) (R} 4 (k,K))? + (R (K Kk))? = L .

From the formulas (5.28) and (5.29) we can explicitly solve the system to conclude that Ry ¢ (k, k') and Ry ¢ (k, k')
can take one of two possible values

Lo +1/2L 0 — (L 10)?

5 .
Note that all the concentration results above only apply for the offdiagonal elements of the overlap array, because
Theorem 5.2 only holds when ¢ # ¢/. Obviously L? and L* are symmetric matrices. Moreover, by Corollary 5.5,
the indices does not depend on the choice of ¢, ¢’ as the distribution of any limit point should be symmetric in
the replicas.

Rz,é’ (k7 k/)a RZZ’ (k/’ k) =

Step 2: It remains to show that
t

— —_ Lk: k/
Ry (K, k') = Ry o (K k) = 2 .

We proceed by contradiction by showing that if RZ o (kK # RZ o (K', k) with positive probability, then we can
always examine a large enough subarray such that the diagonals are identical. We consider a 2n x 2n array of
2 x 2 blocks of the form

[Rz,z' (k,k) Ry (k, k’)]
Reo (K k) Ree(K, K], ,

By the computations in step 1, for £ # ¢ the offdiagonal blocks must be of the form
a b a c
c d b d

L+ 2l — (Lo Ly — 2L — (L4007
2 ‘T 2 '

We will show that b # ¢ is impossible, by examining the barycenters of the infinite arrays, namely using the
fact that we have n, the number of replicas, as large as we wish. For large enough n, we can find arbitrary large
disjoint set of indices £ € Vi and £/ € V5, each of cardinality m [23, Theorem 3] such that the corresponding
matrix array is only of the first form

a b

‘]

We now restrict ourselves to indices from V = V; U V5. Because the arrays of each of the entries restricted to
V' is positive semidefinite, we can find vectors u, and wy in a Hilbert space such that

(e, upr) <ue,w4/>} _ [@e,p(k, k)  Reyp(k,K)

(we,uer)  (we,wer) |, ey [ Beo (K k) Reo (K KD,y

where

a:Li:,k d:LZ,,k" b:

(5.30)
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Notice that for £ # ¢’ € V we have (ug, up) = a and (wy, we') = d. Furthermore, by construction if £ € V; and
0 € Vs, we see that

[<uz,w> <W,we/>] [a b}
(we,uer)  (we, wer) LEVL W/ EV, ¢ d

For i = 1,2, if we examine the barycenters
1 1
Ui:EZUK and Wizazw@
LeV; LeV;

then (5.30) readily gives

G =i

However, if we look at the differences between the barycenters, (5.30) implies that

2
1 20? 4 2a
(U = 0ol = — | > we = Y | <=
m ey LeVs m
and
2
1 202 +2d
Wi =Wall? = —5 11 Y we = D wef| < ———.
M= v, Vs m

Indeed, the diagonal entries of the overlap arrays are bounded by some universal constant C? and the offdiagonals
are fixed for £ € V; and ¢/ € V5 by (5.30). We used the fact that (ug, up) = a and (wg, we) = d for any £ # ¢/
to cancel off all the offdiagonal terms. If we take m — oo, then Uy &~ Uy and Wy &~ Wy, so (Uy, Wa) = (W1, Us)
which implies that b = ¢, so the overlap array must be symmetric. (I

In particular, the limiting matrix overlaps R are almost surely symmetric. This allows us to conclude the
concentration of the overlap entries instead of its quadratic forms as previously found in Theorem 5.2, see (5.7).

Theorem 5.8 (Concentration of the Overlaps)
Ifeny = N~7 for some 0 < v < 1/4, then for allt <n

(1)
(2)

E<||R§,2 - E<R§,2>pert”%>pert — 0.

E(||R] o — E(R] o)pert|3)pert = 0-
Furthermore,

Qr = E<R§,2>pert = E<Rﬁ,0>pertv
so the limit points are the same.

Proof. The first point is a direct consequence of Corollary 5.5 and Theorem 5.7. For the second point we use
the Nishimori property to get concentration of the overlap with respect to the planted signal from the first case

]E<||R1,0 - E<R1,0>pertH§>pert — 0.
and

E<Ri,2>pert = E<R§,0>pert~
(I

5.2. Cavity Computations via the Aizenman—Sims—Starr Scheme. We will now apply the concentration
of the overlaps to prove the matching upper bound of the free energy using the Aizenman—Sims—Starr scheme.
We have for any M > 1

1
F(A) :=limsup Fy(A) =limsup — (N + M) En+m(A) — NFy(A)).
N —o0 N—o00 M
We can partition the cavity coordinates into groups such that
I"={N+1,... . N+M}=|]If,

s<n
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and the proportions in each of these groups converge as M — oo for every fixed N (at least on average)
5]

li 5 — pg
Mlinoops M p

We decompose the Hamiltonians into its common part and its cavity fields,

HN+JW(1' y + Z yz Zz + Yi mz( ) + y;rsl(x)yl) + O(N)

and
d
Hy(z) = Hy(z) + y()
Here, the common Hamiltonian is given by
1 0

/ j— 1 ‘e ) — 71 ‘e .
M@= 2, JE ATt L K e 2 aximran @)

1<i<j<N 1<i<j<N 1<i<j<N

2

The cavity fields in this model are of the form :
1

zi(x) =
i(x) Zgj N+l == s N, N+M
N Y )
mi(z) = Z A N ) @) a4y = Z - Rl 0% FO(NTH) = Rygal +O(NTY)  ielIf
v s<n
a T 1 Péw Rt 1 1= 1 +
) - _ :_7 ON ") =—=R! O(N™ € 1,
si(z) Z 24, N+M) S<n A, Ry +0O( ) 5t T ( ) vE L
where we used the notatlon
M
- it p
LS Y e A= n = R
s<n s<n s<n s<n s

Noting that we can write that the Gaussian variables with variance 1/N decompose as g;;/v/(N + M) +
gij vV M/N(N + M) with independent Gaussian variables g;; and g;;

M M
y(x): Z glj it J+Z—( 9 $?>($2$]>—Z—(mlxj)2
1<i<j<N w\/w oy AijN(N + M) oy 2A;;N(N + M)
ps pt s t M pJq\/IpéW s t -1
- Y - R R O(N
;A Ngzsz I]"’ Z 1 > 4 %: Ast < 1,1 1,1>+ ( )

where gl-j is independent of g;;. Notice that the covariance of the Gaussian fields are given by

(5.31) Ezi(2")2i( Zpt R, ieIf

and

M M M
— PPt (R, REL).

(Z vavmrmet ) (S vavmrmet ) -3 5 5

By adding and subtracting the normalization terms H},, we need to compute

AFNm = % (lElog < /exr) (Zy zi(x) + yi mi(a) + yfsi(w)yi) dPo(y)>/ - Elog(GXP(y(fr))V)

where (-)’ denotes the average with respect to the Gibbs measure HY;. Of course, this procedure works as well
if we added the perturbation terms in Theorem 5.2, resulting in
(5.32)

er 1
AFRY = M<E10g</eXp (Zyz zi() + yi my(x) +yfsi(x)y¢) dPo(y)>

- Elog(exp(y(:c)»pert) +o(1)

pert
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after a straightforward interpolation argument (see for example [34, Chapter 3.5]). It suffices to compute this
quantity in the limit.

We now recall a modification of a general result [34, Theorem 1.4] that implies that the functional AFy as is
continuous with respect to the distribution of the off-diagonal elements of the array (Ry¢ )¢zer. We now state
precisely what we mean.

Lemma 5.9 (Continuity with Respect to Overlap Distribution)

For every € > 0, there exists a function FE(R;) of finitely many elements of R}, = (Re’g/)lgg;,gglgn such that
AR, — Fu(RY)| <=,

Proof. Recall that without loss of generality, we can assume that P, is supported on finitely many points. The
proof is essentially identical to the proof of in [34, Theorem 1.4]. The key difference is that the covariance
structures of the cavity fields in these models imply that the diagonal self overlap terms cancel, leaving us with
a functional of the off diagonal terms of the overlaps.

By Gaussian concentration, we will be able to restrict the logarithms in AFy ps to a compact set without
introducing a large error. We first define the truncation

—a < —a
fal@) =<z —a<zr<a
a zT>a

and the corresponding truncated Hamiltonians

1 )
H <Zyz Zl +y1 1O‘T 2y7 Zl,lyi)

M ]\/I

( ) fa(\ﬁy +72p9 pt s ps P s §1>)

Notice that H3® and Hy® are the corresponding untruncated cavity field Hamiltonians appearing in AFn .
To simplify notation, we use (-) = (-)per;- By a standard Gaussian concentration argument, we will prove that
there is a constant ¢ such that

oo 1 a
(5.33) ’MElog </eHZ (@) dPo(y)> - MElog < /eHZ(z’y) dPo(y)>‘ <e
and
(5.34) ‘]\14 (E log < Jew (Zyl 24(2) + yTm(z) + u si<x)y¢) dPo<y>> - A;Elog<eHW>>‘ < e

for all a sufficiently large. We will defer the proof of this fact to the end of the proof, and first explain the rest
of the logic.

The key observation is that by Weierstrass Theorem, we can approximate the logarithm by a polynomial
uniformly on a compact set, so we can approximate AFy ps as a linear combination of the moments of the
overlaps. Since Hz(z) and Hy (z) is bounded, we can restrict the logarithm to the set [e~®, ] and approximate
it by polynomials. The expectations of these polynomials are of sums of terms of the form

IE< / ez (@) dPO(y)> and E(eflr@)yr <EH6HY(I)>

L<r

We start by computing the first of these terms. These moments can be computed explicitly. Because of (5.33)
and (5.33) it suffices to compute the moments with respect to the untruncated Hamiltonians. In particular, for
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any r > (0, the moments simplify to

i L 1hi '
</€XP (Zyz zi(x) + yi Ry g2f — §sz 1,1%‘) dPO(y)>

~=(11 few ( T )+ O Reel = 500" Rl ) dR))
- (= I1 /e ( T o)+ ) Reaad — S0 Rt ) dP))

where (-) = (-)pert is the average on with respect to the perturbed Gibbs measure. Taking expectations with
respect to z;

Eexp<zz(yz ) + 60 Reaa? = 500 Reat )

L<r i=1
~ep (23 (L0 el + 07 Ruoat))
040 =1
since
M M 1 T M .
B( X607 ) (T 0605 6) = 5 3 Y 6Tl
0<r i=1 0<r i=1 00=11i,j=1

In particular, these terms only depend on the offdiagonal elements of Ry and Ry ¢, because the diagonal terms
canceled off. A similar computation works for the second term in AFy js since again

Ps Pt s Rt M Péwpz{/v[ s pt
Eexp E VMy(x") + — E Ry ) — T E A (Ri1R1q)
st S

L<r

p o pd p}! ¢
_Eexp (Z—Z L R + oy Y PR TR ) )
st St

(A0 st

is a function of the off diagonal elements of the array (Re,)e¢>0. Therefore, we can approximate AFy ps with
a continuous function of finitely many off diagonal elements of the array.

All that remains is to prove that the logarithm can be approximated by polynomials by proving the bounds
(5.33) and (5.34). The proofs of both inequalities follow from the same argument, so we only show the first one.
We prove this by showing that

oo 1 oo
(5.35) ’MElog </6HZ (@) dP(y)> - MEloga </6HZ (@) PX(y)>‘ < e’
and

oo 1 a
(5.36) ‘ 77 Elog, < / eHz (@y) dP(y)> - 7 Elog, < / ez (@) PX(Z/)>‘ <e

where log,(z) = fa(log(x)) is the truncated logarithm. We begin by proving the first inequality. Because the
support of Px is bounded, the covariance

Ezi(2')z(a®)" = RS,

defined in (5.31) is almost surely bounded by some universal constant. Let

Fy = Azlog</eH?(””’y) dP(y)> = Azlog</exp <Zyz zi(@) + ylmi(z )+yiTsv:(fv)y7:> dPo(y)>-

By Gaussian concentration [34, Theorem 1.2],

L2

(537) P(|FZ - EF2| Z a) S 2e
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where ¢ only depends on sup,<,, SUP,.cqupp Py | R o|[- By Jensen’s inequality, and the concavity of the logarithm

1
08, < Llog(E /exp(zyz ) + (o) + ol s ) dPs(0) ) < ©

for some constant that only depends on the upper bound of the covariance sup;<,, SUP,esupp Py HR§2|| This
implies that {|Fz| > a} C {|Fz —EFz| > a/2} for a > C. The Gaussian concentration inequality (5.37) implies
that there exists a constant ¢ such that for all a sufficiently large

2
P(|Fz| > a) <e
and the bounds on the tails of a sub-Gaussian random variable [34, Equation 1.80] implies that
2
E(|Fz| 1(|Fz| =2 a)) < e

for some universal constant c. This proves (5.35).
To prove (5.36), notice that |log,(z) — log,(y)| < e*|z — y| so (5.36) is bounded by

< / (HE ) p(y) — / HE (@) p(y)> < e

Since the Hz is a Gaussian process, the exponential decay of the tails implies that we can also bound this by
e~ for q sufficiently large. |

a

e E(|HZ (=, y)| L(|HZ (2, y)| = a)).

Remark 5.10. The fact that the functionals do not depend on the diagonal terms is essential to understanding
the limiting behavior, because concentration Corollary 5.8 only applies to the offdiagonal terms of the array.

In the limit, we use synchronization of vector spins and multispecies models to study the limiting behavior
of the overlaps under the asymptotic Gibbs measure. In our case, Theorem 5.8 implies that

Ry =Qlp=Qio=0Q° for all s <n, £ # ¢

where Qg ¢ is the values of the limiting overlap matrix. One can check that the free energy functional (5.32) in
the limit is equivalent to

M
1 ~
37 (B0 [0 (SoTQY 5 44T Guat = 33T G ) ano)

i=1

M M M
(5.38) — Elogexp (y + 1 %: pgAZj (Qs, Qt>>.
where )
Qi=Q.= t; As,tpint iel,.
and the Gaussians z and y have covariance
Cov(zi,2j) = 0;=:Q; Var(y Z ps L (@, Q"

Lemma 5.11 (Equivalence of the Functionals of the Overlaps)

If the overlaps concentrate, then (5.32) and (5.38) can be approximated by the same functionals F.(R,) of
finitely many off diagonal entries of the overlap array.

Proof. In our setting, we can replace the off diagonal entries of the array (Rez¢) and @, since the elements of
the off diagonal array take only one value by concentration. The original cavity fields appear to have some terms
that depend on the diagonal terms Ry ¢, but we will show that the moments of the cavity field are independent
of this term by cancellation.

Since Py can be assumed to have finite support by Lemma 3.10, the computation in the proof of Lemma 5.9
implies that for fixed y and z" the moments of the first cavity field can be written as a weighted sum of terms
of the form

Eexp(§Mj<y‘>3zz—<x>+<y4>3mi<x>+<y‘>3si<x><y »))exp(ZZ LT Ry o7 x)

i=1 (A0 i=1
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where

~ . pM
Ry = Z ﬁRi’Q for i € I,.
t S

When compared to

(=1 i=1
1 NT A PN e
= exp 5(:‘/ )zQ ( ) +yz le _5( )z Ql(y )l
0,0=1 i=1
M
1 -
—ow (33 0T+ Tt~ ST )
1<0£0'<r i=1
where o
Qi = gt tQt 1€ Is

we can conclude that the moments are functionals of the same values of the overlap.
For the second cavity field, it is easy to see that all moments are the same of the overlaps. A direct
computation of the moments using the moment generating function of a Gaussian gives

M M

E(exp(y(:c)))r = exp (Zy(x + = Z p i’ (R? 0, Ri ) Z P Pi (R Ry >)
=1
= €xp ( Z Z ,08 pt RZ g Rz e’ 7 Z PsAp: <R207 RE,0>)-

1ge¢e'<r st st s

and when compared to
r M M pM
Eexp (Zy+ T2 A, <QS,Qt>)
=1 s
= exp ( Z Z ps pt QS Z ps pt Qs Qt>>

1ge¢4/<r st

so both functionals are the same functions of the overlaps (R ¢ )¢2e>0 and Q.
O

By overlap concentration Theorem 5.8, we know (R ;)eze — (Q")exe for some constant matrix Q' in
the limit. Lemma 5.9 implies that the convergence of the offidagonal elements of the array is sufficient and
Lemma 5.11 implies that the functional (5.38) characterizes the limiting behavior of AFy s defined in (5.32).
That is,

lim AF}\’,CRZ = F.(R}) + O(e)

N—oo
_ 1 T A1/2 MMl o
=17 (IE log/eXp (;yl Q. 2+ vyl Qiz? yZ in%) dPy(y) — Elogexp (y—|— A A2, (Q%,Q% ] +0(¢e)
(5.39)
- > Elog/exp v QY %z +yf Q) — y»TQ v ) dPo(y) — 2 ps i (@°,Q" ) +0(e)
M i W s i Ws : Wsli 4 A%t 5

ield st

The parameters Qs = QM appearing above depend on our choice of M.

The lower bound (5.39) holds for all M. By compactness, there exists a subsequence such that Q¥ converges
1z *\

— ps
and QM converges, then ¢ — 0 and use the continuity of our functional in @ to conclude that

li lim AF =
Mlgloo NHH N,M @(Q)

for some sequence @ = (Q®)s<y. This gives the matching upper bound.
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Theorem 5.12 (Bayes Optimal Upper Bound of the Free Energy)
We have

1 1
lim sup NEY In Zx(Y) = limsup NEY In Z5"(Y) < sup (Q).
Q

N—oc0 N—o00

6. SOLVING THE VARIATIONAL PROBLEM

In this section, we examine the stability of the critical points of the functional describing the limit of the free
energy

T TA
(6.1) Pspt (Qth) + ZpsEz’xo In |:/exp ((sto 4 Qsz> T — z ;2333) dPO(fE)}

s t<n s<n

where 1
Qs = ; EPth
<n
We begin with the case when the prior distribution is Gaussian, which will allow us to explicitly compute a
closed form of the solution. Later, we will generalize this analysis to general bounded priors.

6.1. Standard Gaussian Prior. Suppose that the prior is a standard Gaussian on R”,

dPy(x) = (%rl);e_ 2

In this case, the second term in the functional (6.1) can be computed explicitly,

n T N
ZPSEZ’IO In [/exp ((sto + Qsz> X — ngsx) dPQ(.T):|
T ~
= Ps 220 I 1 exp [ (0w +1/0.2) 2 — Qe allx "
27r)"5/2 5 5

_ ZpsEz,mo In {W /exp ( - %(a; —(Oy+ D) (Oua® + Qsz)>T(QS D)= Q@+ D7HQu" +/Q.2)

+5(0 4+ 2) @ 17 (@ /212 ) e
:SZ:ps( ;lndet(Qs—I—I)-i-QEzmo(st n )T QS+[ (st . Qsz))

:ips(—;lndet(és-l-f)-l-;rfr(@ @, +1)71Q, (\F(QSJFI) ﬁ))

In the last computation, we used the fact that 2%,z are independent centered standard Gaussians in RF.
By adding and subtracting the identity matrix and using the fact that the trace is invariant under cyclic

permutations,
5T (QuQr 071G + 51 (V@4 Q)

= L (QuQu A DM@+ T D) + LT QU@ 1))

1 -
= 5 TI'(QS)
Therefore, the general replica symmetric functional ¢, in the standard Gaussian case is
n n
(6.2) 2a(@) == Y PPLTQQ0) + Y 2 Te(Qs) — ndet(Qy + 1) ).
s,t=1 4As’t s=1 2

where

"1
Qs = Z tht
= D
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We next investigate the maximizers of ¢4, on the set of symmetric positive semidefinite matrices. Observe
that ¢4 is a C°° function that goes to —oo when sup, ||Qs|lop = 0o hence the supremum is attained. We are
interested in finding conditions on A, and ps to determine when ¢(Q) has a maximizer at the origin @ = 0.
We define the following block matrices indexed by s < n,

~ ~ 1 1
(6.3) Q = (Qs)s<n N <A75t>s ren p = diag(p1,...,pn).

Lemma 6.1 (Phase Transition with Gaussian Prior)

(1) The functional ¢ has a unique maximizer at Q =0 if

[vozval,, <1

(2) The functional ¢ achieves its maximum value away from @ = 0 if

1
|vozval, >t
op

Remark 6.2. In the case when n = 1, we have that the phase transition happens when % = 1, which is
precisely the phase transition in that model [29].
Proof.

First and Second Variations: Consider an arbitrary perturbation of M = (My,..., M,) of Q. The first and
second variation is denoted by

(6.4) Vmgg(Q) = 0:pg(Q + M)

We can compute these directly to see that

Vng(Q)=<— PePu1y(Q,0,) + M“((I—(Qquf)_l)Ms))

and V?yIWg(Q) = 8,52909(@ + 5M)

« 24, ., £ 2,
and p p pspip
sHt tFPu ~ — ~ -
M@g MMt +Z;2AsuAut r((Qu+I) lMs(QuJFI) lMt)'

Small Operator Norm: We ﬁrst find a sufficient condition for ¢4 to have a unique maximizer at the origin. At
the critical point, the derivative is equal to 0 for all symmetric M, so we can conclude that

(6.5) Q=) Z C(I-(Qu+ID)7Y) Vs

Consider the following vectors of k X k matrices
Q = (Qs)sgn f(@) = (I - (Qs + I)il)sfn = (Qs(@s + I)il)sgrr

The critical point condition can be simplified to
(6.6 Q= x0/@ = Vi@ = (Vi vP)(WAl(@) = AWFIQ).
where A = ﬁ%\/ﬁ We therefore can compute the L? norm
67)  IVeQlE=Tr (V@) (vAQ)) = T (AR @)T(AWBFQ) < Al VA Q.
Because [|\/pf (Q)ll2 < lvpQll21(Q + 1) 7|2 < [[\/pQ|l2, we arrive at

VPR3 < [|AlloplIvAQI5-

In particular, when [|A||op < 1 there exists a unique solution to the critical point equation at Q=0.

Large Operator Norm: We examine the Taylor expansion of ¢ around the origin. The first and second variation
simplify greatly at the origin @ = 0 to give

Ps s u
(6.8) Vargs(0) =0 V3rpy(0) = Y ( g (M M) 4 3 5P Tr(MsM»).
5.t s, w s,u=u,
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The second variation will always be negative for any choice of M if and only if

O Ve SE,

has only negative eigenvalues. By Sylvester’s law of inertia, it suffices to study the eigenvalues of the matrix

[t

and by the invariance of the operator norm of cyclic permutations of the matrices, we get the condition that
the Hessian is negative semidefinite when

4l = VA5 V7], <1

which is precisely the condition for a unique maximizer at 0. We now claim that when the Hessian has a strictly
positive eigenvalue, then there exists a maximizer away from the origin.

Suppose now that [|All,p > 1. Then there exists a unit eigenvector v € R™ such that Av = ||A/,pv.
Furthermore, the entries of A are non-negative so the entries of the eigenvector v are also non-negative by the
Perron—Frobenius Theorem. Therefore, if we define M = (u11,...,u,I) where u; = \/%vi > 0 then the Hessian

at 0 defined in (6.8) is given by

1 1 1
\Y =n(u’ uw—u' u>—anA21)vTAv > (| A%, = |Allo
2iea(®) = (o g —p Ty ) = ) 2 n(IAIZ, ~ 1Allp)

which is strictly non-negative if || A||op > 1.
Therefore, the function g(e) = ¢4(e M) satisfies g’ (0) > 0, so it is convex on [0, ] for some § > 0. Further-
more, ¢'(0) = 0, so we can conclude that for § small enough

@g(0M) = g(0) > g(0) = ¢,(0)

by convexity. Lastly, notice that M > 0 since the entries of u are non-negative, so M is in the domain of the
optimization problem. Observe also that 0 is no longer a maximizer. O

6.2. General Centered Prior. Now suppose that we are in the scenario that Py is a centered prior measure
on R® with compact support. We want to study the maximizers of the functional (6.1). Let (-)¢ denote the

average with respect the Gibbs measure associated with the Hamiltonian (Qz° + /Qz)Tx — IT% The partial

derivatives of ¢ in the direction M, can be computed using Gaussian integration by parts and the Nishimori
property (4.4)

- " s T,
(69) E@(Q + EM |E =0 = ( tMs) + P ptE<xTMS$O — H> )
s,t =1 As,t 2 Qt

1
+Zpt]E< (0-\/ Q¢ + eMy|c—o) >
s - Pt
2( AstTer +22 ,t

B & B n n
(6.10) =5 ( Aét Tr(Q¢ M, Z:

We dealt with the square root that appeared in the first equality using the identity

(6.11) Tr (A\/@ae Qi +eMy|—g) = Tr (A\/aas1 [Q: + ZLSMAE:O) = 2A - Tr(AM,),

for any symmetric matrix A, which implies that for standard Gaussian vectors z,

E(xT\/a)( (0. /Qt+€psM\s 0)z%) = ( \/Ea\/mg 0): ltT]f< TMS).

2 G

TMSxO>Qt> .

S)
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Therefore, Gaussian integration by parts implies that

B(=T(0.\/Qu N emo)e) = E(E.(aT\/Qu2) (7 (00 [+ LM o))
~B(E()TY Q)T 0: @+ LM o))

_ P ]E<xTMsx zTMs:v2>
Q:

Ay, 2 2

where we used the same convention for the partial derivatives given in (6.4). At the critical point, the first

derivative must vanish for all M, so the critical point equation simplifies to

n

o Pt 20 T
6.12 .=
(6.12) Q :AM X;

T
(g,

s,t

by the Nishimori property. We first prove that the average f(Q) = E(2%2 )¢ is Lipschitz.
Lemma 6.3 (Lipschitz Continuity)

The functional f : S} — S} is Lipschitz in the space S} of non-negative x X r symmetric matrices: for any
Q,Q €Sy,
1F(Q) = F(@)]2 < 3:2C7[Q — Q|2

where C' is the bound on the support of Px and k is the dimension.

Proof. The function f : S, — R**" is also given by

[ 2% exp ((on + \/Qz)Tx - If) dPx (z)
[ exp <<Qx0 + \/Qz) Tx — ””TQQ’C) dPx ()

Given arbitrary Q1, Q2 > 0 we define Q, = aQ1+ (1 —a)Q2 = Q2+ a(Q1 —Q2) to be the interpolation between
the matrices. We will show that the function

g (@) == fr (@Qr + (1 — @)Q2) = frp (Q2 + (Q1 — Q2)) = Bz’ (k)z(k'))q,,
has uniformly bounded derivative for ¢ € [0,1]. Let M = Q1 — Q2. A similar computation as the derivation of
the first variation in (6.10) via the Gaussian integration by parts computation on (??) implies that

()] = ’E<x0(k)x(k’) (xTMa:O + 27 (0aV/Q + aM)| gm0 — ITMJU) >Q

f(Q) =E =E(z%27)q.

2

_ E<x0(k‘)x(k') ((ﬁ)TMmO + 2700/ Q + aM)|a—oa® — WW) >Q’

2

< ’E<x0(k:)x(k’) (JM:&’ - xT];“Q»Q’ + ‘E<x0(k)x(k;’) ((mQ)TMxO - W) >Q’

1
< 20%8( (1Ml + 3lalle? 72 ) )
Q

< 3kC3|M||5.

In the last second line, we used the Cauchy—Schwarz inequality on the Frobenius inner product and in the last
line we used the fact that E(-)¢ is the average with respect to a probability measure.
By the mean value theorem, we can conclude that

[fra (@Q1) = fir (@Q2)] = lgr i (1) = gi (0)] < 35C7(|Q1 — Qall2.

Lastly, we get our required estimate

K

1/2
1F(Q1) - F(Q2)]l2 = ( S ew (@) - fk,mczz))?) < 36207 Q1 - Qulla

kk'=1

Taking Q1 = Q; and Qs = Q; gives our estimate. O
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Using this Lipschitz continuity, we can do a fixed point argument to show that there exists a unique maximizer
at 0 if the covariances A% are sufficiently small.

s,t

Lemma 6.4 (Uniqueness of a Mazimizer at 0)

Consider the model parameters defined in (6.3). The functional ¢(Q) has a unique maximizer at 0 if

|vozvr

< ——=.
op 9/‘&406

Proof. Following the computations leading to (6.7) applied to the general critical point equation (6.12), we see
that

(613)  [VAQIE =Tr ((vVA@)T(vrQ)) = Tr ((AWBSQ)T(AWGIQ)) < 1ALl VAF QI3
where
f(Q) = (E(xoxT>Ql, . 7E<xoxT>Qn) A= \/ﬁ%\/ﬁ

We proved in Lemma 6.3 that f(Q,) = E(z%zT) 6, is Lipschitz in Q. with a Lipschitz constant that does not
depend on t

1£(Q0) = F(QDl2 < 357C%||Qr — Qll2-
Recall that the prior is centered f(0) =0, so

VA (@3 =D pellF(@0) = FO)13 < 961C° Y el Qell3. < 95 CO /R Q3

Applying this bound to (6.13) yields the result. O

This bound is clearly not tight, because it does not depend on the measure Py except through the support
contained in [—C,C]". We will show below that if the operator norm is sufficiently large, then a maximizer
away from 0 will appear.

Lemma 6.5 (Phase Transition with Centered Prior)

Let x ~ Px. The functional ¢ has a maximizer away from @) = 0 if
1 1
J— > =

VPRVP|,,” TEwT, ~ TCov()

op 155

Remark 6.6. If we have a Gaussian prior, then x ~ N(0,1), so |[Ezz"|,, = ||[I|lop = 1. Furthermore, it also
agrees with condition (194) in [32] in the case when k = 1.

Proof. We adapt the proof of the Gaussian prior to the general scenario. Consider an arbitrary perturbation
M = (My,...,M,) of Q such that @ + M > 0 for all ¢ sufficiently small. The first and second variations are
denoted by

Vire(Q) = 0:0(Q + M) and  V3,0(Q) = 02¢(Q +eM)

e= e=0
This can be computed explicitly using integration by parts and the Nishimori property,
VarelQ) = 3 R BT Ma))g, — 3 A THQuI)
and
Vie(Q) = 2 % <E<(:cTMsxo)(zTMtxo)> o, — E((@T Mozo) (@] Myxo)) Qu)

PsPt
— Tr(MsMy).

When @ = 0 the Hessian simplifies because (-)g is simply the average with respect to Px which is centered,

PsPtPu
(6.14) V2,0(0) = muz( Tr(Moxoz")?), = >
s, u"u, st

pspt
A Tr(M,M,).

s,t,u st
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For z ~ Px, let C = Ezz" = Cov(z). Let b denote the unit eigenvector corresponding to the largest eigenvalue
of C. In particular, we have b'Cb = ||C||,p. Suppose that

1 1 1
V5P

> = .
op E”xlxg”% HC”gp

(6.15) 1Allp = \

The matrix A = ﬁﬁ\/ﬁ has non-negative entries, the eigenvector v associated with the largest eigenvalue
has non-negative entries by the Perron—Frobenius Theorem. Therefore, we can take
1

N

M= (wB,...,u,B) where B =bb" and u; = v;

Notice that
E(Tr(Bzox")?), =E( Y _ bibjbkngix?xkx2> = (b"Cb)* = || Cov()||Z,.
i3,k 0
since x and 2" have the same distribution in the Bayes optimal case. The Hessian at 0 defined in (6.14) simplifies
greatly for this choice of M,

1 1 1
2 _ 2, T T _ 2, T g2 T 2 2
Vist0) = (1005 p i pu = oz pu) = [T 4% = o A > [CPZ A1, = Al

By our assumption (6.15), V%,;0(0) > 0. Therefore, the function g(e) = p(eM) satisfies g”(0) > 0, so it is
convex on [0, d] for some § > 0. Furthermore, ¢’(0) = 0, so we can conclude that

@(0M) = g(6) = g(0) = »(0)
by convexity. Lastly, notice that M > 0 since the entries of 4 are non-negative, so M is in the domain of the
optimization problem. (I

Remark 6.7. Our choice of M in the proof is the choice of directional derivative that maximizes the Hessian
at 0. This gives us the sharp condition when the Hessian of ¢ is no longer negative semidefinite.

6.3. Comparison with the Naive BBP Transition. In this section, we show that the threshold Lemma 6.5
is stronger than the transition computed by examining the BBP transition of a spiked matrix with homoge-
neous noise and inhomogenous spike. We will see that the transitions are equal if and only if the models are
homogeneous.
We first consider the model with homogeneous noise, but inhomogeneous signal. We want to find the BBP

transition of the matrix 0r onT

LYAQ 11:.1‘(.1’) ® 11_~_LG_

VN ICE N A®z /N

where G is a Gaussian Wigner matrix.
Lemma 6.8 (BBP Transition)

.1 A 1 . .
The matrix \/ﬁY ® ~ol has an outlier iff

1
A®3

e

op HEmeHOP.

Proof. It is well known that since G follows the GOE the largest eigenvalue of \/%YA ® Aé T is given by

A* = max;.,,>1{7 + 'y;l} if (7i)1<i<n are the eigenvalues of

20(20)T 1
N A®3

But exactly as in the proof of Theorem 3.14 and Remark 3.15, we can see that the eigenvalues of R are the

same as those of

R =

. |
N _ 7 J
Myt = 37 2 Iodlied |
Jj=1 st

a finite matrix whose top eigenvalue converges entrywise when N goes to infinity, by the law of large numbers,
towards the top eigenvalue of the matrix

o 1
Mg = ||ExxT||0p\/ PsPt—oT
A 2

st
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by the definition ! in Remark 3.15. We conclude that TN

>7
Hf Paet V| TEaa,,

O

We now prove that the BBP transition is strictly weaker than the spin glass transition except in the homo-
geneous models. That is, if A is such that the BBP transition happens

o, 2 e

o IBzzTop

A®3
then we are also in the information theoretically feasible detectable region

1
> .
o EzzT|3,

s

In particular, if it is possible to detect the signal using the spectral method, then it is also possible to detect
is using any other method. The converse is false, so there exists some algorithms that beat the naive spectral

ones.
This statement is true, and in fact a stronger statement holds, which clearly implies Proposition 2.18.

Lemma 6.9 (Gap in Thresholds)
We have

2
1
< .
VP A®1 = H\/ﬁ AVP
with equality holding if and only if there exists a constant c such that for all s,t, As; = c. In particular, if

A satisfies 1

op  [EzzT[lop

A®1

V/p and \/f)%\/f) have non-negative entries, so the Perron—Frobenius

Hf

then
1

p  EzaT(Z,

1
H\/EA A®1

Proof. First of all, observe that /p—+

2
theorem implies that the largest eigenvector has non-negative entries. Therefore, we can restrict ourselves
to eigenvectors with non-negative entries to compute the maximum eigenvalues. But for any vector u with
non-negative entries, by Cauchy-Schwartz’s inequality

1

Zps“sﬂt“t 1,2 1,2

1/2 SUSPt Ui
st

) C (k)
(o) i

(/P /)

A®1

1
2

IN

IN

1
where we used again Cauchy—Schwartz’s inequality and the fact that > ps = 1 to see that > p2us < |lull2. We
deduce by taking the supremum over u so that ||ul|z = 1 that

1/2

Y

Furthermore, equality holds only if there is equality in the above Cauchy-Schwartz inequality which happens
when we take u to be the largest eigenvector of the matrix \/,BA# /p- For this to happen, the largest eigenvector
2
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must be u = /p so there exists ¢ such that

implying that A must be constant.
|

6.4. Proof of Corollary 2.14 and Lemma 2.15. We now explain how one can use the phase transition to
recover the recovery transitions. Recall that the minimal matrix mean squared error is given by

MMSE(N) = N0 ZIE E[z? - 29| Y])?

The limit of the MMSE will follow from the following property of the maximizers of the replica symmetric
functional ¢ defined in (2.13).

Lemma 6.10 (Limit of the Overlaps)

If % is positive definite, the maximizers of (2.13) satisfy

I Tr(R; T (
Jim ;1 pspi(Tr(Ri, Rip)) ;1 pspr Tr(QuQy).

Furthermore, for any maximizer, the values of Tr(Qs, Q) > 0 are unique for fixed s,t.

Proof. Using the change of variables 7, ; = x— we consider our Gaussian free energy
1 Vst ;T It (z0-20) (zx5)— 23t (@i
FN(n) — NEY log/ezb tzlelé jely TN gij(i-wz)+-RE 18t (f )( iTj) & (x5 J) dPO®N($)

where 1; ; = 75, for ¢ € I, and j € I;, which is equivalent to (2.12). Notice that differentiating the free energy

with respect to 7, := % and an application of the Nishimori property recovers the Gibbs averages,

1 9ij (Ti - T5) | pup u pv Pup u v
On. Ev 1) :E<2 Z (e 2) + == Te(RY o Ry o) — —— Tr(RY Ry ;)

Nielu,jelu VN5t 2 4

pupv U v pupv U 1) pup'u U v pupv w v
:E< 1 Tr( 1,1 171)_ 4 T‘I‘( 1,2 1,2)+ 9 ’I‘I'( 1,0 170)— 4 ’I‘I‘( 11 1)1)>+0(1)

PupPo v P
:E< 1 Tr(R1,0R1,0)>+0(1)

where (-) is the Gibbs average with respect to the Hamiltonian (2.11). On the other hand, for fixed 1 < u,v < n,
consider the functional

P(A) = sup [_ Pl T (QuQu) + Y psE. o In [ / o(Qua+1/Quz)Ta— 2 Gar dPO(x)] }
s,t=1 s=1

Q i A

When % is invertible, Q = %pQ implies that Q = p’l(z) 1(. In this notation, it is understood that for
Q.Q € (Re*%)™ and the entries fo the vector

~ 1
Qs = Z rPtQt € R"*"
t st
are non-negative because @1, ..., Q, are. Under this change of variables, we have

©16) vl = -1 (5 ) +Zps oot [[e@ VBT apy )|

where the supremum is taken over non-negative matrices. Observe that the function we are optimizing is

L. \1/2
continuous. Moreover, the second term goes to infinity at most like (ZS Tr(Q?)) , whereas the first term

goes to —oo like ) Tr(QE) since we assumed that the smallest eigenvalue of % is positive. Hence, we can
restrict the supremum to non-negative matrices such that Y Tr(Q?) is bounded by some finite M, which is a
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compact space. Using the change of variables 7,; = ﬁ, the envelope theorem [33, Corollary 4] implies that
at any point where 1 is differentiable,

D) 1= v to)| =P THQLQ))

e=0

where Q* is any maximizer of the right hand side of (6.16). Furthermore, if QT is another maximizer, then
pupv TH(QLQF) = Pupv (QT QT)

so the value of Tr(Q: Q) is unique even though the maximizers Q* and Qf may not be.
But 1 is convex in 7 so that (0,, ,%(n))u,. exists for almost every 7, so does the limit of the derivative of
the free energy Theorem 2.10 implies

Jm Ey(n) =)  and lim 0,, ,Fn(n) =0y, (1)

N—oc0

for almost every 7 so

n n
. PuPv u v * )k
im0 (PR ) ) = 3 g THIQ))

u,v=1 u,v=1

finishing the proof. O
We now prove the statements about the MMSE.

Proof of Corollary 2.14. Recall that (-) is the average with respect to P(z | Y'). The mean squared error can
be simplified to

N(N Y
— N(N2 5 DL E((@ - #)? — 200 B 0 | Y]+ Bl 29 VP?)

|
[\
~—"
I
S
8
=o
8
<o
e
I
[\
8
=o
8
<o
)
8
[Ny
+
—
S
8
—
S~—
—
S
8
N
S~—
~~—"

= E< Tr(Roo, Roo) — 2 Tr(Ry0, R10) + Tr(Ry2, R12)>
= E Tr(Roo, Roo) — E(Tr(R10, R10))

=El|zz"|3 - ZpsptE (Rio, Rig))-

s,t=1
By Lemma 6.10 it follows that

MMSE(A) = El|zz 7|2 — Zpspt (Qs, Q).

s,t=1

Lemma 2.15 is now immediate.
Proof of Lemma 2.15. By Lemma 6.4 and Corollary 2.14, if ||\/px/Pllop < goigs then Qs = 0 for all s, so
limy 0 MMSE(N) = Ep, ||z "||3. On the other hand, if ||\/p% /Pllop > HIEmlTllz =7 Cov%w)”? then there exists
a s such that Qg > 0, so limy_,oo MMSE(N) < Ep, ||z ||3. O
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