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Control-Oriented Neural State-Space Models for State-Feedback Linearization and Pole Placement

Alexandre Hache, Maxime Thieffry, Mohamed Yagoubi and Philippe Chevrel

Abstract—Starting from a data set consisting of input-output measurements of a dynamical process, this paper presents a training procedure for a specifically control-oriented model. The considered dynamic model adopts a particular neural state-space representation: its structure guarantees its linearizability by state feedback. Moreover, the linearizing control law follows trivially from the parameters of the learned model. The method relies on a parameterized continuous-time neural state-space model whose structure is inspired from well-known exact linearization. The feasibility and efficiency of the approach is illustrated on a nonlinear identification benchmark, namely the Silverbox one. The quality of learning and linearizing feature of the control design are validated on two nonlinear models by comparing the input-output behavior of each closed-loop and its best linear approximation.

I. INTRODUCTION

In control community it is generally accepted that the design of linear systems control can be done in a more systematic way than in the nonlinear case. In this framework, feedback linearization techniques have proven to be an appealing challenge. The latter are positioned, in particular, in a framework where the nonlinear system can be transformed exactly into a linear system proceeding by state feedback and coordinate change. The dynamic requirements on the controlled system are then expressed on the resulting linear model.

Feedback linearization theory usually considers input affine nonlinear models of the form:

\[ P: \begin{align*}
\dot{x} &= f(x) + g(x)u \\
y &= h(x)
\end{align*} \tag{1}
\]

where \( u \in \mathbb{R}^{n_u} \) is the system input, \( y \in \mathbb{R}^{n_y} \) the output, \( x \in \mathbb{R}^{n_x} \) is the state and where functions \( f, g \) and \( h \) are nonlinear mappings.

Founding works on exact linearization problems for this class of systems were published in the late 1980s [1] and necessary and sufficient conditions for an exact linearization of input-affine systems have been established. A lock, however, consists in working from experimental input-output data, in the absence of a relevant and accurate physical model.

During the last decades, neural networks have aroused the interest of the scientific community due to their universal approximation properties [2] and the development of dedicated and powerful optimization algorithms [3]. In nonlinear identification, they have proven their ability to provide accurate dynamic models and the recent rise of physics-informed neural networks [4], [5] makes them attractive for modeling nonlinear dynamical systems.

Using machine learning techniques and especially neural networks to learn linearizing controllers is not new, see e.g. [6] or [7] for a recent review. However, recent works take advantage of the development of computational resources to tackle the problem of learning linearizing controllers from data, using reinforcement learning in [8] or Gaussian processes to improve robustness of feedback linearization in [9].

Furthermore, recent advances in nonlinear system identification of neural (state-space) models are numerous and open the way to promising simulation and analysis approaches. A neural state-space model (NSSM) is a model where the functions \( f, g \) and \( h \) from (1) are approximated using neural networks. This kind of models has first been introduced in discrete time in [10] and recent works propose to add an integration scheme on top of the standard forward pass to approximate ODEs [11]. Both the state and the output equations of (1) can be approximated by a one-hidden layer feedforward neural network:

\[ \begin{align*}
f(x) &= W_f \sigma(W_{fx}x + b_f) + b_f \\
g(x) &= W_g \sigma(W_{gx}x + b_g) + b_g \\
h(x) &= W_h \sigma(W_{hx}x + b_h) + b_h
\end{align*} \tag{2}
\]

where \( W_i \) and \( b_i \) are weight matrices and biases respectively and \( \sigma(x) \) an appropriate nonlinear activation function, usually sigmoid or hyperbolic tangent.

It has been shown that the inclusion of an explicit linear part in the nonlinear model [2] improves the learning stage by providing a good initialization, see e.g. [12]. Thus, recent works introduce an explicit linear part in NSSM via the matrices \( A, B, C, D \) in such a way:

\[ \begin{align*}
\dot{x} &= Ax + Bu + f(x) + g(x)u \\
y &= Cx + Du + h(x)
\end{align*} \tag{3}
\]

The purpose of this article is to proceed by constrained learning of neural state-space models, which are by design feedback linearizable and where the control law and the targeted linear dynamics appear explicitly in the structure of the network.

II. RELATED WORK AND STATE OF THE ART

This section provides a reminder of the so-called exact and approximate feedback linearization techniques.
A. Exact feedback linearization

Considering an input-affine nonlinear system of the form (1), the objective of exact feedback linearization is to find a control law of the form:

\[ u = \alpha(x) + \beta(x)v \]  

where \( \alpha(x) \) and \( \beta(x) \) are nonlinear functions of the state, and \( \Phi(x) \) a diffeomorphism such that the closed-loop system according to (1) and (4) is an input-output linear one, from \( v \) to \( z \) and \( y \):

\[ \dot{z} = Az + Bu \\
y = Cz \]  

Several conditions on the state equation (1) must be fulfilled in order to perform exact linearization. In the case where these conditions (which will not be recalled, we refer the reader to [1] for more details) are satisfied, there exists an output function \( \lambda(x) \), called flat output, such that:

\[ \dot{x} = f(x) + g(x)u \\
y = \lambda(x) \]  

has a relative degree equals to the size of the state-space [13]. Given a well-suited \( \lambda(x) \), a valid change of coordinates is then given by:

\[ z = \begin{pmatrix} \lambda(x) \\ \lambda(x) \\ \vdots \\ \lambda^{(n_x-1)}(x) \end{pmatrix} = \Phi(x) \]  

This transformation leads to a linear system which is a chain of integrators and a state-space model expressed in Brunovsky canonical form that possesses no physical meaning of the system being linearized. In addition to being ill-conditioned, it changes completely the dynamic of the system and thus may not be robust to modelling uncertainties. To cope with these limitations, one can do another change of coordinates in order to linearize the system around an equilibrium point leading to a model better suited to a robust controller design [14]. Moreover, this exact linearization method requires a precise knowledge of the plant \( P \) and the equilibrium point around which the linearization is performed.

B. Approximate feedback linearization

Approximate feedback linearization comes at hand when the system is not exactly linearizable or when a model is not available. Different techniques exist for approximate linearization depending on the objective: some of them will be discussed in this section and a comprehensive review is available in [15] for interested readers.

The classic linearization of a nonlinear system is its Taylor approximation around an equilibrium point \( x_0 \) induced by \( u_0 \):

\[ \dot{x} = Ax + Bu \\
y = Cx + Du \]  

where:

\[ A = \frac{\partial f}{\partial x} \bigg|_{x=x_0} \quad B = \frac{\partial f}{\partial u} \bigg|_{x=x_0} \\
C = \frac{\partial g}{\partial x} \bigg|_{x=x_0} \quad D = \frac{\partial g}{\partial u} \bigg|_{x=x_0} \]  

There are systems where this first order Taylor approximation fails or is only valid in a restricted region of the state space. In [16] a higher order approximation is proposed by ignoring the third order (and higher) terms in the Taylor approximation around the equilibrium point \((u_0, x_0)\) in order to increase its domain of validity.

In [17], the concept of a pseudolinear system is introduced that is a system of the form:

\[ \dot{z} = Az + Bu + q(z,v) \]  

where the term \( q(z,v) \) has desired properties and where the \( A,B \) matrices come from Taylor approximation and are independant from the operating point. Pseudo-linearization then seeks a feedback control input such that the state equation of (1) is equivalent to (10).

Finally, in [18], an approximate linearization approach is proposed for affine nonlinear systems that do not satisfy all the conditions required for input-to-state linearization but are, instead, linearly controllable in a neighborhood of a set of operating points.

III. PRESENT CONTRIBUTIONS

Given a dataset described by input-output measurements \((u^D, y^D)\) our objective is to identify a feedback linearizable model using neural networks. A first approach could be to enforce the conditions for exact linearization described in [13], but the computation of the iterated Lie Brackets and the rank condition that must be imposed on the resulting matrix make the implementation of this solution too complicated practically.

This paper proposes a data-driven control design solution to overcome these difficulties. Neural networks are involved, first to identify a neural state-space model of the process, and then to trawe make the assumption that there exists a diffeomorphism \( \Phi \) a structured one with the same input-output behavior, parameterized and with the property to be feedback linearizable.

The remainder of the paper is organized as follows : Section IV presents the main results, introducing the proposed linearizable network and giving the key elements for its implementation. Then this approach is tested in section V on a popular benchmark used for nonlinear identification. Finally, open challenges and further works are discussed in section VI.

IV. MODEL IDENTIFICATION WITH LINEARIZABILITY PROPERTY

A. Preliminary results

Given a process \( P \) described by an unknown input-affine nonlinear model of the form (1) and considering that the state \( x \) is available either directly or from the use of an observer,
we make the assumption that there exists a diffeomorphism $z = \Phi(x)$ such that (1) is equivalent to the following model:

$$
\dot{\hat{P}} : \begin{cases}
\dot{\hat{z}} = A\hat{z} + B\beta(x)(u - \alpha(x)) \\
y = C\hat{z}
\end{cases}
$$

(11)

**Proposition 1.** The control law defined by $u = \beta(x)^{-1}v + \alpha(x)$ is a feedback linearizing control input for model $\hat{P}$ and therefore for $P$.

However, functions $\alpha(x)$ and $\beta(x)$ are in practice not known. We then consider the following parameterized model:

$$
M : \begin{cases}
\dot{\hat{z}} = \hat{A}\hat{z} + \hat{B}\beta(\hat{\alpha}(x))(u - \hat{\alpha}(x)) \\
y = \hat{C}\hat{z}
\end{cases}
$$

(12)

where $\hat{A}, \hat{B}, \hat{C}, \hat{\alpha}(x)$ and $\beta(x)$ are unknown matrices and functions to be identified.

**Definition 1.** Two models $\Sigma_1$ and $\Sigma_2$ are said similar in terms of input-output behavior if, whatever input $u$ applied to both systems and time $T$, the output $y_1$ of $\Sigma_1$ and $y_2$ of $\Sigma_2$ are sufficiently close:

$$
\forall u, \forall T \in \mathbb{R}^+, \int_0^T (y_1(t) - y_2(t))^2 dt < \epsilon
$$

with $\epsilon$ sufficiently small.

These notations and definitions lead to the main contribution of this paper. The following result holds:

**Proposition 2.** If models $M$ and $\hat{P}$ are similar in terms of their input-output behavior, then the control law defined as:

$$
\hat{u} = \hat{B}(x)^{-1}v + \hat{\alpha}(x)
$$

is a feedback-linearizing control input for model $M$, $\hat{P}$ and therefore for $P$.

**B. Methodological procedure**

The neural-network training procedure ensures that models $M$ and $\hat{P}$ are similar in terms of input-output behavior. The loss function of the training is defined as the mean squared error between the data measurements $y^D$ and the simulated output $y^{sim}$ of model $M$:

$$
J = \frac{1}{T} \sum_{i=0}^{T-1} (y^D_i - y^{sim}_i)^2
$$

(15)

The structure of model $M$ makes it feedback linearizable by design and the control law (14) yields a linear closed-loop system of the form:

$$
\begin{cases}
\dot{\hat{z}} = \hat{A}\hat{z} + \hat{B}v \\
y = \hat{C}\hat{z}
\end{cases}
$$

(16)

where $v$ is the new input of the closed-loop system.

The linear structure of the corresponding closed-loop system eases the design of efficient control laws. In addition, if the matrix $\hat{A}$ has desired dynamics and is fixed during training, then the control law given by (14) is a feedback linearizing control input and the resulting linear model has desired closed-loop dynamics.

**C. Implementation**

1) **Learning algorithm:** In this paper, continuous-time neural networks are considered. In order to learn the underlying ODEs from data points, we follow the framework described in [5]: an integration scheme is added on top of the forward pass of the neural network and back-propagation is performed overall. In addition, the initial state for the hidden layer, namely $z_0$, is considered as a variable for optimization. A tensor $Z$ containing the initial states of the size of the training data is created and is optimized along the way. The implementation is described in algorithm 1, using a Runge-Kutta 4 step method in the forward pass as integration scheme and ADAM optimization algorithm [3].

Algorithm 1: Training procedure

**Inputs:** $(u^D, x^D, y^D)$ dataset, $n^x$ state order, $n^h$ number of hidden neurons, $N_B$ batch size, $T$ sequence length, $N$ number of optimization steps; $t_s$ integration step, $\alpha$ learning rate

Initialize the network:
- Determine linear initialisation for $A_0, B_0, C_0$;
- Set desired closed-loop poles $p_i$ via state-feedback pole-placement
- Freeze $\hat{A}$ matrix;
- Instantiate hidden states tensor $Z = 0$;

for $i \leftarrow 0$ to $N$ do

for $j \leftarrow 0$ to $T - 1$ do

$y^{sim}_j = \hat{C}z_j$;

$\dot{z}_j = \hat{A}z_j + \hat{B}\beta(x_j)(u_j - \hat{\alpha}(x_j))$;

$z^{sim}_j = ODEINT(t_s, \dot{z}_j)$;

end

Compute the loss:

$$
J(\theta, Z) = \frac{1}{N_B T} \sum_{k=0}^{N_B - 1} \sum_{j=0}^{T-1} (y^D_{k,j} - y^{sim}_{k,j}(\theta, Z))^2
$$

Compute gradients: $\nabla_{\theta} J = \frac{\partial J}{\partial \theta}$, $\nabla_{Z} J = \frac{\partial J}{\partial Z}$;

Update parameters:

$\theta \leftarrow \theta - \alpha \nabla_{\theta} J$

$Z \leftarrow Z - \alpha \nabla_{Z} J$

end

**Outputs:** Network parameters $\theta$

\(^1\text{Code is available upon request.}\)
2) Network initialization: Inspired by the efficient initialization approach as in the general state-space case [20] and one-hidden-layer neural networks, we propose the following initialization. The network \([12]\) is initialized with linear part only, i.e. before first iteration \(\beta(x) = 1\) and \(\alpha(x) = 0\). The network is thus initialized with the following linear model:

\[
\begin{align*}
\dot{z} & = \hat{A}z + \hat{B}_0u \\
\hat{y} & = \hat{C}_0z
\end{align*}
\]

(18)

where matrices \(\hat{B}_0\) and \(\hat{C}_0\) are defined using classic linear model estimation techniques such as best linear approximation (BLA, see e.g. [21]).

The matrix \(\hat{A}\) is computed before training and fixed during the learning stage in such a way that the resulting closed-loop tends to be as close as possible to the dynamics imposed in the linear case through the pole-placement:

\[
\hat{A} = \hat{A}_0 - \hat{B}_0K_0
\]

(19)

V. SIMULATION RESULTS

The proposed control-oriented training approach is illustrated on a popular benchmark for nonlinear identification: the SilverBox benchmark\(^2\). It is an electrical oscillator analogous to a second-order mechanical system with nonlinear polynomial spring:

\[
m\ddot{y}(t) + d\dot{y}(t) + k(y(t))y(t) = u(t)
\]

(20)

where \(k(y(t)) = a + by^2\). This system is affine with respect to the control input and fits the class of systems for feedback linearization. Moreover one can see this system is feedback linearizable with \(u(t) = by^3\).

The input-output signals are made of 131 072 samples and only the first 40 000 points of the dataset (the arrowhead) are given as a training set.

A. Training results

In order to validate our approach, we first identify an input-affine model \((P,\text{ see equation }[1])\) of the plant. It will be our simulator to access the state \(x\) for the training procedure of a feedback linearizable model \((M,\text{ equation }[12])\).

As the Silverbox example is a single-input single-output system, \(\beta(x)\) is invertible if we impose \(\beta(x) \neq 0\) during training. To do so, the following activation function is added at the final layer of the network \(\beta\):

\[
\eta(x) = ELU + 1 = \begin{cases} 
x + 1, & x \geq 0 \\
\exp(x), & x < 0
\end{cases}
\]

(21)

where \(ELU\) stands for exponential linear unit. This choice may not be optimal and the choice of \(\eta\) is left to the user but it has the advantage over ReLu to have non-zero gradients for all \(x\).

To validate both models we simulate them and compute the mean squared simulation error on the whole dataset. The training procedure is performed using algorithm \([11]\) with parameters given in table \([I]\). The learning results are gathered in table \([II]\) and the simulation errors for both models are displayed on figure \([1]\), which confirms that both model \(P\) and \(M\) represents faithfully the Silverbox benchmark.

B. Closed-loop results

The whole modelling structure for the closed-loop is depicted in figure \([2]\). It summarizes equation \([1]\), \([12]\) and \([14]\) : the dynamics of plant \(P\) from \(v\) to \(y\) in closed-loop is equivalent to the one of a linear system.

In order to estimate the capability of our approach to impose specific dynamics for the closed-loop, we set the poles of \(\hat{A}\) in \([12]\) in order to remove oscillations. From BLA estimate \(A_0\) with eigenvalue \(p_0\), the system matrix

\[
\begin{array}{c|c|c|c|c|c}
\text{Model} & N_p & N & T & t_s & \alpha \\
\hline
P & 512 & 30 000 & 20 & 1.63e-3 & 3e-3 \\
M & 512 & 20 000 & 30 & 1.63e-3 & 1e-3 \\
\end{array}
\]

TABLE I

Hyperparameters used for training model \(P\) and \(M\) for the Silverbox benchmark.

\[
\begin{array}{c|c|c|c|c|c}
\text{Model} & MSE \text{ J} \text{ [15]} \\
\hline
P & 2.12 \times 10^{-6} \\
M & 2.20 \times 10^{-6} \\
\end{array}
\]

TABLE II

Training results for Silverbox benchmark. Mean-squared error \([15]\) between real data and simulated output for both models \(P\) and \(M\).
\[ \hat{\beta}(x) - 1 + \hat{\alpha}(x) P \]

\[ \hat{z} = \hat{A}z + \hat{B}v \]

\[ \hat{y} = \hat{C}z \]

**Fig. 2.** Architecture for the closed-loop: the plant \( P \) in closed-loop (top) from \( v \) to \( y \) is equivalent to the linear system from \( v \) to \( \hat{y} \) (bottom).

\[ \hat{A} \] is computed via pole placement so that it has desired eigenvalues \(-|p_0|\).

1) **Linearity validation via Best Linear Approximation:** After training, to validate our approach and verify that the closed-loop is linear we simulate the obtained model with the training data \( u^D \) and use BLA algorithm from MATLAB, i.e \( \text{ssest} \) function, to estimate how accurately a linear model can describe the input-output behavior of the closed-loop.

The fitting criterion for linearity estimation is the Fit percent:

\[
\text{Fit} = 100 \left( 1 - \frac{\|y^\text{sim}(t) - y^\text{lin}(t)\|}{\|y^\text{sim}(t) - \bar{y}^\text{sim}(t)\|} \right) \tag{22}
\]

where \( y^\text{sim} \), \( y^\text{lin} \) are the simulated output and the output of the estimated resulting linear model respectively and where \( \| \cdot \| \) denotes the 2–norm of the corresponding vector and \( \bar{y} \) its mean value.

Table III presents the open-loop and closed-loop result: model \( M \) in closed-loop presents a linear fitting criterion of nearly 100% and model \( P \) in closed-loop corresponds to 98.36% to a linear model. This validates the theoretical results presented above: the control law (14) is an exact feedback linearizing control input for model \( M \) and an approximate feedback linearizing control input for model \( P \).

**VI. CONCLUSION**

In this paper a data-based approach has been presented to linearize a system using neural networks. During the initialisation phase, pole placement techniques are used to enforce specific dynamics to the resulting linearized closed-loop. The presented method is generic as it is suitable for any input-affine nonlinear process for which input-output data measurements are available. The linearizing control law and the resulting linear model are directly obtained from the learning stage. A nonlinear benchmark, the Silverbox one, is used as a demonstrator to show the effectiveness of the proposed control-oriented model structure and identification method. Future work will focus on the validation of the closed-loop is not exactly the same as \( M \), it shows that the linearizing control law designed for model \( M \) yields promising results when applied to system \( P \). Indeed, both models approach to a seemingly linear behavior.
presented control design on real-world processes and to the extension of this work to a broader class of systems.
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