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Abstract18

Temperature logs are an important tool in the geothermal industry. Temperature mea-19

surements from boreholes are used for exploration, system design, and monitoring. The20

number of observations, however, is not always sufficient to fully determine the temper-21

ature field or explore the entire parameter space of interest. Drilling in the best loca-22

tions is still difficult and expensive. It is therefore critical to optimize the number and23

location of boreholes. Due to its higher spatial resolution and lower cost, four-dimensional24

(4D) temperature field monitoring via time-lapse Electrical Resistivity Tomography (ERT)25

has been investigated as a potential alternative. We use Bayesian Evidential Learning26

(BEL), a Monte Carlo-based training approach, to optimize the design of a 4D temper-27

ature field monitoring experiment. We demonstrate how BEL can take into account var-28

ious data source combinations (temperature logs combined with geophysical data) in the29

Bayesian optimal experimental design (BOED). To determine the optimal data source30

combination, we use the Root Mean Squared Error (RMSE) of the predicted target in31

the low dimensional latent space where BEL is solving the prediction problem. The pa-32

rameter estimates are accurate enough to use in BOED. Furthermore, the method is not33

limited to monitoring temperature fields and can be applied to other similar experimen-34

tal design problems. The method is computationally efficient and requires little train-35

ing data. For the considered optimal design problem, a training set of only 200 samples36

and a test set of 50 samples is sufficient.37

Plain Language Summary38

The design of experiments is a critical step in scientific research to ensure that the39

data collected is of sufficient quality to answer the research question. The design of an40

experiment is often optimized to minimize the cost while still fulfilling the desired ac-41

curacy in the prediction. In this contribution, we use an approach called Bayesian Ev-42

idential Learning to optimize the design of an experiment. The Bayesian philosophy is43

used to incorporate all available information into the design of the experiment and to44

quantify the uncertainty in the prediction. In particular, our approach makes it straight-45

forward to use different data sources (sensors), and different types of data (e.g., temper-46

ature, pressure, and concentration measurements). We demonstrate the method in the47

design of a temperature field monitoring experiment to characterize the geothermal en-48

ergy storage potential of an aquifer, a key step in the development of geothermal energy49

projects. This framework makes experiment design easier and faster, a prerequisite for50

robust risk analysis and decision-making. The method is not limited to temperature fields51

and can be applied to other similar experimental problems, such as the monitoring of52

a contaminant plume or saltwater intrusion.53

1 Introduction54

Geothermal systems, including borehole thermal energy storage (BTES) and shal-55

low aquifer thermal energy storage systems (ATES) are becoming more popular as the56

world looks for ways to reduce greenhouse gas emissions. Such systems use thermal en-57

ergy extracted from the ground or groundwater to heat or cool buildings, which neces-58

sitates some electrical energy input for the heat pump, while storing the excess heat or59

cold underground. The goal is to re-use this thermal energy during the next season in60

a cyclic utilization (Saner et al., 2010; Vanhoudt et al., 2011; Bayer et al., 2013; Duijff61

et al., 2021). The performance of BTES and ATES strongly depends on the subsurface62

properties. Many variables are involved in geothermal processes, including porosity, hy-63

draulic conductivity, thermal conductivity, and heat capacity. Subsurface temperature64

fluctuations are strongly influenced by the spatial distribution of these parameters, the65

boundary conditions, and the aquifer’s hydraulic gradient when modeling the underground66

response under thermal stress (Ferguson, 2007; Bridger & Allen, 2010; W. Sommer et67
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al., 2013; W. T. Sommer et al., 2014). Previous research demonstrated that time-lapse68

Electrical Resistivity Tomography (ERT) could monitor spatial temperature changes in69

the subsurface with a relatively large spatial coverage by utilizing variations in resistiv-70

ity caused by temperature changes (Hermans et al., 2012, 2014; Arato et al., 2015; Her-71

mans et al., 2015; Lesparre et al., 2019; Robert et al., 2019). In turn, ERT monitoring72

experiments can be used to predict the response of the subsurface to thermal exploita-73

tion (Hermans et al., 2018, 2019).74

This paper presents a methodology for improving the design of field experiments75

using well and geophysical data by utilizing Bayesian Evidential Learning (BEL). BEL76

is a technique that combines Monte Carlo simulations and machine learning that can be77

used to improve estimation of predictions uncertainty (Hermans et al., 2016, 2018; Michel78

et al., 2020; Thibaut et al., 2021). It performs the Bayesian inference (usually within a79

low-dimensional latent space) using a direct relationship between predictor (data) and80

target (prediction) learned from a training set sampled from the prior distribution. Its81

efficiency has been demonstrated with extensive synthetic validation, but also against82

rejection sampling (Scheidt et al., 2015), McMC algorithms (Michel et al., 2020, 2022),83

field data (Hermans et al., 2019), and experimental design (Thibaut et al., 2021). Pre-84

vious research has shown that BEL can estimate the posterior distribution of parame-85

ters in a variety of contexts, including geothermal systems (Hermans et al., 2018, 2019;86

Athens & Caers, 2019), contaminant transport (Satija & Caers, 2015; Scheidt et al., 2015),87

geophysical inversion (Hermans et al., 2016; Michel et al., 2020). In addition, the BEL88

framework has been successfully applied to a range of subsurface field cases, such as ground-89

water, shallow and deep geothermal and oil/gas predictions (J. Park & Caers, 2020; Prad-90

han & Mukerji, 2020; Tadjer & Bratvold, 2021).91

To forecast the behavioral patterns of such processes, mathematical, physics-based92

models are frequently used. These models are typically described by partial differential93

equation systems, but are often too complex to solve analytically and must be solved nu-94

merically. These simulations produce a prediction defined on a grid of locations in space95

and/or time, which is conditioned on the uncertainty of the model parameters. Typi-96

cally, model outputs are compared to field data via forward modeling in order to cali-97

brate the model unknown parameters, which is known as inverse modeling (Tarantola,98

2005, 2006). In prediction-focused approaches, such as BEL, the prediction is directly99

estimated from the data (Hermans, 2017). In both strategies, data must be collected through100

an experimental process. Because this process is typically costly and/or time-consuming,101

it is critical to optimize resource utilization and information gain by controlling the ex-102

perimental conditions for data acquisition (Attia et al., 2018). This is referred to as op-103

timal experimental design (OED), which is commonly viewed as an optimization prob-104

lem (Ryan et al., 2016; Kleinegesse & Gutmann, 2020; Haan et al., 2021; Lykkegaard &105

Dodwell, 2022).106

By combining prior knowledge of the model’s unknown parameters with likelihood–107

the data’s contribution to those parameters–Bayesian statistics produce the posterior dis-108

tribution, from which it is possible to draw conclusions about the model’s unknown pa-109

rameters. Applying the Bayesian paradigm to OED at the definition of the objective func-110

tion leads to a so-called Bayesian OED (BOED) approach. There are several approaches111

to solving (B)OED problems, all of which involve maximization or minimization of a util-112

ity function (Lindley, 1956; Chaloner & Verdinelli, 1995; Ryan et al., 2016). However,113

the computational burden is significant because BOED requires solving the inverse prob-114

lem for each possible dataset, as the posterior distribution must first be estimated to com-115

pute the Bayesian utility function. Surrogate modeling and Bayesian Model Averaging116

(BMA) in combination with preposterior estimation are the two main simplifications that117

have been suggested in the field of Earth Sciences to make posterior computation tractable.118

Thibaut et al. (2021) provide an overview of these two simplifications. Iterative approaches119

requiring multiple forward problem runs, such as Markov chain Monte Carlo (McMC)120
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methods, are commonly used to solve the problem (Laloy & Vrugt, 2012; Vrugt, 2016;121

Ryan et al., 2016). Zhang et al. (2015), for example, use a McMC algorithm to solve the122

BOED of sampling well locations and source parameters identification of groundwater123

contaminants, but defined a surrogate for the contaminant transport equation to reduce124

the computational burden of McMC. Tarakanov and Elsheikh (2020) developped a BOED125

methodology aimed at subsurface flow problems relying on a polynomial chaos expan-126

sion surrogate model for the utility function embedded in a McMC algorithm.127

The main benefit of BEL is that the inferred predictor-target relationship can be128

applied to any data set that is consistent the prior distribution. This is advantageous129

for BOED because the prediction problem can be solved quickly and without expensive130

computation for any newly proposed data set. Thibaut et al. (2021) demonstrated, for131

instance, how BEL can be used to predict the wellhead protection area (WHPA) sur-132

rounding pumping wells. The WHPA (target) was predicted using a small number of trac-133

ing experiments (predictors). To determine the optimal data source design, the predic-134

tive power of the posterior distribution was evaluated in the original high-dimensional135

space.136

In this contribution, we propose a methodology for solving a BOED problem in-137

volving two different data types, using the BEL framework in a low-dimensional latent138

space, which alleviates the “curse of dimensionality” (Bellman, 1961) and reduces com-139

putational and memory demands. This study is based on the monitoring of a heat injection-140

storage-pumping experiment monitored by time-lapse Electrical Resistivity Tomogra-141

phy (ERT) and well data mimicking the field experiment of Lesparre et al. (2019). In142

addition to having the potential to improve subsurface information, the fusion of var-143

ious data types can also be used to plan surveys and choose the optimal set of instru-144

ments (JafarGandomi & Binley, 2013). There is a tradeoff between non-invasive data ac-145

quisition methods such as ERT and invasive data acquisition methods such as drilling,146

with the latter being generally more expensive. It is critical to determine whether drilling147

is required or if a simple geophysical survey will suffice, depending on the specific prob-148

lem at hand. It can also be useful to know whether it is worthwhile to conduct a long149

geophysical survey and mobilize a large amount of equipment if we can use an existing150

borehole in the area.151

This contribution is unique in five ways when compared to previous applications152

of BEL to experimental design:153

1. We use two different type of predictors, geophysical and borehole data, which vary154

in time, to predict a four-dimensional target, the temperature field magnitude in155

the aquifer over time. It will first be demonstrated how to predict the target us-156

ing each data set separately.157

2. Then, it will be demonstrated how to use them together. Because the predictors158

are of different types, the dimensionality reduction step in the pre-processing sec-159

tion is applied to each instance separately, and then concatenated before being fed160

to the learning algorithm.161

3. The Transport Map method is used to sample in the low dimensional space.162

4. The data utility function is calculated in the low dimensional latent space, with-163

out the need to back-transform the data to its original space.164

5. We identify the optimal choice between two ERT protocols with our proposed method-165

ology.166

Overall, BEL is well-suited to solve the considered BOED problem at a low cost (con-167

sidering both time and computational demand).168
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2 Methodology169

2.1 BEL170

The BEL framework has been extensively explained in contributions such as Hermans171

et al. (2018) or Scheidt et al. (2018), and we will only summarize the fundamental prin-172

ciples in this contribution. The objective of BEL is to determine the target H’s poste-173

rior probability distribution p(H|Dobs), conditioned on an observed predictor Dobs. Both174

the target and the predictor are real, multidimensional random variables. First, train-175

ing sets of H and D are generated by sampling the prior distribution through forward176

modeling. Then, the target and the predictor are separately subjected to dimensional-177

ity reduction through Principal Component Analysis (PCA) and projected to the new178

principal component (PC) space. Next, Canonical Correlation Analysis (CCA) analy-179

ses the PCs to find their underlying correlations while transforming them to new, max-180

imally correlated canonical variates (CVs). Given that the CVs’ relationships describe181

the behavior of each target dimension for each predictor dimension, an observed data182

point can be used to infer the posterior distribution of each unknown target dimension.183

To do this, we first project the observation onto the data CV axes using the same trans-184

formations we derived for the data samples. Then, for each target dimension, we use the185

corresponding bivariate distribution and the observed CV to derive the posterior distri-186

bution of that dimension. Thibaut et al. (2021), for example, demonstrated how this can187

be easily accomplished using multivariate Gaussian inference, provided that the CVs’188

bivariate distributions are both Gaussian and linear. Kernel Density Estimation (KDE)189

is another method for approximating the bivariate distribution for each CCA dimension190

without requiring such assumptions to be verified (e.g., Hermans et al. (2019); Michel191

et al. (2020)). KDE, on the other hand, has two parameters that must be adjusted: the192

kernel type, which defines the shape of the distribution at each coordinate, and the ker-193

nel bandwidth, which describes the size of the kernel at each position. Transport maps (Spantini194

et al., 2018) form another method that allows to calculate the posterior distribution and195

is used in this work (§2.3.3).196

2.2 Experimental setup197

We present a method for estimating the posterior distribution of an unknown four-198

dimensional temperature field during a heat injection-storage-pumping experiment. The199

experiment has been described in Lesparre et al. (2019). In short, hot water was injected200

at 3 m3/h into an aquifer at a temperature of 42 °C for six hours, followed by another201

injection at 14.5 °C for 20 minutes. Then, it was stored in the aquifer for 92 hours, and202

then pumped back out for 16 hours and 15 minutes at a flow rate of 3 m3/h. The goal203

was to track the evolution of temperature distribution in the aquifer over time. The ex-204

periment was monitored using time-lapse ERT and temperature data in wells. The time-205

varying predictor (measured voltage for ERT, direct temperature for wells) and the tar-206

get (temperature distribution in the aquifer) are high-dimensional, and their relation-207

ship is non-linear. By performing geothermal field experiments such as injection and hot208

water pumping tests, we can gain a better understanding of the aquifer’s behavior (Palmer209

et al., 1992; Macfarlane et al., 2002; Vandenbohede et al., 2009, 2011; V. Wagner et al.,210

2014; Wildemeersch et al., 2014; B.-H. Park et al., 2015; Klepikova et al., 2016). Com-211

bined with these tests, geophysical and thermal monitoring can track heat transfer in212

the aquifer. The location of injection wells is the focal point of the hydrogeological mod-213

els used in this study. These models’ grids are 60 meters in length in the known direc-214

tion of natural aquifer flow and 40 meters in length in the perpendicular direction to that215

direction (Figure 1A). The grid layers begin at the surface of the aquifer’s saturated zone216

at a depth of 3 meters and conclude at the surface of the impermeable basement at 10217

meters. The space step along the Z axis (depth) is 0.5 meters. The space step along the218

X and Y axes ranges from 2.5 centimeters at the injection point to 2.5 meters at the model’s219
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edges, with a 0.25 centimeter refinement in a 3 meter radius around the injection points220

in the hydraulic flow direction (Y axis).221

Figure 1. A. Model design (modified from Lesparre et al. (2019)). IW: Injecting well. PW:

Pumping well. B. Positions of observation and injection wells.

The mean and variance of hydraulic conductivity (K), the anisotropy factor, and222

its direction in the horizontal plane and the range of the spherical variogram are used223

to build the models of the hydraulic conductivity distribution in the aquifer. In addi-224

tion, the homogeneous porosity and the natural gradient are set as uncertain parame-225

ters. All other parameters including water and matrix thermal properties are set as con-226

stant. Bulk thermal properties are calculated based on porosity using the arithmetic av-227

erage. The prior is the sum of all the definitions of the parameters under consideration.228

We detail the ranges of the variables in Table 1.229

Uncertain parameter Range

Log K mean U[-4, -1], K in m/s

Log K variance U[0.05,2], K in m/s

Effective porosity U[0.05, 0.3]

Variogram main range U[1, 10] m

Anisotropy ratio U[0,0.5]

Orientation U[0, π] rad

Natural gradient U[0.05, 0.167] %

Table 1. Parameters of the prior model. U [a, b] refers to the continuous uniform distribution

bounded by the values a and b.
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Each parameter is generated randomly and independently according to a uniform230

distribution. The sequential Gaussian simulation algorithm (Goovaerts, 1997) is then used231

to generate the hydraulic conductivity fields. In the direction of Y, the hydraulic flow232

at the grid boundaries is zero, and it respects the natural gradient in the X-direction.233

The direction of the flow due to the natural gradient is indicated on Figure 1A. For this234

investigation, 250 hydrogeological models were built and used to generate the temper-235

ature fields resulting from the injection-storage-pumping experiment. The HydroGeo-236

Sphere code was used to simulate the temperature field in the hydraulic conductivity grids237

during the injection-storage-pumping experiment (Brunner & Simmons, 2012). There238

are 106-time observations in each simulation. The temperature grids obtained are reduced239

to sub-grids around the injection well of size 16×16×14 of elementary volumes 0.5 m×0.5240

m×0.5 m to reduce the amount of data (Figure 1B). The temperature is averaged when241

the subgrid elemental volumes contain several elemental volumes from the initial grid.242

The following equations were used to transform the temperature T into conduc-
tivity (Hermans et al., 2014):

σf,T

σf,25
= mf,25(T − 25) + 1, and (1)

∆T =
1

mf,25

[
σb2,T

σb1

σf1

σf,25
− 1

]
+ 25− Tinit, (2)

where mf,25 is the fractional change of the fluid conductivity per degree Celsius around243

the reference temperature of 25◦C, σb1 is the background conductivity, σb2,T is the back-244

ground conductivity at temperature T which we aim to determine at each time-step, σf1245

is the fluid conductivity at the initial state, σf,25 is the fluid conductivity at 25◦C, and246

Tinit is the initial temperature.247

The synthetic study replicates a real ERT monitoring campaign performed on a248

well documented site (Dassargues, 1997; Derouane & Dassargues, 1998; Brouyère, 2001;249

Hermans et al., 2015; Klepikova et al., 2016). Therefore, the initial temperature was mea-250

sured directly in the field, and the background resistivity σb1 was determined using their251

inversion using real field data. The temperature and fluid conductivity trend from on-252

site water samples was calculated to be mf,25=0.0194 and σf,25 was estimated to be 0.0791S/m (Hermans253

et al., 2015; Lesparre et al., 2019). σf1 = 0.0614S/m was estimated from Equation 2 with254

an initial temperature of 13.44◦C.255

The forward modeling process went as follows:256

1. Temperature field simulations on the discretized grid (HydroGeoSphere, Brunner257

and Simmons (2012)).258

2. Computation of the conductivity with the petrophysical law for each simulation259

and time step (Equation 2).260

3. Computation of the ERT profiles for each simulation and time step (EIDORS, Polydorides261

and Lionheart (2002)).262

The ERT simulations are computed with the following experimental setup: 6 parallel pro-263

files of 21 electrodes in the X direction, with a 2.5 meter spacing between the 17 cen-264

tral electrodes and a 5-meter spacing between the four electrodes at the profile’s edge.Two265

protocols were used: multiple gradient (MG) and dipole-dipole (DD). The DD array was266

chosen due to its widespread use in ERT investigations, which is due in part to the low267

electromagnetic coupling between the circuits. The MG array was another appealing op-268

tion due to its sensitivity distribution and high S/N ratio, as well as its robustness and269

multi-channel compatibility (Dahlin & Zhou, 2006). For each of the 106 temperature sim-270

ulation time observations, an ERT simulation is generated for each model. At each time271

step, 1100 quadrupoles are used for the DD protocol and 848 quadrupoles are used for272
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the MG protocol. The target for each model is thus made of 16×16×14 temperature grids273

for the 106 observation times, and the predictor is made of the resistances measured by274

1100 or 848 quadrupoles for the 106 observation times.275

2.3 Heat prediction276

2.3.1 Pre-processing277

2.3.1.1 Target The target H is a three-dimensional temperature field subdivided278

into nrows×ncols×nlay over nstep observation time steps. It is critical to reduce dimen-279

sionality because some small-scale variations of the target do not need to be perfectly280

reconstructed as they are already beyond the predictor’s resolution. Before performing281

dimension reduction, the raw target is scaled to unit variance, because the dimension re-282

duction step is sensitive to the scale of the data. The dimension reduction itself is done283

by linear PCA. The principal components are new variables produced by combining the284

initial variables in a linear way.285

2.3.1.2 Predictor The geophysical predictor Dg is made up of resistance values286

measured by nquad quadrupoles over nstep observation time steps, and the borehole pre-287

dictor Db is made of temperature curves measured at observation well’s locations. Be-288

fore performing dimension reduction, both raw predictors are scaled to unit variance. The289

dimension reduction is performed by linear PCA, and the number of components to keep290

is automatically set by setting the amount of variance that needs to be explained to 99%.291

When working with geophysical data, filtering higher dimensions allows to reduce the292

effect of noise on the prediction (Hermans et al. (2016); Michel et al. (2020)).293

After dimensionality reduction, the PCs of both predictor and target are scaled to294

unit variance, because covariance matrices are sensitive to the scale of the data.295

2.3.2 Training296

After dimensionality reduction, the next step is to find the relationship between
the predictor and the target in the reduced space. The CCA algorithm projects the data
onto a new set of axes which maximize the correlation between the two data sets. The
transformed variables are called Canonical Variates (CVs). Similarly to PCA, each pair
of transformed variables is orthogonal (uncorrelated) with the other pairs. The CVs are
the transformed variables representing the mutual information between the two data sets.
Let δ be the number of PCs necessary to explain the required amount of variance in the
predictor, and ntraining be the number of pairs of predictors and targets used for train-
ing. In our case, δ is the sum of the number of components of the geophysical data and
the borehole temperature curves, i.e., δ = δg+ δb. This is simply done by concatenat-
ing the geophysical and borehole temperature PCs into a single matrix. Following pre-
processing, the model is trained with the CCA algorithm to establish a multivariate re-
lationship between D and H in PC space. The number of CCA components is set to δ,
the maximum number that can be used (Meloun & Militký, 2012). The number of com-
ponents to keep depends on the dimensionality reduction of the predictor. To allow back-
transformation, more components must be used for the predictor than for the target be-
fore learning the relationship between the two. However, to avoid overfitting and noise
propagation, it is recommended that both have a similar number of components. It does
not have to be strictly the same. Let the superscript c denote the canonical space. The
canonical variates (CVs) pairs are stored in the (ntraining × δ) matrices

Dc
δ = dci,1, d

c
i,2, . . . , d

c
i,δ|i = 1, . . . , ntraining (3)

Hc
δ = hc

i,1, h
c
i,2, . . . , h

c
i,δ|i = 1, . . . , ntraining (4)

With the pairs of canonical variates
(
dc:,1, h

c
:,1

)
∼ π1 to

(
dc:,δ, h

c
:,δ

)
∼ πδ established,297

we may infer the posterior in the canonical subspaces by independently conditioning each298
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of the resulting bivariate joint distributions πj , j = 1, . . . , δ on a new observation pro-299

jected into the canonical predictor space dcnew,j . In this study, we consider a new approach300

based on triangular transport, which offers a good tradeoff between computational ef-301

ficiency and accuracy.302

2.3.3 Conditioning with transport methods303

In essence, transport methods seek a monotone, invertible transport map S that
transforms samples from a target distribution πj into samples from a simpler, user-specified
reference distribution η, typically a standard multivariate normal distribution N(0, I),
where I is the identity matrix. This map allows us to sample conditionals of the target
distribution, and thus implements the conditioning operation we are principally inter-
ested in. Transport methods are a nuanced topic, and the interested reader is referred
to (Villani, 2009; El Moselhy & Marzouk, 2012; Spantini et al., 2018) for a more detailed
discussion of their theoretical properties. In this study, we focus only on the parts nec-
essary for the conditioning operation. Following Spantini et al. (2022) and Baptista et
al. (2022), the map S is triangular, meaning it has as many parameterized map compo-
nents as there are dimensions in πj (two in this case, so S : R2 → R2). Each map com-
ponent depends on one more dimension of the target’s probability density function (pdf)
than its predecessor. In our setting, the map is structured as:

S
(
dc:,j , h

c
:,j

)
=

[
S1

(
dc:,j
)

S2

(
dc:,j , h

c
:,j

)] = [z1
z2

]
= z (5)

where z are samples distributed according to the reference pdf η. These map component304

functions are made up of user-specified combinations of polynomials or radial basis func-305

tions, and must be monotone in their last argument. This means that ∂dc
:,j
S1

(
dc:,j
)
>306

0 and ∂hc
:,j
S2

(
dc:,j , h

c
:,j

)
> 0. This will ensure that the entire map S remains monotone307

and thus invertible. This monotonicity requirement can be ensured with diligent param-308

eterization of the map components (e.g., Equation 2 in Baptista et al. (2022)).309

If we are only interested in conditioning, we only need to define, optimize, and eval-
uate the second map component S2 : R2 → R (Spantini et al., 2022). We optimize this
map component S2 by minimizing the Kullback-Leibler divergence between the target
pdf πj , presumed to be known only through samples, and the map’s approximation to
the target pdf, which is obtained by sending the standard Gaussian reference η through
the inverse map S−1. From this, we can derive the following objective function J (Spantini
et al., 2018):

J (S2) =

ntraining∑
i=1

(
1

2

(
S2(d

c
i,j , h

c
i,j)
)2 − log

∂S2(d
c
i,1, h

c
i,j)

∂hc
i,j

)
. (6)

The forward evaluation of S2 is a simple evaluation of its constituent basis functions. We310

can also invert S2 efficiently through an appropriate one-dimensional root finding algo-311

rithm. Note that while the forward map components S1 and S2 can be evaluated inde-312

pendently, their inverses must be evaluated in sequence:313

S−1 (z) =

[
S−1
1 (z1)

S−1
2

(
dc:,j , z2

)] = [dc:,j
hc
:,j

]
(7)

where the inverse of the second map component S−1
2 depends on the outcome dc:,j314

of the first inversion S−1
1 . This dependence makes triangular transport highly useful for315

Bayesian inference. In fact, the inverse map S−1 factorizes the target pdf πj according316

to the ordering of the variables in Equation 5 as πj

(
dc:,j , h

c
:,j

)
= πj

(
dc:,j
)
πj

(
hc
:,j |dc:,j

)
,317

where the second term on the right-hand side (πj

(
hc
:,j |dc:,j

)
) corresponds to the poste-318

rior and is sampled by the map component inverse S−1
2 (e.g., Section 7.1 of Spantini et319

al. (2018)).320
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In other words, this means that we can sample conditionals of πj by simply replac-321

ing the argument dc:,j during the map component inversion S−1
2 with any values on which322

we want to condition. For instance, supplying duplicates of the observation dcobs,j1
⊤, where323

1 is a column vector of 1s, we can sample the desired conditional πj

(
hc
i,j |dcobs,j

)
:324

tc,cond.:,j = S−1
2

(
z2; d

c
obs,j1

⊤) ∼ πj

(
hc
i,j |dcobs,j

)
. (8)

Note that the required reference samples z2 can be either drawn from a standard325

Gaussian distribution, or (better) obtained from the forward map z2 = S2

(
dc:,j , h

c
:,j

)
326

(see Spantini et al. (2022)). With the conditioned samples tc,cond.:,j for each pair of co-327

variates
(
dc:,j , h

c
:,j

)
, we can then back-transform the posterior samples into the original328

target space by ascending from CCA, PCA, and undoing any transformations.329

2.4 Experimental design330

BEL can be used to assess the amount of information delivered by various data sources.331

The actual data can have any value within the prior data space, and data sources can332

be placed anywhere across the grid. To identify highly informative data sets based on333

their location, one data-utility function must be maximized or minimized (Thibaut et334

al., 2021). To restrict computation time and keep some realism, we will only consider335

four well positions around the injection well, which is sufficient to demonstrate the ap-336

proach. With the geophysical data, a total of 31 different combinations of data sets are337

possible. These unique combinations are combined with a total of 50 unknown ground338

truths (test set). Each sample of the test set is sampled with 500 posterior samples. This339

number is arbitrarily chosen to be high enough to ensure that the posterior distribution340

is reasonably well-sampled while remaining low enough to keep the computation time341

manageable. We end up with an array of shape (31, 50, nsamples, δ) = (number of com-342

binations, test set size, sample set size, number of canonical components).343

One of the challenges of our case study is the high dimensionality of the problem.344

This is why we use the principal components to perform BOED, which is a novel approach345

in this context. The true target is transformed to the PC space and its RMSE with the346

predicted targets’ PCs is computed. The advantage of working in a lower dimension is347

that we need to predict a smaller number of dimensions, which is computationally faster.348

Because the back-transformation from the PCs to the observation targets is a linear op-349

eration, it is simple to demonstrate that the prediction error is minimized if the distance350

between the PCs of the predicted and observed targets is also minimized. The minimiza-351

tion of the target prediction error is therefore equivalent to the minimization of the dis-352

tance between the PCs of the predicted and the observed targets. The PCs are weighted353

by their explained variance ratio during distance computation because they account for354

the different importance of the different components.355

We validate our approach with k-fold cross validation. We repeat our computations356

across 5-folds and average the metric results. Averaging across folds is not strictly nec-357

essary but will be used here to increase the robustness of the BOED.358

The methodology is summarized below:359

Input: training set (Dtrain, Htrain), test set (Dtest, Htest), data utility function UF360

Output: Averaged cross-validation rankings361

for all Fold f in 5-fold cross-validation do362

Htrain,f ← Target training data for fold f363

Htrain,f ← PCAh.fit transform(Htrain,f )364

Htest,f ← Target test data for fold f365

Htest,f ← PCAh.transform(Htest,f )366

for all Possible Combinations do367
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O ← Combination368

Dtrain,f,O ← Predictor training data for fold f and combination O369

Dtrain,f,O ← PCAd.fit transform(Dtrain,f,O)370

Dtest,f,O ← Predictor test data for fold f and combination O371

Dtest,f,O ← PCAd.transform(Dtest,f,O)372

TrainedModel← CCA.fit(Dtrain,f,O, Htrain,f ) ▷ Training step373

for all Ground Truths in (Dtest,f,O, Htest,f ) do374

Dtrue ← True predictor375

Dtrue ← PCAd.transform(Dtrue)376

Htrue ← True target377

Htrue ← PCAh.transform(Htrue)378

Hposterior ← TrainedModel.predict(Dtrue) ▷ Predicting in PC space379

Utility ← UF (Hposterior, Htrue)380

Results.add(Utility)381

end for382

Ranking ← add(Results)383

Results.clear()384

end for385

end for386

Final← mean(Ranking)387

The method was developed in Python on a standard laptop with 16 GB of RAM388

and a 2.30 GHz 8-core Intel Core i9 processor. Profiling has been performed on the code389

for temperature prediction with the most complex combination (ERT combined with the390

four wells). It took 38 seconds to initialize the model, load the dataset, pre-process the391

data, and save the files. The prediction part of the experiment took 27 seconds, bring-392

ing the total time to 65 seconds, including the time required to save the results to a file.393

Throughout, the process used no more than 2.08 GB of RAM. Given that the entire im-394

plementation was created for research purposes, the implementation can be enhanced395

for speed and memory management (e.g., parallelization, low-level programming language396

implementation, etc.). Finally, the computational costs differ depending on the case study397

and the size and number of data sets used.398

3 Application399

3.1 Optimal protocol determination400

Before determining the optimal sensor combination, we can determine the optimal401

protocol between MG and DD following our methodology. Common approaches to op-402

timizing electrode arrays for ERT either seek the best measurement configuration on a403

given set of electrodes (e.g., Wilkinson et al. (2015)) or select electrode locations (e.g.,404

F. M. Wagner et al. (2015)). Both strategies are based on the resolution matrix. Uhlemann405

et al. (2018) propose a new approach that combines these two strategies by introducing406

an additional weight that penalizes the addition of electrode locations to the optimized407

set. Qiang et al. (2022) take a different approach. Instead of focusing on image resolu-408

tion, they propose that the ERT survey be optimized for a specific target of interest by409

maximizing the information gained from a target area using Bayesian experimental de-410

sign.411

In contrast to these methods, we seek to determine the optimal protocol for a given412

set of electrodes, and not the electrode locations or quadrupole configurations themselves.413

It could, however, be extended for that purpose. Furthermore, previous approaches use414

the resolution matrix, whereas our approach uses the predictive power of the posterior415

distribution in a low-dimensional latent space. Qiang et al. (2022) also makes use of the416

posterior distribution’s predictive power, but in a physical, high-dimensional space. Lastly,417

these approaches are limited to a single target of interest, whereas our machine learn-418
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ing approach can generalize to unseen targets if the prior distribution is representative419

of the true distribution.420

We consider four cases:421

1. The MG array (848 quadrupole measures), to which PCA is applied to explain422

99% of the variance.423

2. The DD array (1100 quadrupole measures), to which PCA is applied to explain424

99% of the variance.425

3. Combination 1: concatenation of the MG and DD arrays to which PCA is applied426

to explain 99% of the variance.427

4. Combination 2: union of the previously calculated principal components of the MG428

and DD configurations. Thus, it is equivalent to joining the principal components429

from items 1 and 2.430

Combinations 1 & 2 are not among the available options for continuing the study,431

but they are included here for completeness. The computation is performed on the 50432

test cases over 5 different folds for each of the four cases, and the averaged results are433

shown in Figure 2. The MG array, despite having fewer quadrupoles than the DD ar-434

ray, is the best single protocol. In fact, of the four cases, the DD array has the lowest435

predictive power. Therefore, the MG array is selected as the optimal protocol for the study.436

Interestingly, Combination 1 has a lower predictive power than the MG array, although437

it contains more quadrupoles. The MG and DD configurations are not equivalent and438

produce different outcomes. As a result, when using PCA, joining the two configurations439

in this manner resulted in information loss. Combination 2, however, significantly im-440

proves the predictive power over the individual cases. It is explained by the fact that the441

two configurations are complementary and that the union of the previously calculated442

principal components of the two configurations captures the most meaningful informa-443

tion for the problem. The posterior distribution is better constrained as a result of the444

additional information, improving predictive ability.445

Figure 2. Average score of the different protocols over 5 folds. DD: PCA(Dipole-

Dipole), MG: PCA(Multiple-Gradient). Combination 1: PCA(DD+MG), Combination 2:

PCA(DD)+PCA(MG).
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3.2 Target prediction446

This section shows how to predict a single four-dimensional temperature field, us-447

ing three distinct predictors: (i) the geophysical data, made of resistance measurements448

from 848 quadrupoles over 106 observation time steps, which are combined to form the449

predictor, (ii) a single temperature profile over 106 observation times, and (iii) the com-450

bination of the geophysical data with all 4 borehole temperature curves. We show that451

BEL can accurately estimate the target posterior distribution with varying uncertainty452

levels according to the type of predictor used. The dataset in this section has a total size453

of n = 250. The training set is then reduced to n80% = 200 models, with the remain-454

ing models being used to validate BEL’s ability to predict the target, and later on for455

OED. Previous BEL applications have demonstrated that making accurate predictions456

with a dataset of this size is possible (Hermans et al., 2016, 2018, 2019; Athens & Caers,457

2019; Michel et al., 2020; J. Park & Caers, 2020; Yin et al., 2020; Thibaut et al., 2021).458

While a small training set size is inevitable due to the time-consuming nature of the sim-459

ulations, it is sufficient because the prediction is a temperature distribution that varies460

smoothly in both time and space and results from advection, diffusion, and dispersion461

processes. Such target is much simpler than the underlying K model. BEL is a Bayesian462

method that incorporates uncertainty. Therefore, a large training set size is not required463

and the method is more robust against overfitting. Furthermore, the use of cross-validation464

ensures the robustness of the results.465

Figure 3. Snapshots of the temperature field at time steps 4 (A), 14 (B), 61 (C) and 74 (D)

for one example. The injection well discharge is at (column, row, layer) = (9, 6, -5). The refer-

ence plane at the wells level is highlighted.

3.2.1 Pre-processing466

The three predictors undergo the pre-processing described in §2.3.1. When geophys-467

ical data is combined with borehole temperature curves, the following steps are taken:468
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1. PCA is performed to explain 99% of the variance in the geophysical data to ob-469

tain the PCs DG,99470

2. PCA is performed to explain 99% of the variance in each of the nb boreholes tem-471

perature curves to obtain the PCs D
(i)
B,99 for each borehole i. These PCs are then472

concatenated into a single array DB,99.473

3. The geophysical PCs are concatenated with the borehole temperature curves PCs474

to obtain the array DG,B,99475

We have to perform PCA separately for each predictor, because if we simply con-476

catenated the predictor arrays and then applied PCA, the resulting predictor would be477

more representative of the geophysical data than the borehole temperature curves. Fur-478

thermore, the PCs are scaled to unit variance before concatenation because the PCs mag-479

nitude can vary greatly from predictor to predictor. The resulting principal components480

for all cases can directly be compared in Figure 4. The left column shows the predictor481

PCs, and the right column the target PCs for all cases. For each PC dimension (X-axis),482

the PC value for each of the 200 training instances is plotted (Y-axis). The example test483

instance is plotted on top of the training instances. The required number of PCs is cho-484

sen to account for 99 percent of the variance in the predictor. In parallel, PCA is ap-485

plied to the target. In line with our methodology, the number of components to keep is486

set to the maximum number of PCs required by the predictor, and the corresponding487

amount of variance explained in the target is summarized in Table 2.488

Parameter \Combination G 1 1, 2 1, 2, 3 1, 2, 3, 4 G, 1, 2, 3, 4

δ 10 3 7 10 13 23

Explained variance (target) 77% 57% 71% 77% 80% 88%

Table 2. Effect of the number of PCs (δ) on the target PCA explained variance. G stands for

geophysical data. 1, 2, 3, 4 stand for the borehole temperature curves. Case (i) is G, case (ii) is

1 and case (iii) is G, 1, 2, 3, 4.

When a single temperature profile is used as a predictor (Case (ii)), the target vari-489

ance is not explained as well as when the entire set of predictor data is used (Case (iii)),490

hence the smaller number of target PCs required. When the predictor is a combination491

of geophysical data and all temperature profiles, some additional variance is captured.492

The remaining target PCs for each case are shown in Figure 4B, D and C. These addi-493

tional target components are not used in training. They are, however, saved for subse-494

quent use in OED.495

3.2.2 Training and prediction496

The CCA mapping allows the fusion of the low-dimensional representation of the497

predictor with the low-dimensional representation of the target in order to make predic-498

tions of the target distribution. It is run on all cases to find the canonical variates that499

define the relation between the predictor and the target, using a maximum of 23 PCs500

on the predictor. The first three canonical variate pairs for each case are shown in Fig-501

ure 5. Each row corresponds to a single case, and each column to a single canonical vari-502

ate pair. The variable ρ is the correlation between the canonical variates, and can be in-503

terpreted as the amount of mutual information shared between the target and predic-504

tor. For all cases, the predictor explains a large part of the target: ρ1 (first pair) = 0.999,505

0.959 and 1. for case (i), (ii) and (iii) respectively. Hence, CCA is well-suited for our pur-506

poses. The canonical variates for case (ii) provide a poorer explanation for the target (ρ2507
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(second pair) = 0.462). This is because the temperature curves used as predictors are508

one-dimensional and only convey information about a small portion of our model over509

time. The strong correlations in the canonical variates pairs of cases (i) and (iii) is fur-510

ther indication of the suitability of CCA for this study. Transport map inference is run511

for each pair for each case, using the test predictor (on the X-axis (dc) of Figure 5). The512

500 samples of p(hc|dc∗) in Figure 5 represent our predictions of the unknown target dis-513

tribution in the canonical space. They can then be sequentially back-transformed to the514

principal component space (see posterior samples in Figure 4) and to the original space515

(see Figures 6 and 7 for 1D and 2D representations, respectively).516

Figure 6 shows the temperature curves of the 500 samples at the location of the517

observation well number 2 for each case. This point was arbitrarily chosen to illustrate518

the one-dimensional temperature curve at one observation point. Across cases, the level519

of uncertainty, expressed by the spread of the temperature curves, is higher during the520

injection and storage phases than it is during the pumping phase, which is a positive de-521

velopment because this portion of the curve is the part that is typically inferred for ATES522

systems (energy recovery). The magnitude of the spread of the predicted samples in the523

canonical space (Figure 5) is sequentially transmitted through the principal component524

space (Figure 4) and the original space (Figure 6), since the data flows through linear525

transformations.526

On Figure 7A, the true (test) temperature cross-section at layer 9 (at a depth of527

4.5m) and time t=105.75h (pumping phase) is shown. Figure 7B shows one randomly528

drawn example from the 500 sampled temperature profiles when using the ERT predic-529

tor alone. The results are not only visually close to the truth, but the absolute temper-530

ature difference ranges from -0.8 to 0.4 degrees Celsius, which is the magnitude of ac-531

curacy we expect when using resistance data (Hermans et al., 2015). Figures 7C and 7D532

show the same results when a single borehole temperature profile and the full combina-533

tion of ERT and temperature profiles are used, respectively. As expected, the single bore-534

hole image is the least accurate, while the combination of all temperature profiles and535

ERT is the most accurate.536

Because the underlying internal behavior of the aquifer is nonlinear, given the num-537

ber of parameters involved, the underlying physics of the model and the nature of the538

predictor (indirect geophysical data), such a level of uncertainty is expected (Hermans539

et al., 2015, 2016, 2018). Considering the level of complexity of the underlying physics540

and the relatively small training set, BEL is capable of inferring different possible out-541

comes with reasonable uncertainty.542
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Figure 4. Principal Component Scores. The ‘Random’ PC samples are drawn at random from

the target PC training set. They will be used in the OED section 4. A. Case (i). Predictor: ERT

data, B. Case (i). Target. C. Case (ii). Predictor: Temperature profile from borehole 1. D. Case

(ii). Target. E. Case (iii). Predictor: Full combination (ERT data + four boreholes temperature

profiles). F. Case (iii). Target.
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Figure 5. Canonical Variate Pairs (1 to 3). The first row (A, B, C), case (i): uses the geo-

physical predictor, the second row (D, E, F), case (ii): uses the borehole predictor, and the third

row (G, H, I), case (iii): uses both predictors. The true point coordinates (Test) are highlighted

by the two lines in each dimension.
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Figure 6. Temperature curves across all time steps, at the observation well 2. A. Using the

ERT as predictor. B. Using the temperature curves at well 1 as predictor. C. Using the ERT and

all the temperature curves at wells 1, 2, 3 and 4 as predictors.
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Figure 7. Cross-section of the temperature field at time step 74 (105.75 hours - pumping

phase) and layer 9 heat injection level. A. Ground truth. B. Using the ERT as predictor. C.

Using the temperature curves at well 1 as predictor. D. Using the ERT and all the temperature

curves at wells 1, 2, 3 and 4 as predictors.

4 Results543

To compare the different methods fairly, the same number of components must be544

used in each case. Random components from the training set are chosen for BOED, as545

shown in Figure 4. The extra random components, which were not used for training, could546

thus not be predicted, but they must be included to avoid bias in the results. Selecting547

them at random for each PC dimension ensures that the score of the combination will548

be representative of the actual prediction performance. The expected outcome is a rank-549

ing of combinations ranging from a small number of combinations to all considered data550

sources, with the most unfavourable case being the use of a single observation well and551

the most favourable case being the use of geophysical data and all available wells, as can552

be visually evaluated across cases on Figure 6.553

To derive a robust BOED, we average the results over the test set of ground truth554

models. However, the results depend on the chosen ground truth models set, so a com-555

bination that is ranked as the best in one case may not be ranked as such for another556
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set, which is why we use a 5-fold cross-validation to validate our findings. We use k-fold557

cross-validation to produce predictions over 5 different training and test sets. We aver-558

age the rankings across folds to obtain the final ranking. Figure 8A depicts the well lo-559

cations for the default case. Figure 8B depicts the average results of all 31 combinations560

over the 5 folds for the default case. The geophysical data is labeled as ‘G’ and the well561

data are labeled by their well ID (1, 2, 3, 4). For example, ‘G12’ is the combination of562

geophysical data with wells 1 and 2. The results are consistent with what was expected,563

and using more data sources yields the best results, which is logical given the symme-564

try of our observation wells network. Our findings show that the ERT data alone pro-565

vides the most information to the model, with a clear difference in metric value between566

the wells alone and the ERT data. To highlight that there is no overlap between the two,567

a darker background colour indicates when the ERT data is used, and a lighter background568

colour indicates when the wells alone are used. Our results corroborate previous find-569

ings that ERT is a valuable tool for monitoring the development of thermally affected570

zones in aquifers (Lesparre et al., 2019; Hermans et al., 2016).571

In terms of observation wells, wells 1 and 4 are consistently ranked as the least fa-572

vorable cases, and well 2 is ranked as the most favorable case. This is due to the direc-573

tion of the heat plume over time. As shown on Figures 3, 6 and 7, the pumping causes574

the plume to move downstream, allowing well 2 to record more variation from the plume575

over time. The aquifer’s natural gradient has an X component (see Figure 1A), which576

causes the plume to slowly drift towards well 3, which is why well 3 is ranked in the mid-577

dle. However, because the plume is moving away from them, wells 1 and 4 are more likely578

to record redundant data from it (e.g., a flat temperature curve), which makes them less579

relevant for model training.580

Similar observations were made in the case of solute transport in Thibaut et al. (2021):581

downstream wells provided the most useful data. In their settings, their tracer curves582

provided more information on their underlying hydraulic conductivity field, lowering their583

prediction’s uncertainty. They did not investigate the information gained from any geo-584

physical data, which in our case is sufficient to understand the evolution of the heat plume,585

but it is important to note that the overall information gain from the combination of all586

wells and ERT is the highest. Since ERT is an indirect data source, adding at least one587

borehole allows to provide direct information on the temperature and thus to reduce the588

uncertainty.589

To corroborate our findings, we reproduce the experiment using four different well590

locations, but with the same data (the previous k-fold shuffle seed is reused). The al-591

ternative well positions are shown in Figure 8C and the results are shown in Figure 8D.592

The outcomes are in line with expectations. The worst-case scenario is well number 3.593

It is located upstream and is less affected by the heat plume. Because of its proximity594

to the heat injection, well number 1 is the best case. The combination of the various wells595

produces more insightful results than before. Wells 1 and 2 cover both upstream and down-596

stream areas, and are far apart. As a group, they collect more data from the heat plume597

than the other group of two observation wells. Following the same logic, the combina-598

tion of wells 1, 2, and 4 (’124’) is the best case. Because alternative well locations are599

more dispersed and provide less redundant information, the increase in information pro-600

vided by geophysical data is not as strong as in the previous case. In the case of alter-601

native well locations, the full well combination ‘1234’ is not the best case (Figure 8D).602

As described in section 3, feeding to the training algorithm an array of concatenated data603

from various sources, some of which provide redundant information, can reduce the model’s604

prediction power.605
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Figure 8. Sensors position for the two cases and ranking of the different combinations of data

sources. To visualize a higher score for the best combination, the metric (RMSE) values opposite

are displayed. The use of ERT data (G) is indicated by a darker background shade, whereas the

use of wells alone is indicated by a lighter shade. A. Default well locations. B. Average ranking of

5 folds for the default well locations. C. Alternative well locations. D. Average ranking of 5 folds

for the alternative well locations.

5 Discussion606

A fundamental question is how we will put our framework into action in order to607

make the best decisions. Testing for all well positions and combinations is possible in608

our synthetic study, but time-consuming, because each combination requires a training609

and testing phase. As a reminder, the number of possible combinations is n!
w!(n−w)! , where610

n is the number of possible positions and w is the number of wells. For a number of 3611

wells and 256 possible positions (number of cells for one plane in the grid), the number612

of possible combinations is 2, 763, 520. This is assuming uniform grid cells and no hy-613

drogeological property scaling issues. Indeed, petrophysical laws may not be viable at614

different scales (see Singha et al. (2015) for a discussion on this topic). However, regard-615

less of which combination is selected, the computations will be based on the same 250616

heat flow and transport simulations. This ensures that the most time-consuming com-617
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ponent will not be performed more than once. As a result, running the experimental de-618

sign for a representative subset of these combinations is feasible. Constraints such as at619

least 5 m between wells, at least one well upstream and one downstream, and so on can620

be used to reduce the number of possible combinations.621

One ideal situation in which to apply our framework is when potential well loca-622

tions are predetermined and limited by factors such as land occupation. The situation623

where the wells are already positioned, and we are looking for the single next-best well624

position is an alternative ideal situation. This topic, however, is beyond the scope of this625

contribution. This would entail sequentially updating our prior knowledge from the ex-626

isting well(s), as each new measurement would necessitate rerunning the forward model627

with updated parameters. This would be a challenging task given our computationally628

expensive forward model. Future research will investigate the ability of the framework629

to sequential BOED, and solve the problem of allocating new sensors placement adap-630

tively such as, e.g., Haan et al. (2021), Lykkegaard and Dodwell (2022), Wang et al. (2022).631

In addition to temperature monitoring and borehole sampling optimization, the method632

as it is presented here can be used to solve a wide range of data sources fusion and lo-633

cation problems with any utility function. Haan et al. (2021) mention that solving such634

allocation problems helps answer questions such as: Which additional sensor type would635

yield the highest gain? What is the most effective data source combination? How many636

and where should sensors be activated given logistical or energy constraints?637

In the field of Earth Sciences, Eidsvik et al. (2015) integrates these concepts into638

a decision-theoretic framework in which the utility function is defined as Value of Infor-639

mation (VOI), which is the expected utility of the information gained from the exper-640

iment. It encompasses the notions that the information gained must be (i) informative,641

(ii) result in material (practical) decisions, and ultimately (iii), lead to economic deci-642

sions. These notions are sequentially conditional, such that, in order to make an economic643

decision, the information must first lead to a material decision, which depends on the644

information gained. The idea of VOI was applied and developed in works such as Liu645

et al. (2012) to the remediation of groundwater sites, Trainor-Guitton et al. (2013) to646

monitor the detection of CO2 leaks, Nenna and Knight (2014) to evaluate the benefits647

of acquiring geophysical data as part of a groundwater management strategy, and a geo-648

physical perspective on VOI is presented by Trainor-Guitton (2014). In addition, a new649

concept called efficacy of information (EOI), which is similar to VOI but without finan-650

cial rewards or costs, was recently introduced by Caers et al. (2022). Our approach does651

not take into account the financial or logistical costs of the experiment, but instead fo-652

cuses on the information gain from the experiment; however, decision-theoretic metrics653

can easily be incorporated into our framework into a VOI or EOI framework, because654

information gain is the first stage of the VOI framework.655

Several other dynamic processes can be monitored using time-lapse electrical tech-656

niques (Singha et al., 2015; Hermans et al., 2018), and the methodology could be applied657

to cases such as the monitoring of a contaminant plume (Power et al., 2014; Robinson658

et al., 2020; Tso et al., 2020; Nazifi et al., 2022) or saltwater intrusion (SWI) (Johnson659

et al., 2015; Palacios et al., 2020). For example, to assess the efficiency of a remediation660

strategy for a contaminated aquifer, the position of a well can be optimized to minimize661

the cost of drilling, while still fulfilling the desired accuracy in the prediction of the con-662

taminant concentration. In SWI-prone areas, it could also be used to minimize the un-663

certainty in the most vulnerable areas in the prediction of the saltwater front by opti-664

mizing the number and positions of measurements. Other geophysical monitoring ap-665

plications could also benefit from the methodology. Wilkinson et al. (2015) review some666

examples of geophysical monitoring applications. Newer developments include applica-667

tions such as CO2 sequestration (Auken et al., 2014; Lu et al., 2015; Pezard et al., 2016;668

Schmidt-Hattenberger et al., 2016), soil properties for agriculture applications (Blanchy669
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et al., 2020), or even erosion (Masi et al., 2020) and ground-loosening processes (Kim670

et al., 2022).671

We also point out that the approach can be used to combine datasets of any type672

and any dimension in order to stochastically solve geophysical inverse problems. Although673

different geophysical methods are complementary, JafarGandomi and Binley (2013) ar-674

gue that inconsistency in their acquisition geometries (i.e., 1D, 2D, or 3D) makes the data675

fusion process difficult. In their inversion strategy, they re-casted the subsurface model676

to a set of locally layered 1D earth-models to overcome the incompatibility of the acqui-677

sition geometries and also to reduce the computational cost of the 2D and 3D inversions.678

Our fusion method easily combines datasets of any dimension because it first reduces their679

dimensionality before concatenating them and feeding them to the learning algorithm.680

6 Conclusion681

In this paper, we present a method for optimizing 4D temperature field monitor-682

ing experiments using a Bayesian approach. The proposed methodology uses a combi-683

nation of ODE and Bayesian inference to identify informative observation well locations.684

We apply our method to a synthetic case study involving the prediction of a four-dimensional685

temperature field from data collected by electrical resistivity tomography (ERT) and four686

observation wells recording the temperature over time. These predictors of different na-687

ture are combined in the principal component space to form a new predictor. Using our688

method, the optimal ERT electrode configuration is determined prior to optimization,689

and we found that, in our case, the multiple-gradient array outperforms the dipole-dipole690

array in terms of information gain. Following the training step, targets are sampled from691

the inferred posterior distribution in a low-dimensional latent space using transport map692

methods, which are a powerful tool in our Bayesian inference framework for sampling693

an unknown target given a known predictor. Applying a simple metric (RMSE) to the694

principal components of the predicted and true targets allows to determine the locations695

of observation wells that minimize uncertainty. This method can be used to optimize the696

design of 4D temperature field monitoring experiments and to reduce the cost of data697

collection by choosing a threshold between precision and number and nature of the data.698

Our findings indicate that the placement of observation wells must take into ac-699

count the direction of the heat plume, and that an observation network that includes700

wells both downstream and upstream of the original injection well is optimal. A com-701

bination of various observation wells and geophysical data always yields the best results.702

We also noticed that increasing the number of observation wells does not always improve703

prediction accuracy if the wells are not placed in the proper locations and thus provide704

redundant or no information. Careful consideration of the information provided by the705

different data types and how they should be combined is necessary prior to optimiza-706

tion. Our method provides a straightforward procedure for examining these trade-offs,707

and is thus a useful technique for determining the optimal sensor combination.708

One of our framework’s limitations is that it requires prior knowledge of the un-709

known model parameters as well as knowledge of the physics of the problem to allow for-710

ward modeling, which can be computationally expensive. However, with a small num-711

ber of examples (200 for training and 50 for testing), the method is able to predict the712

posterior distribution of the temperature field with a reasonable accuracy and to find713

the best combination of data sources among 4 prescribed well positions and their com-714

binations, with the caveat that the training set should be as representative as possible715

of the real data. As a more general drawback, OED can not guarantee assumptions such716

as experiment effectiveness, model form validity, and criterion reflecting experiment ob-717

jectives. To satisfy the aforementioned assumptions, OED must carefully consider the718

experiment (Smucker et al., 2018).719
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The proposed method is not limited to the monitoring of temperature fields and720

can be applied to the prediction of any type of high-dimensional target from a fusion of721

multiple predictors in a wide range of contexts, such as geophysical, environmental, and722

engineering applications.723

7 Open Research724

The software developments related to this paper are distributed in the software SKBEL725

(v2.0.0) published on GitHub under the BSD 3-Clause License (Thibaut & Ramgraber,726

2021). Additionally, the dataset is available on Kaggle (Lesparre et al., 2022) under the727

terms of the CC BY-SA 4.0 License. It includes the data used in the paper (Tempera-728

ture field monitoring with ERT data) and Jupyter notebooks to reproduce the results.729
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