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A B S T R A C T 

We present a rest-UV-selected sample of 32 lensed galaxies at z ∼ 2 observed with joint Keck/LRIS rest-UV and Keck/MOSFIRE 

rest-optical spectra behind the clusters Abell 1689, MACS J0717, and MACS J1149. The sample pushes towards the faintest UV 

luminosities observed ( −19 ≤ M UV 

≤ −17) at this redshift. The fraction of dwarf galaxies identified as Ly α emitters (EW ≥ 20 

Å) is X LAE = 33 

+ 17 
−12 per cent . We use the Balmer lines and UV continuum to estimate both the intrinsic EW and the Ly α escape 

fraction to determine their relative importance in dictating the observed EW distribution. Fainter galaxies ( M UV 

> −19) show 

larger intrinsic EWs and escape fractions than brighter g alaxies. Only g alaxies with intrinsic EWs greater than 40 Å have escape 
fractions larger than 5 per cent. We find little to no anticorrelation between the escape fraction and dust in dwarf galaxies. The 
volumetric escape fraction of our sample is f 

Ly α
esc = 4 . 6 

+ 2 . 0 
−1 . 4 per cent in agreement with measurements found elsewhere in the 

literature. 60 per cent of the total integrated Ly α luminosity density comes from galaxies with EW obs > 20 Å. 

K ey words: galaxies: e volution – galaxies: high-redshift. 

1

M  

s  

L  

t  

2  

2  

t  

m  

t  

H
 

i  

a  

i  

b  

l  

�

g  

l  

w  

e  

s  

(  

h  

n  

o  

d  

T  

e  

‘  

e  

e  

2  

2  

b  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/525/4/5500/7271400 by guest on 23 April 2024
 I N T RO D U C T I O N  

ore than five decades ago, Ly α was proposed as a tracer of early
tage star-forming galaxies (Partridge & Peebles 1967 ). Since then
y α has been used to study star-forming galaxies locally and at

he highest redshifts observ ed (e.g. Shaple y et al. 2003 ; Jung et al.
020 ). It has been used to study reionization (Bolton & Haehnelt
013 ; Mesinger et al. 2015 ; Mason et al. 2018 ; Matthee et al. 2021 ),
he interstellar medium (ISM, Du et al. 2021 ), the circumgalactic

edium (Matsuda et al. 2012 ; Hayes et al. 2014 ), and has confirmed
he redshifts of distant star-forming galaxies (Caruana et al. 2014 ;
oag et al. 2019 ; Endsley et al. 2020 ; Jung et al. 2020 ). 
Ly α is a resonant line and has a large cross-section. Therefore,

t will be scattered even by low column density gas. This makes it
 great tracer of gas distrib utions, b ut can result in difficulties in
nterpreting observations. Furthermore, Ly α can be easily absorbed
y dust in the interstellar medium (ISM) reducing the strength of the
ine. Ly α observ ations are e ven more dif ficult when we try to observe
 E-mail: csnappkolas@gmail.com (CS-K); bsiana@ucr.edu (BS) 

(  

e  

s  

Pub
alaxies during or before the epoch of reionization where there are
arge amounts of neutral hydrogen in the intergalactic medium (IGM)
hich can scatter whatever Ly α manages to escape. Each of these

ffects can drastically hamper the observability of Ly α and have
trong effects on the distribution of observed Ly α equivalent widths
EWs, Stark et al. 2010 ; Stark, Ellis & Ouchi 2011 ). In fact, at
igh redshift the attenuation of Ly α can be a useful probe of the
eutral fraction of hydrogen in the intergalactic medium. But in
rder to measure the attenuation, one must first know the intrinsic
istribution of EW Ly α to compare with the observed distribution.
he evolution of the EW Ly α distribution has been used to study the
nd of reionization and is well understood from z = 3–6 and for
bright’ galaxies with absolute UV magnitudes M UV < −19 (Stark
t al. 2010 , 2011 ; Pentericci et al. 2011 ; Curtis-Lake et al. 2012 ; Ono
t al. 2012 ; Schenker et al. 2012 ; Cassata et al. 2015 ; De Barros et al.
017 ; Caruana et al. 2018 ; Haro et al. 2018 ; De La Vieuville et al.
020 ; Kusakabe et al. 2020 ; Zhang et al. 2021 ). At z = 2 there has
een some study of the brighter star-forming galaxies ( M UV < −19)
Reddy & Steidel 2009 ; Cassata et al. 2015 ; Hathi et al. 2016 ; Du
t al. 2021 ; Zhang et al. 2021 ), but little work has been done to
tudy the fainter population ( M UV > −19). Ho we ver, according to
© 2023 The Author(s) 
lished by Oxford University Press on behalf of Royal Astronomical Society 
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Table 1. List of data acquired with Keck/LRIS. In order from left to right 
we have the mask name used, the number of spectra obtained in each mask, 
the exposure time in seconds, the modified Julian date (MJD), and the seeing 
in arcseconds. 

Mask Spectra Exposure time MJD Seeing 
(Name) (Number) (s) (arcsec) 

A1689 1 15 18 000 55 325 0.9 
A1689 3 16 12 286 55 981 0.9 
Macsj0717 11 12 600 55 981 1.1 
Macsj1149 1 16 5400 57 042 1.1 
Macsj0717 2 8 9000 57 042 0.7 
Macsj0717 1 8 9000 57 042 0.9 
A1689 4 10 9000 57 042 1.4 
Macsj1149 1 2 13 5400 57 043 0.8 
A1689 z1 1 12 12 000 57 043 0.8 
Macsj1149 2 5 4500 57 398 1.0 
Macsj0717 3 8 6720 57 398 0.7 
Macsj1149 3 11 4860 57 870 1.5 
A1689 6 10 9600 57 870 1.0 
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he luminosity functions of Alavi et al. ( 2016 ), Konno et al. ( 2016 ),
nd Bouwens et al. ( 2022 ) the faint galaxy population is larger at
 = 2 and becomes more numerous with redshift. Therefore, if we
ant to understand reionization we need more information on the 

aint galaxy population, and z = 2 galaxies can help to constrain the
W Ly α distribution at higher redshift where observation of Ly α is 
ore difficult. 
Ly α studies will often select galaxies via their rest-UV continuum 

uminosity density (via broad-band imaging), or their Ly α line 
mission (via narrow-band imaging, Berry et al. 2012 ; Konno et al.
016 ; Hashimoto et al. 2017 ; Sobral et al. 2017 ; Sobral & Matthee
019 ). Narrow-band-selected samples will be biased towards Ly α
mitters (LAEs) as they typically require EW 

rest 
Ly α > 20 Å for a galaxy

o be detected (e.g. Gronwall et al. 2007 ; Guaita et al. 2010 ; Adams
t al. 2011 ). Alternati vely, narro w-band studies of Ly α often select on
ther emission lines in the optical (such as [O III ]5007) (e.g. Ciardullo
t al. 2014 ; Weiss et al. 2021 ). Erb et al. ( 2016 ) show that [O III ]5007-
elected galaxies are biased towards LAEs by comparing the fraction 
f LAEs ( X LAE ) in their [O III ]5007-selected sample with a sample
f UV-selected galaxies. 80 per cent are found to be LAEs in their
O III ]5007 sample while only 9 per cent are found to be LAEs in
heir UV-selected sample. This is further confirmed in Trainor et al. 
 2019 ) and Weiss et al. ( 2021 ), indicating that samples selected on
ebular emission lines are biased toward Ly α emission. A sample 
hosen irrespective of the strength of nebular emission lines would 
e useful for understanding the full distribution of Ly α EWs. With 
n unbiased sample, it is possible to disentangle the effects of the
tellar population (e.g. age and metallicity) and that of the gas and
ust on the observed EW distribution. Broad-band surveys, which 
elect galaxies independent of emission line strength, are able to 
robe down to R AB ∼ 30, but the follow-up spectroscopy necessary 
or accurate escape fraction and EW analyses limit the observations 
o R AB < 25 . 5 (i.e. Reddy et al. 2008 ) in order to obtain sufficient
/N in the continuum. 
The Ly α EW distribution is dependent on the escape fraction of

y α photons. Past studies have measured the Ly α escape fraction 
y comparing the Ly α luminosity density with the Ha or UV 

ontinuum luminosity densities, obtained by integrating luminosity 
unctions (Hayes et al. 2010 ; Ciardullo et al. 2014 ; Konno et al.
016 ). Ho we ver, comparing luminosity densities does not allow for
nalysis of individual galaxy escape fractions or correlations with 
ther properties of the population. Others make use of narrow-band 
maging of Ly α and one of the Balmer lines (e.g. Trainor et al. 2015 )
o make direct measurements of the Ly α escape fraction. Narrow- 
and imaging is biased towards high Ly α EW galaxies, and therefore 
oes not represent the general population of star-forming galaxies as 
videnced by the rather high average Ly α escape fractions of 30 
er cent (Kornei et al. 2010 ; Blanc et al. 2011 ; Wardlow et al. 2014 ;
rainor et al. 2015 ) which differs greatly from other measures with
ore complete samples (e.g. 5 . 3 per cent , Hayes et al. 2010 ). Some

ry to model the escape fraction as a function of Ly α EW (e.g. Sobral
 Matthee 2019 ), but this method must assume a star formation

istory and intrinsic ionizing continuum which are uncertain for 
ow-mass galaxies. A direct measurement from a UV-selected sample 
ith spectroscopic follow-up a v oids these uncertainties. 
What is needed is a measure of Ly α emission properties of a

V-selected sample of faint galaxies. We address this by selecting 
alaxies with photometric redshifts determined from HST photom- 
try described in Alavi et al. ( 2014 , 2016 ). We did not select on
mission line flux and therefore the sample is unbiased towards Ly α
mitters. Furthermore, by using gravitational lensing, we can study 
uch fainter galaxies at z = 2. The goals of this paper are: 
(i) Measure the Ly α EW distribution and determine its depen- 
ence on the properties of the ionizing sources and the Ly α escape
raction. 

(ii) Calculate the volumetric escape fraction of dwarf galaxies. 
(iii) Identify trends in the EW distribution with absolute UV 

agnitude and redshift. 

The remainder of the paper is organized as follows. In Section 2 ,
e discuss the observations, data reduction, and sample selection. 

n Section 3 , we discuss fits to continua and emission lines, SED
tting, magnification, and dust estimates. In Section 4 , we present our
easured values of the EW distribution and the Ly α escape fraction.

n Section 5 , we discuss the implications of our measurements. In
ection 6 , we summarize the work. We adopt a � CDM cosmology
ith �m 

= 0.3, �� 

= 0.7, and h = 0.7 throughout the paper and
ll magnitudes are in the AB system (Oke & Gunn 1983 ). All EWs
re reported in the rest-frame with the convention that positive EWs
ndicate emission. f esc refers to the Ly α escape fraction throughout 
his paper. 

 OBSERVA  TI ONS,  DA  TA  R E D U C T I O N ,  A N D  

AMPLE  SELECTI ON  

.1 Obser v ations and data reduction 

ur sample consists of dwarf galaxies behind lensing clusters that 
ave deep HST data and are accessible to the Keck Observatory
Abell 1689, MACS J1149, MACS J0717). Photometric redshifts 
ere determined from HST photometry, as described in Alavi et al.

 2014 , 2016 ). Our selection criteria were photometric redshifts of
.5 < z < 3.5 and visual magnitudes brighter than m F625W 

<

6.3. Slit allocation preference was given to galaxies with high 
agnification and photometric redshifts where the rest-optical lines 

re accessible in the YJHK atmospheric bands. In order to study
hysical properties (i.e. metallicity, f esc , ionization parameter, etc.) 
f these dwarf galaxies we obtained Keck/MOSFIRE (McLean et al. 
010 , 2012 ) spectra as described in Gburek et al. ( 2019 ). We also
btained Keck/LRIS optical spectra (Oke et al. 1995 ), for which
he details are listed in T able 1 . W e observ e elev en masks in three
lusters with LRIS. Exposure times varied greatly (from 4500 to 
8000 s) depending on the conditions and priority of objects in the
ask, and seeing was typically ∼1 arcsec. We decreased read noise
MNRAS 525, 5500–5511 (2023) 
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y binning by 2 in the spectral direction of the CCD. We observed
acsj1149 1 on two separate nights and have named the second

ight Macsj1149 1 2 in Table 1 . The A1689 1 mask was not targeted
roperly and we cannot confirm that the objects observed in the slits
re those that were targeted and so we do not consider that mask in
his work. 

The data were reduced using a modified version of the PypeIt v1.x
eduction pipeline (Prochaska et al. 2020b ). This pipeline performs
ias subtraction, flat fielding, cosmic ray rejection, wavelength
alibration, sky subtraction, and extracts the 1D spectra. The 1D
pectra are extracted using an optimal extraction b-spline fitting to
he object profile along the spatial direction. The 1D spectra are
hen flux calibrated using the spectrum of a standard star. The 1D
pectra from each frame are then combined using a weighted mean
lgorithm in PypeIt. We perform a final absolute flux normalization
y scaling the spectra of compact bright continuum sources to
he Hubble photometry. We take the median (per mask) of these
nd scale the remaining spectra according to this median. Most of
ur galaxies are faint and therefore may not have their continua
ell-detected in the 1D spectra, so the use of a median correc-

ion from bright continuum sources is necessary for the absolute
alibration. 

We correct for slit losses by convolving the Hubble images with
 Gaussian such that point sources in the final images would have a
aussian FWHM equal to the seeing. We then measure the total flux

nd the flux within the slit. We use the F435W and F475W bands of
ubble for the Abell 1689 and MA CS J0717/MA CS J1149 masks

espectively. We apply this correction to our spectra, to obtain an
stimate of the total flux, but refrain from applying the correction
hen displaying spectra. We do not account for possible offsets
etween the UV continuum and the Ly α emission line. By visual
nspection of the 2D spectra we find only one galaxy in our sample
ith any offset and therefore expect insignificant correction to our
easurements from spatial offsets (see Claeyssens et al. 2022 , for
 discussion of offsets). We also do not consider extended Ly α
mission which is likely present at some level in our galaxies (e.g.
eclercq et al. 2017 ; Claeyssens et al. 2022 ). Ho we ver, two qualities

e garding e xtended Ly α emission suggest that consideration of this
mission would have little effect on the qualitative trends found
n this work. 1) The physical source of extended Ly α emission
s uncertain. If the source is radiation from cold accreting gas,
uorescence, or emission from satellite galaxies, then it would seem
nreasonable, physically, to include this flux in our measurements of
he escape fraction and Ly α EW for this study which is concerned
ith sources of Ly α emission from the stellar populations of each
alaxy. In fact, Lujan Niemeyer et al. ( 2022 ) suggest that the origin
f extended Ly α emission originates outside of the galaxy itself. 2) If
he extended emission originates from star-forming regions it should
e included and could account for 2/3 of the total Ly α emission
Leclercq et al. 2017 ) if it is entirely produced from the star-forming
e gions. Nev ertheless, our comparisons with other works which do
ot account for this correction will be the same given the same
orrection will be applied to their values as well. 

When we have spectra of the same galaxy in different masks, we
ombine them using an inverse variance weighted mean. Some of
ur galaxies are multiply imaged, but combining multiple images
nvolves demagnifying the spectra before combining and results in a
pectrum of arbitrary magnification. Furthermore, the uncertainties
n the magnification of high-magnification galaxies would result in
arge uncertainties in the flux with little gain in S/N. Therefore,
e remo v e highly magnified images (according to the threshold
escribed in Section 2.2 ) for the multiply imaged galaxies. 
NRAS 525, 5500–5511 (2023) 
The LRIS slit masks use box slits to align the masks on bright
tars in the field. Occasionally, the spectra of these alignment stars
ill contaminate nearby slits. As a result some of the slits near

he alignment stars are rejected due to poor sky subtraction. After
ccounting for slits affected by nearby box slits, our final count of
xtracted 1D spectra is 127. After accounting for multiple images and
pectra of individual galaxies our final parent sample comes to 89
alaxies. Each cluster takes up about one half of the LRIS detector.
ecause of this we have about half the number of spectra typically
xpected from an LRIS mask. We estimate the spectral resolution
f our spectra given the slit width of our observations is ∼1 arcsec
ith a plate scale of 0.135 arcsec pix −1 , ho we v er, we hav e binned

long the wavelength direction such that the ef fecti ve plate scale is
.27 arcsec pix −1 . The wavelength spacing is ∼2.18 Å pix −1 . So the
esolution of our observations is R ∼ 500 or �v ∼ 600 km s −1 . We
how some example 1D spectra in Fig. 1 . 

.2 Subsample selection 

he remainder of the paper focuses on an analysis of the fraction of
y α emitters ( X LAE ) and the escape fraction of Ly α photons ( f esc ).
n order to measure X LAE in an unbiased manner we need to select
 subsample of galaxies for which we can identify galaxies with
o Ly α emission. That is, a spectroscopic redshift can be measured
ndependent of detection of the Ly α line. We call this subsample the
 LAE sample. In order to measure f esc we must be able to measure
 α. This is a more stringent requirement which eliminates a greater
umber of galaxies from the parent sample and would result in greater
ncertainty in X LAE were we to impose this condition on all of our
ata. Therefore, we choose to create an additional subsample which
e call the H α sample. 

.2.1 X LAE sample 

e choose a subsample of galaxies from our sample of 89 in order
o a v oid biases in our Ly α equi v alent width distribution. We account
or biases from magnification, slit losses, and possible blending of
ources. We mimic the subsample selection methods of Emami et al.
 2020 ), but with values derived from our sample as follows: 

(i) We require secure redshifts for all the galaxies in this sample
o that galaxies with no Ly α or Ly α in absorption can be identified.
herefore, only galaxies with confirmed redshifts from our MOS-
IRE data are kept. These redshifts are primarily determined by H α

nd [O III ] λλ5007. 
(ii) We remo v e galaxies which do not hav e spectroscopic co v erage

f Ly α. Atmospheric absorption at λ < 3200 Å limits our analysis
o galaxies at z � 1.6. 

(iii) We remo v e galaxies for which there is possible confu-
ion/blending with nearby objects in the slit. These objects could
ave emission lines from one galaxy and continuum from another,
ffecting the equivalent width measurements. 

(iv) We remo v e galaxies with large magnification, as the y could
uf fer from dif ferential magnification across the galaxy. This could
ntroduce a bias into our sample which is selected on UV luminosity
ensity. We therefore remo v e galaxies which hav e magnification μ
 30 for Abell 1689 and μ > 15 for MACS J0717 and MACS J1149.
(v) Finally, we remo v e galaxies with large slit loss correction in

ither LRIS or MOSFIRE. If a large fraction of the galaxy flux is
utside of a slit, then it is not clear that a slitloss-corrected flux will
eflect the true spectrum. Most of the galaxies have slit losses < 2.2
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Figure 1. Three example spectra from our sample of galaxies. The red line 
is the continuum fit for each spectrum. The fitting method is described in 
Section 3 . Top: An example of an ‘emission’ spectrum where we have Ly α in 
emission only. Middle: An example of an ‘absorption’ spectrum. Bottom: An 
example of a ‘combination’ spectrum where we see absorption and emission 
around Ly α. 
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Figure 2. The distribution of slit loss corrections to our H α (yellow) and 
Ly α (green) spectra. The dashed line at 2.2 denotes the upper limit we set for 
including galaxies in our sample. 

Figure 3. Plotted is the log ( L H α/L UV ) versus delensed absolute UV magni- 
tude. Points are colour coded according to each galaxy’s magnification. The 
black dashed line at log ( L H α/L UV ) = 13 . 4 denotes our completeness limit 
for the sample. The angled coloured space demonstrates the 3 σ H α sensitivity 
limit of our detector colour coded according to magnification. Errors on M UV 

do NOT include uncertainties on the lens model. 
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nd we thus set this as our upper limit. The slit loss distributions are
hown in Fig. 2 . 

After this cleaning of the sample we obtain an X LAE sample of 32
alaxies with a mean redshift 〈 z〉 = 2.27. 

.2.2 H α sample 

n order to get a direct measurement of the Ly α escape fraction, H α

ust be observable. Because of this we create a second subsample 
f galaxies from the X LAE subsample for which H α could have been
bserved, which limits the redshift range to z � 2.6. Additionally,
he rest-UV HST data are very deep and the KECK H α data are
hallower which could bias us against galaxies that are faint in H α.
o check whether we are excluding galaxies that are too faint in
 α we calibrate our faint galaxy sample using our bright galaxies.
e observe that our bright M UV sample lies almost entirely above

og( L H α/ L UV ) ∼ 13.4, as shown in Fig. 3 , and therefore set this as
ur completeness limit for the sample. We take the median H α =
 . 3 × 10 −18 erg s −1 cm 

−2 line flux error multiplied by 3 as our 3 σ
imit for detection of H α. We then check our galaxies magnification
nd absolute UV magnitude and ask whether the galaxy would have
een observable at log( L H α/ L UV ) ∼ 13.4. If the galaxy would not have
MNRAS 525, 5500–5511 (2023) 
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een observable at 3 σ at our completeness limit it was then remo v ed.
o galaxy fell below this criterion and therefore none were remo v ed

s shown in Fig. 3 . We split our sample at M UV = −19 and measure
he mean and error on the mean of the bright and faint samples
o be log( L H α/ L UV ) = 13.5 ± 0.1 and log( L H α/ L UV ) = 13.7 ± 0.1
espectively. While all but one of our galaxies have log( L H α/ L UV ) >
3.4, 11 of the 18 galaxies fainter than M UV = −19 could have been
bserved below this line, given their magnifications. This suggests
hat there are indeed very few galaxies with log( L H α/ L UV ) < 13.4 and
hat our measured increase of log( L H α/ L UV ) for faint galaxies is real,
nd not due to a bias against galaxies with low log( L H α/ L UV ). Our
nal H α sample after all of these considerations is 23 galaxies. 

 M E T H O D S  

.1 H α fits 

he fits to the H α line were performed in a manner similar to Gburek
t al. ( 2019 ) on the 1D extracted MOSFIRE spectra. We briefly re vie w
he procedure here. The spectra were fit using an MCMC sampler
lgorithm emcee (F oreman-Macke y et al. 2013 ). Each of the J , H , and
 bands were fit separately and the emission lines were parametrized
ith a Gaussian and a linear continuum fit. The redshift w as tak en to
e the weighted average of the values obtained between bands with
mission lines present. The flux of the H α line w as tak en from the
aussian parametrization. 

.2 UV continuum fits 

e identified four types of spectra with respect to the Ly α line in our
ata set. Adopting the naming conventions of Kornei et al. ( 2010 ) we
bserve Ly α in ‘emission’, ‘absorption’, ‘combination’, and ‘noise’.
e measure the EWs of these spectra using the conventions of Du

t al. ( 2018 ) with some variation. For each type of galaxy we set the
ounds of numerical integration as follows: 

(i) For emission-line galaxies we set the bounds to be where the
mission line met the continuum. 

(ii) For combination and absorption-line galaxies we set the region
f integration to the space between 1208 and 1240 Å. We calculate
he continuum level to be the midpoint flux value of a line passing
hrough 1208 and 1240 Å, where we take the mean flux between
206 and 1210 Å to be the flux at 1208 Å and the mean flux between
225 and 1255 Å to be the flux at 1240 Å. We use this continuum
evel for calculating the EW. 

(iii) For noise spectra we have no information on the Ly α profile.
herefore, we use boundaries derived by Kornei et al. ( 2010 ) at
199.9 and 1228.8 Å rest frame for the short- and long-wavelength
ounds, respectively, where the redshift is determined from the rest-
ptical emission lines. 

In addition, we performed a parametrized fit of the Ly α profile (for
mission and combination spectra) and continuum of each spectrum
or our galaxy sample to measure the UV spectral slope β. The
tting procedure is performed using a Markov chain Monte Carlo
ode from pymc3. The wavelength range used for fitting varied based
n redshift as the short-wavelength bound was set to just blueward
f the Ly α emission line. The long-wavelength bound was set to be
t 5450 Å in the observed frame, as the transmission decreases at
onger wavelengths due to the dichroic at 5600 Å. Typical emission
nd absorption lines (Si II λλ1260 Å, O I + Si II λλ1303 Å, C II λλ1334
, Si IV λλ1393 Å, C IV λλ1549 Å, He II λλ1640 Å, O III λλ1666 Å,
 III λλ1909 Å, and O IV λλ1343 Å) were masked when fitting each
NRAS 525, 5500–5511 (2023) 
pectrum. We set the width for these masks to be 800 km s −1 except
or the C IV λλ1549 Å line which we set to have an asymmetric
idth of 1400 km s −1 with the blue side of the line extending to
1000 km s −1 because of the P-Cygni profile that C IV λλ1549 Å

ends to take. This process was repeated for all galaxies observed.
he ‘emission’ spectra are modelled simultaneously with a power-

aw continuum and a Gaussian emission line to handle correlations
etween parameters, 

 λ = A 0 e 
− ( λ−λ0 ) 

2 

2 σ2 + B 0 ( 
λ

λc 

) β . (1) 

or the ‘combination’ spectra we add in a first-order approximation
o the Ly α absorption profile, 

 λ = 

{ 

A 0 e 
− ( λ−λ0 ) 

2 

2 σ2 + aλ + b, λ < λs 

B 0 ( λλc 
) β, λ > λs 

(2) 

here λs is the wavelength where there exists a change in the
V spectral slope likely due to damped Ly α absorption. We fit

his region with a linear function to account for the change in the
V spectral slope. The remaining galaxies are parametrized with
 power-law continuum redward of Ly α (identified either from
amped Ly α absorption or from the redshift estimate obtained with
eck/MOSFIRE), 

 λ = A 0 ( 
λ

λ0 
) β . (3) 

We use an upper limit of FWHM = 4.9 Å rest frame to obtain
pper limits on the flux from the ‘absorption’ and ‘noise’ spectra.
he value of 4.9 Å is derived from the distribution of 49 FWHMs

rom the sample for which we have Ly α in emission. 4.9 Å is greater
han all but two of 49 (4 per cent) of the FWHMs measured and
herefore serves as an upper limit on the FWHM. 

.3 Magnification 

hanks to lensing, the signal from faint galaxies is magnified and we
re able to extend spectroscopic studies to fainter magnitudes at z ∼ 2
n just a few hours of Keck/LRIS and Keck/MOSFIRE time (see Table
 ). Our galaxies are observed behind three lensing clusters. In the
 LAE and H α subsamples the magnifications span 1.25 ≤ μ ≤ 29.12.
he median magnifications are 〈 μ〉 median = 7.11 and 〈 μ〉 median = 7.45,

espectively. It is important to properly model the lensing in order to
ccurately measure the UV luminosity of the galaxies. Alavi et al.
 2016 ) details the lens models used to measure the magnifications
f the galaxies behind MA CS J0717, MA CS J1149, and Abell 1689.
he models considered are constrained by the location and redshift
f known multiply imaged sources. We use the models produced by
he Clusters As Telescopes (CATS) collaboration. 1 As Alavi et al.
 2016 ) states, we use the models of Limousin et al. ( 2007 ), Limousin,

. et al. ( 2016 ), and Jauzac et al. ( 2016 ) for Abell1689, MACS
0717, and MACS J1149, respectively. These models are derived
sing LENSTOOL 2 (Jullo et al. 2007 ). The basic assumptions of the
odel are that the mass distributions of the clusters are constructed

rom smooth parametrized large-scale potentials (see Priewe et al.
017 , and reference therein for more details). The uncertainties in
he magnification are not considered throughout this work. For the
ubble frontier fields Priewe et al. ( 2017 ) show that the systematic
ncertainty across lensing models will be on the order of 50 per cent

https://archive.stsci.edu/prepds/frontier/lensmodels/
https://projets.lam.fr/projects/lenstool/wiki
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t our magnifications. This is small relative to our ‘faint’ to ‘bright’
elineation which we use for comparisons in M UV . In addition, 
any of the quantities we consider are relative measures, and since 
agnification is achromatic the majority of quantities studied in this 

aper will not be affected by the magnification. 

.4 SED fits 

e fit spectral energy distributions (SEDs) to our Hubble photometry 
n the near-UV, optical, and near-IR. Before SED-fitting we subtract 
ff contributions from nebular emission lines using our slit-loss 
orrected spectra. We add an additional 3 per cent flux error to all of
ur bands to account for systematic errors in our photometry (Alavi 
t al. 2016 ). Using the code FAST 3 (Kriek et al. 2009 ), we fit Bruzual
 Charlot ( 2003 ) stellar population synthesis models to the emission-

ine subtracted photometry under the following assumptions: 

(i) Constant star formation histories (SFHs) 
(ii) A Chabrier ( 2003 ) initial mass function (IMF) 
(iii) Stellar metallicities of either 0.2 Z � or 0.4 Z �
(iv) A Gordon et al. ( 2003 , SMC) dust attenuation curve 

Galaxy redshifts are set by the fit curves to the rest-optical 
pectroscopy. M UV is calculated from the closest filter to the rest-
rame 1700 Å that does not include Ly α, and uncertainties on M UV 

re statistical. 

.5 Dust correction 

n our analysis of the H α sample we need to correct the H α line
nd the UV continuum at 1700 Å for dust attenuation. We use 
he SMC curve of Gordon et al. ( 2003 ) and A v estimates from
ur SED fitting to estimate the attenuation of the UV continuum. 
e make use of the SMC attenuation law for the UV continuum

ecause it has been shown to be more accurate for high-redshift
nd low-metallicity galaxies than the Cardelli, Clayton & Mathis 
 1989 ) curve (e.g. Reddy et al. 2022 ). The correction for H α is
stimated by measurement of the Balmer decrement (assuming Case- 
 recombination). Ho we v er, man y of our galaxies have Balmer lines

hat are either too faint or obscured by sky emission and we are
nable to directly measure the Balmer decrement of each galaxy. We 
plit our H α sample into bright ( M UV < −19) and faint ( M UV >

19) subsamples for which we estimate A v . For the faint subsample
e normalize the spectra by H α and perform a median stack of the
alaxies. We use a Cardelli et al. ( 1989 ) curve and measure 〈 A v 〉 =
.54 and apply this to all of our dwarf galaxies. Most of our reported
esults will be about the dwarf galaxies for which we use this average
ttenuation value. We recognize that there will be significant scatter 
round this value. Nonetheless, the correction is small, a factor of
.5 for the H α luminosity, and does not affect the average trends
eported in this paper. For our more massive galaxies we measure A v 

or three of the galaxies ( A v = 1.14, 0.88, and 0.80). We then use the
ean ( 〈 A v 〉 = 0.94) on the remaining two galaxies for which we did

ot have H β S / N > 5 and therefore could not reliably calculate the
ust correction. 

 RESULTS  

s explained above, our larger X LAE sample is used to measure the
W distribution and the smaller H α subsample is used to measure 
 https:// w.astro.berkeley.edu/ ∼mariska/FAST.html 

f  

F
2  
he escape fraction. We compare our two samples in order to see
f the two are similar and therefore both can be used to determine
roperties of dwarf galaxies at this redshift. We find that the median
Ws agree within errors on the median as shown in Fig. 4 . We
alculate the uncertainty on the median for each sample by randomly
electing galaxies within the given sample with replacement and 
ecalculating the median from this new sample. We perform this 
peration 10 000 times and define the errors as the 16th and 84th
ercentiles of the distribution of the median. The difference in 
ean redshift is small ( 〈 z Ly α〉 = 2.28 and 〈 z H α〉 = 2.23). Since the

istributions are similar we take the H α sample to be representative
f trends in the X LAE sample as well. 

.1 Ly α EW distribution 

e wish to investigate trends in the EW distribution with UV
uminosity. Therefore we wish to compare with a sample of higher
uminosity galaxies at similar redshifts where possible. Therefore, 
e compare our EW distribution with that of the higher luminosity

 M UV ∼ −20) sample of Du et al. ( 2021 ) as shown in Fig. 5 . We find
hat our sample is skewed towards larger Ly α EWs. The median EW
or the Du et al. ( 2021 ) sample is −6 . 0 + 1 . 9 

−1 . 1 Å and the median for our
ample is 9 . 4 + 3 . 0 

−2 . 9 Å. The two distributions differ by ∼4 σ showing
hat they are statistically different. We calculate the uncertainty for 
he Du et al. ( 2021 ) median in the same manner used for each of our
ubsamples. 

The cut-off for defining an LAE in the literature varies significantly 
epending on the study (Stark et al. 2010 , 2011 ; Caruana et al. 2018 ;
usakabe et al. 2020 , etc.). Ho we ver, the most common cuts are
W > 20 Å, EW > 25 Å, and EW > 55 Å, so we will use these cuts
s well. For these three cut-offs we measure X LAE = 33 + 17 

−12 per cent
8/24), 33 + 17 

−12 per cent (8/24), and 17 + 13 
−8 per cent (4/24), respectively. 

e assume a Poisson distribution to estimate uncertainties on X LAE .
 LAE measurements of brighter galaxies are ∼ 11 per cent for EW > 

0 Å at z ∼ 2 [12 per cent from Reddy et al. ( 2008 ), 11.1 per cent
rom Hathi et al. ( 2016 ), and 10.7 per cent from Du et al. ( 2021 )].
or brighter galaxies with EW > 25 Å and EW > 55 Å at z ∼
 X LAE = 10 per cent and 4 per cent respectively (Cassata et al.
MNRAS 525, 5500–5511 (2023) 

https://w.astro.berkeley.edu/~mariska/FAST.html
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Figure 5. The green histogram is a normalized distribution of rest-frame 
EWs of our X LAE sample. The gold histogram is a normalized distribution 
of rest-frame EWs of the brighter sample from Du et al. ( 2021 ). The vertical 
dashed lines of corresponding colour show the median Ly α EWs of each 
sample. The median EWs of the green and gold histograms are 〈 EW 〉 median = 

9 . 4 + 3 . 0 −2 . 9 Å and 〈 EW 〉 median = −6 . 0 + 1 . 9 −1 . 1 Å, respectively. 
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015 ). These data suggest that galaxies fainter than M UV = −19
ave greater numbers of LAEs in their population. We explore this
n more detail in Section 5.3 . 

.2 Escape fraction 

n our H α sample for which we are able to measure the escape
raction of Ly α photons we assume a Case-B scenario for which the
as is taken to be optically thick for the Lyman series. The ratio of
he flux of Ly α to the flux of H α under this assumption can vary
epending on the temperature and electron density of the galaxy.
e choose to use a ratio of 8.7 which is common in the literature

e.g. Matthee et al. 2016 ). We then measure the escape fractions of
ndividual galaxies as 

 esc = 

F Ly α

8 . 7 F H α, cor 
(4) 

here F Ly α is the Ly α flux and F H α, cor is the dust-corrected H α flux.
he mean of the individual f esc measurements is 4 . 3 + 1 . 6 

−1 . 1 per cent . We
stimate the uncertainty in the mean via a bootstrap method. We
erturb each measurement of the sample according to a Gaussian
istribution with standard deviation set by the uncertainty of the
easurement and then resample by randomly selecting with replace-
ent from our perturbed sample and then calculating the mean of the

scape fractions. This process is performed 100 000 times. We then
ake the 16th and 84th percentiles of the 100 000 iterations to be the
ncertainty on the mean escape fraction. 
Ho we ver, this v alue may not be representative of the actual

umber of Ly α photons escaping into the intergalactic medium.
he intrinsic luminosity of galaxies varies greatly and may correlate
ith Ly α escape fraction. Thus, the mean escape fraction may be
ifferent from the net output from all galaxies, which we refer to as
he volumetric escape fraction. To calculate the volumetric escape
raction, we first need to determine the galaxies’ intrinsic luminosity
nd, thus, demagnify each of our galaxies. We then replace the
uxes in equation ( 4 ) with the sum of the respective luminosities.
NRAS 525, 5500–5511 (2023) 
e measure a volumetric escape fraction of 4 . 6 + 2 . 0 
−1 . 4 per cent . We

stimate the uncertainty in a similar manner to the individual escape
raction estimate. We perturb each measurement of the sample
ccording to a Gaussian distribution with standard deviation set by
he uncertainty of the measurements, resample, and then calculate the
olumetric escape fraction. We take the 16th and 84th percentiles of
he 100 000 iterations to be the uncertainty on the volumetric escape
raction. This method includes contributions from uncertainties in
he dust correction. This value agrees well with what is found in the
iterature (5 . 3 per cent ± 3 . 8 per cent at M UV ∼ −19 in Hayes et al.
 2010 ), 4 . 4 + 2 . 1 

−1 . 2 per cent at M UV ∼ −19 . 5 in Ciardullo et al. ( 2014 ),
 . 1 per cent ± 0 . 2 per cent at M UV ∼ −19 . 7 in Sobral et al. ( 2017 ),
nd 5 . 8 + 0 . 7 

−0 . 5 per cent at M UV ∼ −19 . 5 in Weiss et al. ( 2021 )). 
By the use of gravitational lensing we were able to directly measure

 UV-selected sample of dwarf galaxies at z = 2. We are able to probe
ainter H α and Ly α luminosities and have a greater sample of joint
etections of H α and Ly α emitters than what was observed in Hayes
t al. ( 2010 ). 

.3 Obser v ed Ly α EW 

e investigate which galaxies are emitting most of the Ly α lu-
inosity. Fig. 6 shows that about 60 per cent of the integrated
y α luminosity density comes from galaxies with EW Ly α > 20 Å.
his suggests that LAEs are contributing a large fraction of the
y α photons. This cumulative distribution can also be calculated
rom narrow-band surv e ys for Ly α. Ho we v er, those surv e ys cannot
etermine the amount of total emissions from low EW galaxies. Here
e show that ∼10–20 per cent of the Ly α luminosity density comes

rom galaxies with EW Ly α < 5 Å. 

 DI SCUSSI ON  

ere we seek to understand the origins of the observed EW
istribution. Is the spread in observed EW primarily due to varying
scape fractions, or are variations in stellar populations (in particular,
tarburst age), creating a large scatter in intrinsic EWs as well. 
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Figure 7. The intrinsic equi v alent width as a function of absolute UV mag- 
nitude ( M UV ). Points are colour coded according to the observed equi v alent 
width (see colour bar on the right) with blue and purple points representing 
galaxies observed as LAEs. The square gold points are average values of 
higher luminosity galaxies and are derived from the ξ ion measurements of 
Shi v aei et al. ( 2018 ). Galaxies brighter than −19 in absolute UV magnitude 
are plotted with a star, while fainter galaxies are plotted with filled circles. 
We show the mean intrinsic EW of Shivaei et al. ( 2018 ) and uncertainty in 
the mean with a gold shaded region, and we show the mean intrinsic EW and 
uncertainty in the mean of our dwarf galaxy sample in brown. We also show 

the mean intrinsic EW and uncertainty in the mean of Emami et al. ( 2020 ), 
which includes some of the same galaxies, with a green shaded re gion. Fiv e 
galaxies did not have sufficient photometric co v erage to perform SED fitting 
to obtain A V values to correct the UV luminosity and are remo v ed from any 
intrinsic EW analysis. 
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the propagated uncertainty in the indi vidual galaxies. Ho we ver, the bright 
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.1 Intrinsic Ly α EW 

o investigate influences from the stellar populations we make use 
f the intrinsic Ly α EW 

W int = 

8 . 7 ̇L H α, cor 

L λ, 1216 , cor 
(5) 

here L H α, cor is the dust-corrected and demagnified H α luminosity, 
nd L λ, 1216, cor is the dust-corrected and demagnified UV luminosity 
ensity extrapolated to 1216 Å. Fig. 7 shows the intrinsic EW as
 function of absolute UV magnitude. We note that since we make
se of A v values from SED fitting to correct the UV luminosity
e must remo v e fiv e galaxies for which we do not have sufficient
hotometric co v erage to perform SED fits from all analysis regarding
ntrinsic EWs. 

We compare our measured EW int values to those of more massive 
alaxies at the same redshift. We convert the ionizing photon 
roduction efficiency ( ξ ion ) of Shivaei et al. ( 2018 ) to EW int by
onverting ξ ion to L Ly α/ L UV . In Shi v aei et al. ( 2018 ) they calculate
ion from weighted mean stacks of their galaxies in bins of absolute 
V magnitude. They are shown as gold squares in Fig. 7 . Shi v aei et al.

 2018 ) show a mean log( ξ ion ) = 25.36 ± 0.06 for the SMC curve.
his corresponds to an intrinsic EW of 23 Å ± 3 Å. Emami et al.
 2020 ) have ξ ion = 25.22 ± 0.10 which corresponds to an intrinsic
W of 22 ± 5 Å for a similar sample. For our faint galaxies our mean

ntrinsic EW is 67 ± 8 Å. Therefore, we see a significant increase
n the mean intrinsic EW for fainter galaxies. The faintest galaxies 
n our sample may be skewing the sample towards higher EW int , but
f we remo v e the two faintest galaxies we still get an ele v ated mean
ntrinsic EW of 46 ± 5 Å. We also show in Fig. 7 the observed EWs
ia the colour bar where blue and purple points indicate LAEs. From
he plot we observe large intrinsic EWs (EW int > 40 Å) facilitate
bservation of LAEs, but are not a guarantee that a galaxy will be
bserved as a LAE. This implies that the ionizing output of the stellar
opulation in galaxies has significant bearing on whether a galaxy is
bserved to be a LAE. Ho we ver, it is clear that the stellar population
lone cannot account for the observability of LAEs. 

.2 Escape fraction f esc 

he other factor driving the observed distribution in Ly α EWs is
hether the photons actually escape from the galaxy. With our 
OSFIRE spectra we are able to measure this value directly. For

ur absorption galaxies in the H α sample we set f esc = 0. We show
he escape fraction as a function of absolute UV magnitude in Fig. 8 .

We see large scatter in the escape fraction at faint absolute UV
agnitudes. It is also the case that no escape fraction less than
5 per cent is observed as a L y α emitter . Therefore, it is clear that

he escape of ionizing photons plays a crucial role in the observed
W distribution and X LAE . To determine if the escape fraction and
W int are correlated, we plot them against each other in Fig. 9 . 
We see that 5/9 of the galaxies with high intrinsic EWs ( ≥40 Å)

ave large escape fractions ( f esc > 5 per cent ). No galaxy (0/8) with
W int < 40 Å has an escape fraction larger than 5 per cent. We can
et two conditions for LAEs; LAEs have escape fractions greater 
han 5 per cent and intrinsic EWs greater than 40 Å. We caution that
ur sample size is small, so this result could be made more robust by
ncreasing the sample size. In order to understand this a little deeper
e can look at possible drivers of the escape fraction. 
Ly α can be heavily attenuated by dust. Ho we ver, in our sample

e have shown that our galaxies are typically not very dusty.
evertheless we check to see if there is any relation between the
ust attenuation estimated from SED fits and the escape fraction. 
ig. 10 shows the escape fraction as a function of A v . We observe
MNRAS 525, 5500–5511 (2023) 
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Figure 9. The Ly α escape fraction as a function of intrinsic equi v alent 
width. The colour coding and markers are the same as in Fig. 7 . Galaxies 
with no Ly α in emission are set to f esc = 0. We observe that only galaxies with 
intrinsic equi v alent widths greater than 40 Å have escape fractions greater 
than 5 per cent. 

Figure 10. The Ly α escape fraction as a function of dust attenuation. The 
colour coding and markers are the same as in Fig. 7 . Black diamonds show 

the mean escape fraction in three bins of A V . The horizontal error bars denote 
the sizes of the bins and the vertical error bars denote the uncertainty in the 
mean. A v is here derived from SED fitting of Hubble photometry and is in 
discreet steps. 
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Figure 11. The Ly α escape fraction as a function of UV spectral slope ( β). 
The colour coding and markers are the same as in Fig. 7 . The black dashed 
vertical line is set as a limit for LAEs. All LAEs have slopes bluer than −0.5. 
There is large variance in beta for similar f esc , perhaps suggesting bursty star 
formation. The black diamonds are mean values of the escape fraction in 
bins of �β = 1.5. The error bars are calculated by propagating the statistical 
uncertainty of each datum. One object was excluded due to highly uncertain 
β from low S/N continuum. 
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n anticorrelation between f esc and A v . Ho we ver, nearly all of our
alaxies have A V ≤ 0 . 2. With little variance in dust content we are
ot able to test this robustly. Nevertheless, we do not observe escape
ractions greater than 5 per cent for A V ≥ 0 . 2. To test the anti-
orrelation we perform an MCMC fit for a linear model and find
he slope to be −0.015 ± 0.004. This establishes the anti-correlation
t greater than 3 σ . We also note that the two highest intrinsic EW
bjects also exhibit dust content similar to our LAEs. This suggests
hat it is primarily attenuation by neutral hydrogen dictating the
scape of Ly α photons in dwarf galaxies. Cassata et al. ( 2015 ) show
hat there is larger variance in f esc at a given reddening value (see
heir fig. 6) which is consistent with our results. Our highest dust bins
NRAS 525, 5500–5511 (2023) 
ave few data points and might not be representative. Our two lowest
ust content bins may suggest a constant average escape fraction as a
unction of A V which appears to be consistent with the lowest redshift
ins of Matthee et al. ( 2016 ) with 3 arcsec apertures. This is in slight
ontrast to the measurements of Weiss et al. ( 2021 ) who show a steep
ncrease in f esc with decreasing reddening. Ho we ver, the sample of

eiss et al. ( 2021 ) may be biased towards LAEs, particularly at the
owest mass/dust values ( log ( M 

� / M �) < 9), which is the regime of
ur study, since they are selecting on [O III ]5007 emission (Erb et al.
016 ). That they are biased at the low mass end is supported by the
eft-hand panel of their fig. 4 which indicates that their typical galaxy
t low mass is an LAE. 

The slope of the UV continuum can also be used as an indicator of
ust and so we look at possible correlations with UV slope as well.
his is shown in Fig. 11 . Here we see a mild dependence in that

he scatter of escape fractions increases for β < −0.5. We again test
he anti-correlation using an MCMC routine and a linear model and
nd a slope of −0.0003 ± 0.0011. Therefore, our data are consistent
ith there being no correlation between f esc and UV spectral slope.
e suggest that the trend in the mean is marginal for our small data

et. Matthee et al. ( 2016 ) show a change in the slope of the trend
etween f esc and β which we do not see for our dwarf galaxies.
o we ver, we lack sufficient numbers of β > 0 galaxies to make any
efinitive statements regarding this change. We are inconsistent with
atthee et al. ( 2016 ) regarding the decrease in f esc with β out to β
 0. Together, Figs 10 and 11 suggest that there is little to no anti-

orrelation between dust and f esc for faint galaxies. This implies that
ttenuation of Ly α emission is due primarily to neutral h ydrogen g as
n our sample. 

.3 Trends in X LAE 

he decrement in X LAE from the expected X LAE at high redshift is
ften used to infer the IGM neutral fraction (Stark et al. 2010 , 2011 ,
.g.). Ho we ver, in order to investigate the number of faint galaxies
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Figure 12. The Ly α emitter fraction, X LAE , as a function of M UV . Our data 
set is represented by a blue diamond and the VUDS data set by blue circles. 
We show a constant fit line, along with uncertainties in shaded blue, to the 
VUDS data at X LAE = 0.101 ± 0.012 as there is no trend in the brighter M UV 

sample. 

t
w  

w  

e  

a  

1  

T
t
w
t
1  

f  

V
t  

u  

w  

p
f

p

w  

T
=  

M  

s
 

a  

a  

a  

t
t  

K  

a  

z

Figure 13. The Ly α emitter fraction, X LAE , as a function of absolute UV 

magnitude and redshift. The lines and shaded regions of corresponding colour 
to the data points are the constant fit curves to the data at each redshift. There 
are no trends in M UV at any redshift in the VUDS data. 
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hat contribute to reionization it is helpful to establish trends in X LAE 

ith M UV at lower redshifts where Ly α is observable. To this end
e compare with the VUDS sample (Cassata et al. 2015 ; Le F ̀evre

t al. 2015 ; Hathi et al. 2016 ) at higher UV luminosities. For this
nalysis we choose EW Ly α > 20 Å as our definition for a LAE. Fig.
2 shows the VUDS data set in bins of M UV along with our data set.
he uncertainty on the VUDS bins were calculated by resampling 

he distribution within each M UV bin. The same number of galaxies 
ithin the bin were randomly selected with replacement and then 

he fraction of LAEs was calculated. This procedure was repeated 
0 000 times on each bin and the standard deviation of X LAE values
rom this procedure was taken to be the 1- σ uncertainty on the
UDS bins. For our X LAE value we assume Poisson statistics (due 

o the small number of galaxies in our data set) to estimate the
ncertainty. We find no trend in the VUDS data for brighter M UV , so
e fit a constant line to the VUDS data set. We assume a binomial
robability distribution for fitting X LAE in the VUDS data of the 
orm, 

( data | X LAE ) ∼ X 

L 
LAE (1 − X LAE ) 

N−L , (6) 

here N is the total number of galaxies and L is the number of LAEs.
his gives a most likely value for the fit to the VUDS data of X LAE 

 0.101 ± 0.012. This is ∼2 σ from our result of X LAE = 0 . 33 + 0 . 17 
−0 . 12 .

ore data at M UV ∼ −19 between the VUDS faintest M UV and our
ample is necessary to determine any trend in X LAE with M UV . 

We also investigate trends in redshift using the VUDS data set
s shown in Fig. 13 . We fit each redshift bin with a constant value,
ccording to the same method used for the z ∼ 2 sample, since we
gain see no trend with M UV at any redshift. There is a clear trend
owards larger X LAE with redshift in agreement with other works in 
he literature (e.g. Stark et al. 2011 ; De La Vieuville et al. 2020 ;
usakabe et al. 2020 ). The X LAE v alues of lo w-luminosity galaxies

t z ∼ 2 in our sample are consistent with more massive galaxies at
 ≥ 3. 
 SUMMARY  

n this paper we have investigated the distribution of Ly α EWs
or dwarf galaxies at z ∼ 2. We selected (via UV continuum)
agnified galaxies behind lensing clusters, allowing us to obtain 

est-UV spectroscopy for some of the faintest galaxies ( M UV <

17, 〈 M 

� 〉 median = 10 8.4 M �) observed at z ∼ 2. We reduce our
ample to a v oid issues with differential magnification, large slit loss
ncertainties, incompleteness due to faint H α, and the observability 
f Ly α and H α within the bands of Keck/LRIS and Keck/MOSFIRE.
e then analyse the EW distribution of the sample and draw the

ollowing conclusions: 

(i) The observed EW Ly α distribution of low UV luminosity galax- 
es is skewed towards larger EW Ly α than higher luminosity galaxies 
uch as those in the KBSS sample of Du et al. ( 2021 ). Our sample
hows a median EW Ly α of 9 . 4 + 3 . 0 

−2 . 9 Å whereas the sample of Du et al.
 2021 ) shows a median EW Ly α of −6 . 0 + 1 . 9 

−1 . 1 Å. 
(ii) The fraction of galaxies that are Ly α emitters, X LAE , is

3 + 17 
−12 , 33 + 17 

−12 , and 17 + 13 
−8 per cent for EW Ly α > 20 Å, EW Ly α > 25 Å,

nd EW Ly α > 55 Å, respectively. These values are greater than X LAE 

EW Ly α > 20 Å) in higher luminosity samples such as Reddy et al.
 2008 , 12 per cent), Hathi et al. ( 2016 , 11 per cent), and Du et al.
 2021 , 11 per cent). 

(iii) We investigate possible trends in X LAE with M UV and redshift 
sing the VUDS data set (Cassata et al. 2015 ; Le F ̀evre et al. 2015 ;
athi et al. 2016 ). We find no trend with M UV between −22 ≤ M UV 

−19.5, but find our X LAE at M UV ∼ −18 to be about a factor of 3
reater at ∼2 σ significance. There is a trend towards larger X LAE with
edshift in the VUDS data. Further investigation of dwarf galaxies 
t higher redshift could show increased X LAE relative to higher mass
alaxies as well. 

(iv) We find that the total integrated Ly α luminosity is 60 
er cent for galaxies with EW Ly α > 20 Å, suggesting that LAEs
ontribute a large fraction of the Ly α photons. We also find that

10 − 20 per cent of the integrated luminosity comes from galaxies 
ith EW Ly α < 5 Å. 
(v) We estimate the intrinsic Ly α EW of galaxies, and show an

ncrease in the mean EW int for faint galaxies ( 〈 EW int 〉 = 67 ± 8 Å)
MNRAS 525, 5500–5511 (2023) 
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ompared to the brighter sample of Shi v aei et al. ( 2018 , 〈 EW int 〉 =
3 ± 3 Å) and the intermediate luminosity sample of Emami et al.
 2020 , 〈 EW int 〉 = 22 ± 5 Å). This suggests that younger ages and/or
ower metallicities of the stellar populations of dwarf galaxies are
ncreasing the intrinsic EW and contributing to the larger X LAE . 

(vi) We investigate the escape fraction of Ly α photons to further
nderstand what is driving the EW distribution. We observe a
arginal increase in the mean escape fraction with absolute UV
agnitude. We also observe that only galaxies with EW int > 40
have f esc > 5 per cent . This suggests that only galaxies with

igher EW int will be classified as LAEs, not just because of their
igher EW int , but also because only those galaxies have large escape
ractions. 

(vii) We find an anti-correlation between f esc and A V , though for
he lowest dust bins there is little to no correlation. Our data are
onsistent with no correlation between f esc and β. This implies that
t is primarily attenuation by neutral hydrogen dictating the escape
f Ly α photons in dwarf galaxies. 
(viii) We observe a global volumetric escape fraction of f esc =

 . 6 + 2 . 0 
−1 . 4 per cent in our sample, in good agreement with values inferred

or other faint UV luminosity samples in the literature (e.g. Hayes
t al. 2010 ; Weiss et al. 2021 , etc.). 

We were able to disentangle to some extent two primary drivers
f the Ly α EW distribution, namely the ionizing sources (via the
ntrinsic EW), and the ISM gas/dust content (via the escape fraction
nd its dependencies). This sample can serve as a baseline with which
o compare higher redshift and higher mass samples. Larger sample
izes of dwarf galaxies would serve to solidify some of the results of
his work. 
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