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A B S T R A C T 

The physical properties of Epoch of Reionization (EoR) galaxies are still poorly constrained by observations. To better understand 

the ionizing properties of galaxies in the EoR, we investigate deep, rest-frame ultraviolet (UV) spectra of � 500 star-forming 

galaxies at 3 ≤ z ≤ 5 selected from the public ESO-VANDELS spectroscopic surv e y. The absolute ionizing photon escape 
fraction ( f 

abs 
esc , i.e. the ratio of leaking against produced ionizing photons) is derived by combining absorption line measurements 

with estimates of the UV attenuation. The ionizing production efficiency ( ξ ion , i.e. the number of ionizing photons produced 

per non-ionizing UV luminosity) is calculated by fitting the far-UV (FUV) stellar continuum of the VANDELS galaxies. 
We find that the f 

abs 
esc and ξ ion parameters increase towards low-mass, blue UV-continuum slopes and strong Ly α emitting 

galaxies, and both are slightly higher -than-a verage for the UV-faintest galaxies in the sample. Potential Lyman Continuum 

Emitters (LCEs, f 

abs 
esc ≥ 5 per cent ) and selected Lyman Alpha Emitters (LAEs, W Ly α ≤ −20 Å) show systematically higher ξ ion 

(log ξ ion (Hz erg 

−1 ) ≈ 25.38, 25.41) than non-LCEs and non-LAEs (log ξ ion (Hz erg 

−1 ) ≈ 25.18, 25.14) at similar UV magnitudes. 
This indicates very young underlying stellar populations ( ≈10 Myr) at relatively low metallicities ( ≈0.2 Z �). The FUV non- 
ionizing spectra of potential LCEs is characterized by blue UV slopes ( ≤−2), enhanced Ly α emission ( ≤−25 Å), strong UV 

nebular lines (e.g. high C IV 1550/ C III 1908 ≥0.75 ratios), and weak absorption lines ( ≤1 Å). The latter suggests the existence 
of low gas-column-density channels in the interstellar medium, which enables the escape of ionizing photons. By comparing 

our VANDELS results against other surv e ys in the literature, our findings imply that the ionizing budget in the EoR was likely 

dominated by UV-faint, low-mass, and dustless galaxies. 

Key words: dust, extinction – galaxies: high-redshift – galaxies: ISM – galaxies: stellar content – dark ages, reionization, first 
stars – ultraviolet: galaxies. 
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 I N T RO D U C T I O N  

everal data sets (see Goto et al. 2021 , and references therein)
easuring the redshift ( z) evolution of the v olume-a veraged neu-

ral hydrogen fraction provide evidence for the last major phase 
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hange underwent by the Universe, the Cosmic Reionization. Be- 
ween z = 9 and z = 6 (Planck Collaboration XIII 2016 ), the
umber of ionizing photons emitted per unit time ( Ṅ ion ) o v er-
ame the recombination rate ( � H I ) of hydrogen atoms, Ṅ ion ≥ � H I 

Madau, Haardt & Rees 1999 ), so that the bulk of H I neutral
as within the Intergalactic Medium (IGM) progressively transi- 
ioned to an ionized state (see Dayal & Ferrara 2018 , for a 
e vie w). 
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Yet, the sources mainly responsible for expelling such a vast
mount of ionizing (or Lyman Continuum, LyC) photons to the IGM
emain elusive (see Robertson 2022 , for a review). Overall consensus
xists about the minor contribution of Active Galactic Nuclei (AGNs)
o the ionizing budget during the Epoch of Reionization (EoR; Hassan
t al. 2018 ; Kulkarni, Worseck & Hennawi 2019 ; Dayal et al. 2020 ),
ainly because of their lower number density at early epochs (e.g.
atsuoka et al. 2018 , but see Fontanot, Cristiani & Vanzella ( 2012 )

nd Cristiani et al. ( 2016 ) for a different viewpoint). This said,
GNs have played a key role in keeping the IGM ionized after

he EoR (see e.g. Becker & Bolton 2013 ), whereas stars seem to
rovide a small contribution to the ionizing radiation budget at z
 5 (Tanvir et al. 2019 ). Clearly, assuming that star-forming (SF)

alaxies dro v e Cosmic Reionization shifts the current debate on
hether more massive, UV-bright galaxies (Madau & Haardt 2015 )
r in opposite, low-mass, UV-faint counterparts (Robertson et al.
013 , 2015 ) dominated the ionizing emissivity at the EoR. 
On the one hand, the remarkable modelling efforts by Sharma

t al. ( 2016 ) and Naidu et al. ( 2020 ), based on the evolution of the
tar-formation rate surface-density of galaxies, and the works by
aidu et al. ( 2022 ) and Matthee et al. ( 2022 ), based on the fraction
f Ly α emitters (LAEs) o v er time, support a late-completed and
apid reionization purely dominated by more massive and moderately
uminous sub −M 

� 
UV systems. These results are compatible with the

apid reionization modelled by Mason et al. ( 2019 ), in which the
onizing emissivity was constrained from CMB optical depth and
y α forest dark pixel fraction data. On the other hand, semi-empirical
odels like those in Finkelstein et al. ( 2019 ), based on observational

onstraints on the UV luminosity function during the EoR, and inde-
endent cosmological hydrodynamical simulation such as Rosdahl
t al. ( 2022 ), suggest an early-completed reionization conducted
rimarily by low-mass and fainter galaxies (see also Trebitsch et al.
022 ). The most recent measurements of the mean free path of
onizing photons by Becker et al. ( 2021 ) have shown a much shorter
 alue than pre viously thought at 5 ≤ z ≤ 6, supporting the rapid
eionization scenario that, according to recent models, could still be
onducted by the faintest galaxies (Cain et al. 2021 ). 

In observations, the problem reduces to solving the equation for
he ionizing emissivity of the average galaxy population ( ̇n ion ), i.e.
he number of ionizing photons emitted per unit time and comoving
olume (Robertson 2022 ): 

˙ ion = f abs 
esc ξion ρUV , (1) 

here f abs 
esc stands for the absolute escape fraction of ionizing photons

i.e. the ratio between the number of escaping versus produced LyC
hotons by massive stars), and ξ ion is the so-called ionizing photon
roduction efficiency (ionizing photons generated per non-ionizing
ntrinsic UV luminosity). ρUV accounts for the non-ionizing UV
uminosity density at the EoR, resulting from the integral of the
V luminosity function (UVLF, the number of galaxies per UV

uminosity and comoving volume). 
The UVLF (or ρUV , equi v alently) of galaxies is relatively well-

onstrained up to the very high-redshift Universe (Bouwens et al.
015 ; Davidzon et al. 2017 ; Bouwens et al. 2021 ; Donnan et al.
023 ; Finkelstein et al. 2023 ). At the EoR, some works observe a
ecrease in the UV luminosity density from z = 8 to 10 (Oesch et al.
018 ; Harikane et al. 2022 ), compatible with a fast build-up of the
ark matter halo mass function at those redshifts while, in contrast,
ome others do not find such a suppression at all (McLeod, McLure
 Dunlop 2016 ; Livermore, Finkelstein & Lotz 2017 ). So far, UV-

right galaxies are found to be several orders of magnitude less
umerous than the bulk of the UV-faint detected galaxies (Atek et al.
NRAS 522, 6295–6325 (2023) 
015 ), and therefore thought to play a minor role during reionization
b ut see Marques-Cha ves et al. 2022a ), although a possible excess
n the number of sources at the bright-end of the UVLF (Rojas-Ruiz
t al. 2020 ), might make flip the argument towards an EoR go v erned
y the ‘oligarchs’. 
Our paradigm of the early Universe is rapidly changing thanks to

he JWST . The JWST early release science and observations have
ust made possible the photometric selection (e.g. Atek et al. 2023 ;
urtak et al. 2023 ; Labb ́e 2023 ) and spectroscopic characterization
Arellano-C ́ordova et al. 2022 ; Brinchmann 2022 ; Schaerer et al.
022b ; Tacchella et al. 2022 ; Trussler et al. 2022 ; Carnall et al. 2023 ;
urti et al. 2023 ; Trump et al. 2023 ) of galaxies at the EoR. Joint
fforts combining both photometry and spectroscopy of some of the
rst JWST programmes (see e.g. Harikane et al. 2023 ; Isobe et al.
023 ; Nakajima et al. 2023 ) have shown as the best approach so
ar to study the properties of EoR galaxies in the context of galaxy
volution, with surv e ys such as GLASS (Castellano et al. 2022a , b ;
ascia et al. 2023a ; Nanayakkara et al. 2023 ; Santini et al. 2023 ),
NCOVER (Bezanson et al. 2022 ; Weaver et al. 2023 ), CEERS

Endsley et al. 2022 ; Topping et al. 2022 ; Finkelstein et al. 2023 ;
ujimoto et al. 2023 ; Tang et al. 2023 ), or JADES (Cameron et al.
023 ; Saxena et al. 2023 ; Curtis-Lake et al. 2023 ; Robertson et al.
023 ). 
The ionizing production efficiency of galaxies ( ξ ion ) is more

ncertain. Surv e ys targeting H α emitters (HAEs, see Bouwens et al.
016 ; Matthee et al. 2017a ; Shi v aei et al. 2018 ; Atek et al. 2022 ) and
AEs (Harikane et al. 2018 ; Nakajima et al. 2018a ) at intermediate

edshifts show, in general, higher production efficiencies for the low-
ass and UV-faint galaxies (Prieto-Lyon et al. 2023 ), although with a

uge scatter within which ξ ion spans a wide range of values depending
n the galaxy type (log ξ ion (Hz erg −1 ) = 24–26). Reassuringly, the
 v erall ξ ion evolution with galaxy properties at these redshifts is
n line with the usual formalism by which a log ξ ion (Hz erg −1 ) ≥
5.2 SFG population with constant SFH (o v er 100 Myr) is able
o fully reionize the Universe, assuming a fixed escape fraction
f f abs 

esc ≥ 5 per cent (Robertson et al. 2013 ). Ev en so, giv en the
tochastic nature of the LyC emission, linked to the predominantly
 ursty star -formation histories (SFHs) in low-mass SFGs (Muratov
t al. 2015 ), these assumptions might not realistically apply anymore
see discussion in Atek et al. 2022 ). 

Finally, the LyC absolute escape fraction ( f abs 
esc ) is by far the most

nknown parameter in equation ( 1 ) (Faisst 2016 ). Starting a decade
go, the search for L yC emitters (LCEs), targeting L yman Break
alaxies (LBGs) at z = 0.7–4 through e xpensiv e imaging (Vanzella

t al. 2010 , 2012 , 2015 ; Mostardi et al. 2015 ; de Barros et al. 2016 ;
razian et al. 2016 , 2017 ; Japelj et al. 2017 ; Miche v a et al. 2017 ;
utkowski et al. 2017 ; Naidu et al. 2018 ; Alavi et al. 2020 ; Bian &
 an 2020 ; Be gle y et al. 2022 ) and spectroscopic campaigns (Steidel,
ettini & Adelberger 2001 ; Shapley et al. 2006 ; Bridge et al. 2010 ;
archi et al. 2017 ; Me ̌stri ́c et al. 2021 ; Prichard et al. 2022 ) remained

nsuccessful, where most of the estimates for global escape fraction
f the SF galaxy-population relied on stacking and f abs 

esc upper limits.
he systematic searches at z � 3 by the Lyman Continuum Escape
urv e y (LACES; Fletcher et al. 2019 ; Nakajima et al. 2020 ) and
ther surv e ys by Sax ena et al. ( 2022b ) and Riv era-Thorsen, Hayes
 Melinder ( 2022 ) have provided the first statistical correlations

etween individual escape fraction measurements and diverse galaxy
roperties. Other remarkable individual detections are Vanzella et al.
 2012 , 2015 , 2018 ), de Barros et al. ( 2016 ), Shapley et al. ( 2016 ),
aha et al. ( 2020 ), Marques-Chaves et al. ( 2021 , 2022a ). 
Ho we ver, our kno wledge about LCEs and their physical properties

s mainly due to the Keck Lyman Continuum Survey (KLCS; Steidel
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t al. 2018 ; Pahl et al. 2021 , 2023 ) at z � 3, and the pioneering
ork by Izotov et al. ( 2016b , a , 2018a , b , 2021 , 2022 ) and the recent
ow-Redshift Lyman Continuum Survey (LzLCS; Flury et al. 2022a ) 
t z � 0.3. Particularly, compactness, high ionization parameters 
traced by optical line ratios), high star-formation rate (SFR) surface- 
ensities, strong Ly α emission, and low dust-attenuation (traced by 
he UV slope) seem to characterize the strongest LCEs at low- z (see
lso Wang et al. 2019 ; Izotov et al. 2020 ), with ionizing photon
roduction efficiencies analogued to z � 6 galaxies (Schaerer et al. 
016 ; Chisholm et al. 2022 ). Interestingly, and according to the
nalysis of new JWST observations by Mascia et al. ( 2023a ), these
haracteristics resemble the properties of galaxies at the EoR (see 
lso Endsley et al. 2022 ; Schaerer et al. 2022b ; Cullen et al. 2023 ;
in et al. 2023 ). 
Since the flux at LyC wavelengths will not be accessible at the

oR due to the increase of the IGM opacity (Inoue et al. 2014 ),
ndirect tracers of LyC radiation are needed. Thanks to the advent 
f the LzLCS (Flury et al. 2022a ), in which both far-UV (FUV) and
ptical spectra are available for each galaxy, several f abs 

esc diagnostics 
ave been statistically tested for the first time in Flury et al. ( 2022b ).
mong them, those which properly account for the neutral gas and 
ust column densities as well as for geometrical effects (see Seive 
t al. 2022 ), so that LyC radiation escapes only along fa v oured,
leared sight-lines in the interstellar medium (ISM), remain the most 
romising proxies. In particular, the peak separation of the Ly α line 
Verhamme et al. 2017 ; Gazagnes et al. 2020 ; Naidu et al. 2022 ), the
epth of the low-ionization state (LIS) UV absorption lines (Reddy 
t al. 2016b ; Chisholm et al. 2018 ; Gazagnes et al. 2018 ; Saldana-
opez et al. 2022 ) and the Mg II doublet ratio (Henry et al. 2018 ;
hisholm et al. 2020 ; Xu et al. 2022 ) seem to closely probe the
easured escape fraction of LzLCS galaxies (but see cautionary 

heoretical work by Mauerhofer et al. 2021 ; Katz et al. 2022 ). 
In this work, we aim to indirectly study the ionizing properties 

f high- z SFGs and their evolution along with the different galaxy
roperties. For that, we make use of a sample of � 500 deep, rest-
rame ultraviolet spectra at 3 ≤ z ≤ 5 drawn from the VANDELS 

urv e y (McLure et al. 2018b ; Pentericci et al. 2018 ; Garilli et al.
021 ). In particular, LyC absolute escape fractions ( f abs 

esc ) are derived
y measuring the depth of the absorption lines in combination with 
he UV attenuation, whilst ionizing production efficiencies ( ξ ion ) 
re computed based on the best Spectral Energy Distribution (SED) 
t to the FUV stellar continuum (based on the work by Chisholm
t al. 2019 ). Our study complements ongoing efforts to understand 
he properties of LyC emitting galaxies at low (LzLCS; Flury et al.
022a ) and high redshifts (KLCS; Steidel et al. 2018 ), thereby setting
he pathway to interpret the ionizing signatures of EoR galaxies, 
hose number of detections has been dramatically boosted thanks to 

he high-quality performance of the first JWST observations. 
The layout of this article is as follows. The VANDELS surv e y

nd sample definition are described in Section 2 . The code for
tting the stellar SED of VANDELS spectra, and the methods for
redicting individual ionizing efficiencies and escape fractions are 
utlined in Section 3 . The main results of this research, looking for
orrelations between f abs 

esc and ξ ion with the different galaxy properties 
re summarized in Section 4 . Our results on the ionizing efficiency of
igh- z galaxies are compared with different estimates in the literature 
n Section 5 , and finally the possible redshift evolution of the
 

abs 
esc × ξion product is discussed in Section 6 , by comparing our values
gainst state-of-the-art low- and high- z surv e ys. We summarize our
ndings in Section 7 . 
Throughout this paper, a standard flat � CDM cosmology is used, 

ith a matter density parameter �M 

= 0.3, a vacuum energy density 
arameter �� 

= 0.7, and a Hubble constant of H 0 = 70 km s −1 

pc −1 . All magnitudes are in AB system (Oke & Gunn 1983 ), and
e adopt a solar metallicity value of 12 + log (O/H) � = 8.69. All the

tellar metallicities are quoted relative to the solar abundance (Z �)
rom Asplund et al. ( 2009 ), which has a composition by mass of Z �
 0.014. Emission and absorption line equi v alent widths (EWs) are

iven in rest-frame (unless stated otherwise), with positive (negative) 
Ws meaning lines seen in absorption (emission). 

 SAMPLE  

e rely on rest-frame FUV spectroscopy in order to estimate the
onizing properties of high- z SFGs. At 3 ≤ z ≤ 5, the rest-frame UV
pectrum of galaxies (1200–2000 Å) is accessible from the ground 
hrough optical spectroscopy. The criteria by which we build our 
ample of high- z rest-UV spectra ( 2.1 ), and the estimation of the
ain SED parameters ( 2.2 ) and other spectroscopic features ( 2.3 )

re described in detail in the following sections. Additionally, the 
urv e y properties of the two main comparison samples of LCEs in
he literature are summarized ( 2.4 ). 

.1 Deep rest-frame UV spectra: the VANDELS sur v ey 

he VANDELS surv e y (final Data Release 4 in Garilli et al. 2021 )
s an ESO Public Spectroscopic Surv e y composed of around 2100
ptical, high signal-to-noise ratio (S/N) and medium-resolution (R) 
pectra of galaxies at redshifts z = 1 − 6.5. The VANDELS footprints
re centred on two of the HST Cosmic Assembly Near-Infrared 
eep Extragalactic Legacy Survey (CANDELS; Grogin et al. 2011 ; 
oekemoer et al. 2011 ) fields, in particular the CDFS ( Chandra
eep Field South , see Guo et al. 2013 ) and the UDS (UKIDSS Ultra
eep Survey , see Galametz et al. 2013 ), but co v ering a wider area.
he primary targets were selected from the parent CDFS and UDS
hotometric catalogues attending to the quality of their photometric 
edshifts (see McLure et al. 2018b ; Pentericci et al. 2018 , for details).

Ultra deep, multi-object optical spectroscopy (at 4800 −10 000 Å
bserved-frame) was conducted with the VIMOS instrument (Le 
 ̀evre et al. 2003 ), at the Very Large Telescope (VLT), resulting in
019 and 1068 sources observed in the CDFS and UDS, respectively,
 v er 2087 measured spectroscopic redshifts in total. The final
ANDELS catalogue reaches a target selection completeness of 
0 per cent at i AB = 25. VANDELS spectra have an unprecedented 
verage S/N ≥7 per resolution element over 80 per cent of the 
pectra, thanks to exposure times spanning from 20 up to 80 h
n source. The VIMOS – Full-Width at Half Maximum – spectral 
esolution is R ≡λ/ 
λ≈ 600 at 5500 Å, with a wavelength dispersion
f 2.5 Å per pix el. F or additional information about the surv e y design
nd data reduction, we encourage the reader to check McLure et al.
 2018b ), Pentericci et al. ( 2018 ), and Garilli et al. ( 2021 ) papers. 

According to the selection criteria, the galaxies in VANDELS 

an be classified into passive/quiescent ( H AB ≤ 22.5, 1 ≤ z phot <

.5), bright SFGs ( i AB ≤ 25, 2.4 ≤ z phot < 5.5), LBGs (25 ≤ H AB 

 27, i AB ≤ 27.5, 3 ≤ z phot < 6.5), and a smaller subset of AGN
andidates (Garilli et al. 2021 ). For non-AGN type galaxies, the
pectroscopic redshifts are ‘flagged’ as a function of the reliability of
he measurement as marginal ( �40 per cent ), fair ( �80 per cent ),
r robust ( ≥ 95 per cent ) reliability, corresponding to flag = 1,
, 3/4 , respectively (see Le F ̀evre et al. 2015 ; Garilli et al. 2021 ,

or more details). Based on a subset of VANDELS galaxies with
 III] 1908 detection, Llerena et al. ( 2022 ) found that the systemic

edshifts are slightly larger than the spectroscopic redshifts, with a 
ean difference of 0.002. 
MNRAS 522, 6295–6325 (2023) 
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Figure 1. H -band AB magnitude versus spectroscopic redshift ( z spec ) for the 
VANDELS-DR4 (grey open circles, 2087 galaxies). Our working sample of 
534 galaxies is highlighted with red filled symbols, and the vertical dashed 
line indicates the minimum redshift at which LyC imaging is available through 
the VIMOS/U-band. The top right and bottom histograms show the H AB and 
z spec distributions of both the original VANDELS-DR4 and working samples 
(shaded grey and red, respectively). Error bars comprise the 16th, 50th, and 
84th percentiles of the distributions. 
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Figure 2. Star-forming main sequence (MS) diagram i.e. log SFR − log M � , 
for the VANDELS-DR4 (grey open circles). Our working sample is indicated 
through red filled symbols, and the large blue circles display the SFR running 
medians at each interquartile range of stellar mass. The golden dashed line 
follows the MS relation by Speagle et al. ( 2014 ), for comparison. Our sample 
fall ∼0.1dex systematically above the MS at z = 3.5, but it still probes the 
upper bound of the SFG population at these redshifts. 
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Our final sample comprises VANDELS-DR4 galaxies under the
FGs and LBGs categories only, whose spectroscopic redshifts fall

n the 3 ≤ z spec ≤ 5 range and have the highest reliability in
he redshift measurement (i.e. flag = 3/4 ). Given the VIMOS
nstrumental sensitivity, the redshift constraint ensures complete
av elength co v erage from 1200 to 1600 Å for all galaxies in the

ample (in practice, from Ly α1216 to C IV 1550). We then compute
he mean S/N per pix el o v er two regions free of absorption features,
pecifically 1350–1375 Å and 1450–1475 Å in the rest-frame (25 Å).
hen, we select the galaxies with S/N ≥ 2 in the two spectral
indows simultaneously ( �50 per cent of the remaining sample).
orth noticing is that the uncertainties of the DR4 spectra were

ystematically underestimated (see Garilli et al. 2021 ). For this
eason, we applied individual correction factors to the error spectra
rovided by the VANDELS collaboration (Talia et al., in preparation).
he average correction factor is × 1.4. 
In summary, our VANDELS working sample includes 534 galaxies

t 3 ≤ z spec ≤ 5 with a median S/N ≈ 5 in the 1400 Å continuum
ange, where 297 sources were observed in the CDFS versus 237 in
he UDS field. Fig. 1 shows the observed H -band (either HST/F160W
r VISTA/H) apparent magnitude distribution as a function of
he spectroscopic redshift for the selected sources, together with
he entire VANDELS-DR4 sample. The median (16th and 84th
ercentiles) F160W and z spec of the working sample correspond to
 H AB 〉 = 24 . 8 + 0 . 8 

−0 . 9 AB and 〈 z spec 〉 = 3 . 56 + 0 . 41 
−0 . 36 , respectively. 

.2 Photometric properties of the VANDELS galaxies: stellar 
asses 

he wide imaging co v erage of VANDELS allow a robust characteri-
ation of the SED of every galaxy (Garilli et al. 2021 ). The physical
ntegrated properties of the VANDELS-DR4 galaxies were obtained
y SED fitting using the Bayesian Analysis of Galaxies for Physical
NRAS 522, 6295–6325 (2023) 
nference and Parameter EStimation ( BAGPIPES ) code. 1 BAGPIPES (see
arnall et al. 2018 ) inputs the spectroscopic redshifts measured by

he VANDELS team (Pentericci et al. 2018 ) and all the available
ANDELS (Galametz et al. 2013 ; Guo et al. 2013 ) plus ground-
ased photometry (McLure et al. 2018b ) to run a Bayesian algorithm
hich samples the posterior of the SED parameters. It makes use of

he 2016 updated version of the Bruzual & Charlot ( 2003 ) models,
ncluding the MILES stellar spectral library (Falc ́on-Barroso et al.
011 ) and the stellar evolutionary tracks of Bressan et al. ( 2012 ) and
arigo et al. ( 2013 ). An exponentially declining SFH is assumed,
ith a minimum time-scale of 10 Myr and a minimum age of 10 Myr.
he stellar metallicity was fixed to 0.2 Z �, coinciding with the average
tellar metallicity found by Cullen et al. ( 2019 ) and Calabr ̀o et al.
 2021 ), probing a similar sample of galaxies in VANDELS. The dust
ttenuation was modelled using the Salim, Boquien & Lee ( 2018 )
rescription, and nebular emission was considered by adopting a
onstant ionization parameter of log ( U ) = −3 in the fits. 

For our VANDELS-DR4 working sample, the median stellar mass
nd SFR are 〈 log ( M � / M �) 〉 = 9 . 34 + 0 . 31 

−0 . 39 and 〈 SFR / ( M � yr −1 ) 〉 =
4 . 46 + 25 . 30 

−8 . 47 , respectively, with 0.1M � and 2.4M � yr −1 typical uncer-
ainties. The log SFR − log M � distribution for the selected sample
ays 0.1 to 0.2 dex above the SF main-sequence (MS) relation of
peagle et al. ( 2014 ) at similar redshifts, with a scatter of ±1 dex

n SFR, approximately (see McLure et al. 2018b ). In Fig. 2 , we
xplicitly show how the SFR running medians at the 25th, 50th, and
5th stellar mass interpercentile ranges fall abo v e the Speagle et al.
 2014 ) MS relation at z = 3.5. This means that, at comparable stellar
asses (i.e. log ( M � /M �) = 8.5 − 10.5), our sample is probing a

lightly higher SFR regime than the bulk of SFGs, although it is still
epresentative of the whole population given the intrinsic scatter of
he MS at high- z (see the discussion in Cullen et al. 2021 ). A similar

art/stad1283_f1.eps
art/stad1283_f2.eps
https://bagpipes.readthedocs.io/en/latest/
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ehaviour was found in Calabr ̀o et al. ( 2022 ). Finally, our sample
lso suffers from luminosity (or stellar mass) incompleteness, i.e. 
he highest redshifts objects ( z � 4) are biased towards the brightest
B absolute magnitudes because of the current flux-limiting nature 
f the VANDELS surv e y. 

.3 Spectral properties of the VANDELS galaxies: Ly α
qui v alent widths 

n this work, we make use of the methods and measurements provided 
y the VANDELS collaboration (Talia et al., in preparation) to 
ompute the Ly α equi v alent width ( W Ly α) of galaxies, either in
mission or absorption. 

The Ly α ( H I 1216) flux and equi v alent width were measured by
tting a single-Gaussian profile to the Ly α line using the dedicated 
LINEFIT code. 2 If the S/N of the line reach an input threshold, the
cript allows a ±1000 kms −1 offset of the line centre respect to rest-
rame v alue gi ven by the spectroscopic redshift. The continuum level
as defined by the Bruzual & Charlot ( 2003 ) best-fitting template

o the entire spectrum (which gives a first order correction for
nderlying stellar absorption), and the flux and equi v alent width 
as measured o v er ±8000 kms −1 each side of the line peak (see
ection 3.2 for the actual definition of the equi v alent width). By
onvention, the fits report negative equi v alent widths when the Ly α
ine appears in emission, whereas a positi ve v alue is reported when
he line is absorption dominated. Given the limited variety of Ly α
rofiles observed in the VANDELS sample due to a medium R ≈
00 spectral resolution (see Kornei et al. 2010 ; Cullen et al. 2020 ,
nd methods therein), this approach only constitutes a first order 
stimation of W Ly α . We also note that, according to Talia et al. (in
reparation), for 198 object ( �37 per cent of the sample) a single 
aussian fit did not provide a good fit to the Ly α line. Rather,

wo Gaussian components were needed. Ho we ver, a more detailed 
alculation is out of the scope of this paper, and we finally adopt
ingle Gaussian fits as our fiducial estimates of the Ly α flux. Doing
o, the median Ly α equi v alent width is 〈 W Ly α ( Å) 〉 = 4 . 58 + 19 . 01 

−9 . 43 for
ur selected sample. According to the definition by Pentericci et al. 
 2009 ), 104 out of 534 of galaxies ( �20 per cent of the sample) can
e classified as LAEs with W Ly α ≥ −20 Å (although other authors 
ay adopt different criteria, e.g. see Stark, Ellis & Ouchi 2011 ;
akajima et al. 2018a ; Kusakabe et al. 2020 ). 

.4 Comparison samples of LCEs 

sides from our VANDELS sample, primarily composed by SFGs at 
 ≤ z ≤ 5, we will consider as benchmarks other samples of confirmed 
CEs from the literature (see Section 6 ). The LCEs comparison 
amples are the following: 

The Low- z Lyman Continuum Survey, or LzLCS, is a large 
ST programme (Flury et al. 2022a , PI: Jaskot, HST Project ID:
5626) targeting 66 SFGs at 0.22 ≤ z ≤ 0.43, selected from SDSS 

nd GALEX observations. Each galaxy was observed with the low- 
esolution COS/G140L grating, co v ering the LyC and the non- 
onizing rest-frame FUV continuum (600–1450 Å), with a spectral 
esolution of R ≈ 1000 at 1100 Å. In combination with these 66
alaxies, the LzLCS also includes a compilation of 23 archi v al
ources drawn from the literature (Izotov et al. 2016b , a , 2018a ,
 SLINEFIT is a C ++ simple software that can be used to derive spec- 
roscopic redshifts from 1D spectra and measure line properties (fluxes, 
elocity widths, offsets, etc.). More in https:// github.com/cschreib/ slinefit, 
y Corentin Schreiber. 

r  

a

3

G

 ; Wang et al. 2019 ; Izotov et al. 2021 ). Out of 89 galaxies, 50
ere detected in the LyC, with a median absolute escape fraction of
 

abs 
esc = 0 . 04 + 0 . 16 

−0 . 02 , while the remaining 39 galaxies show strong f abs 
esc 

pper limits, typically below 1 per cent . 
The Keck Lyman Continuum Sur v ey, or KLCS, is an e xtensiv e

eck/LRIS spectroscopic campaign (Steidel et al. 2018 ) to obtain 
eep rest-UV spectra of selected LBGs at 2.8 ≤ z ≤ 3.4. The
RIS spectra of KLCS galaxies co v er the LyC re gion and a wide
UV window longwards of the Ly α line (880–1650 Å), at a spectral
esolution of R ≈ 800 for LRIS-B and R ≈ 1400 for LRIS-R. In the
ost recent HST imaging follow-up by Pahl et al. ( 2021 , 2023 ), they

e-analyse a sample of 124 KLCS galaxies and look for foreground
nd low-redshift contamination that could potentially lie in projection 
ithin the angular extent of each LyC detected galaxy. In total, 13

ndividually detected and 107 LyC undetected sources resulted in a 
ample-averaged escape fraction of f abs 

esc = 0 . 06 ± 0 . 01. 

 M E T H O D S  

n this section, we first describe the FICUS code (Section 3.1 ), a
ustomized PYTHON script to fit the stellar continuum of extragalactic 
V spectra. Then, we present the methodology to indirectly infer the

onizing absolute escape fraction of galaxies ( f abs 
esc ), by using the

nformation provided by the UV absorption lines and the global 
ED fit to the non-ionizing UV continuum (Section 3.2 ). Finally,
e discuss about the procedure for stacking individual VANDELS 

pectra, and the systematic effects included in the measurements due 
o the instrumental resolution and stacking (Section 3.3 ). 

.1 The FICUS code: FI tting the stellar continuum of UV spectra 

ith the purpose of quantifying the stellar continuum properties 
nderlying the VANDELS spectra, we have created FICUS . 3 FICUS 

s a customized PYTHON script that stands for FItting the stellar
ontinuum of Uv Spectra and, in short, it returns an estimation of

he galaxy light-weighted stellar age, metallicity, and dust extinction 
s well as other secondary SED parameters by using a combination
f best-fitting stellar population templates. This methodology was 
idely described and previously tested in Chisholm et al. ( 2019 ,
ereafter C19 ), and has been used in other papers such as Gazagnes
t al. ( 2018 , 2020 ) and Saldana-Lopez et al. ( 2022 , hereafter SL22 ).
e refer the reader to those papers for similar approaches but slightly

ifferent applications of the current method. 

.1.1 Stellar population models 

s described in SL22 , the stellar continuum modelling was achieved 
y fitting every observed spectrum with a linear combination of 
ultiple bursts of single-age and single-metallicity stellar population 
odels. By default, FICUS inputs the fully theoretical STARBURST99 

ingle-star models without stellar rotation (S99; Leitherer et al. 2011 ,
014 ) using the Gene v a e volution models (Meynet et al. 1994 ),
nd computed with the WM-BASIC method (Pauldrach, Hoffmann 
 Lennon 2001 ; Leitherer et al. 2010 ). The S99 models assume a
roupa ( 2001 ) initial mass function (IMF) with a high-(low-)mass

xponent of 2.3 (1.3), and a high-mass cutoff at 100 M �. The spectral
esolution of the S99 models is R ≡ λ/ 
λ � 2500, and it remains
pproximately constant at FUV wavelengths. 
MNRAS 522, 6295–6325 (2023) 

 The FICUS code is publicly available and can be cloned from the author’s 
ITHUB repository: https:// github.com/asalda/ FiCUS.git. 

https://github.com/cschreib/slinefit
https://github.com/asalda/FiCUS.git
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Four different metallicities (0.05, 0.2, 0.4, and 1 Z �) and ten
ges for each metallicity (1, 2, 3, 4, 5, 8, 10, 15, 20, and 40 Myr)
ere chosen as a representative set of ×40 models for our high- z UV

pectra. In detail, ages were chosen to densely sample the stellar ages
here the stellar continuum features appreciable change (see C19 ).
 or e xample, at older ages than 40 Myr, the FUV stellar continuum
oes not appreciably change such that a 40 Myr model looks very
imilar to a 100 Myr population. We caution the reader that the S99
igh-resolution models do not densely sample the HR diagram at
f fecti ve temperatures belo w 15 000 K (Leitherer et al. 2010 ). The
ooler models have artificially bluer continuum slopes, which makes
lder stellar populations appear slightly bluer than expected for their
emperatures (for details, see Chisholm et al. 2022 ). 

Finally, a nebular continuum was generated by self-consistently
rocessing the stellar population synthesis models through the
LOUDY V17.0 code 4 (Ferland et al. 2017 ), assuming similar gas-
hase and stellar metallicities, an ionization parameter of log ( U )
 −2.5, and a volume hydrogen density of n H = 100 cm 

−3 . The
utput nebular continua for each stellar population were added
o the stellar models. The inclusion of the nebular continuum is
nly appreciable at the youngest ages of the bursts ( ≤10 Myr) at
avelengths ≥1200 Å, and produces redder stellar models than
efore, which has a pronounced effect on the fitted E B-V of the
oung stellar populations. C19 tested the effect of different ionization
arameters on the fitted stellar ages and metallicities, and found that
he goodness of the fits does not significantly change for different
og ( U ) values. 

.1.2 Fitting method 

he observed spectra were first manually placed into the rest-frame
y multiplying by the corresponding 1/(1 + z) factor. Both the spectra
nd the models were then normalized by the median flux within a
avelength interval free of stellar and ISM features (1350–1370 Å),

nd all the fits were performed in the same rest-wavelength range
1200–1925 Å in the case of VANDELS spectra). Finally, the models
ere convolved by a Gaussian kernel to the instrumental resolution

 R (VIMOS) ≈ 600). 
First, the non-stellar features and the spectral regions that are

ffected by host-galaxy ISM absorptions and sky subtraction resid-
als had to be masked out. Bad pixels with zero flux were neither
onsidered in the fit. When ran with FICUS , the UV stellar continuum
 F 

� ( λ)) is fitted with a linear combination of multiple S99 models
lus the nebular continuum. F 

S99 
ij single stellar population is usually

ot able to fully reproduce both the stellar features and the shape of
he continuum of extragalactic spectra, such that a combination of
nstantaneous burst models is actually needed ( C19 ). 

Adopting a simple geometry where the dust is located as a uniform
oreground screen surrounding the galaxy, 5 this results in: 

 

� ( λ) = 10 −0 . 4 k λE B −V 
∑ 

i,j 

X ij F 

S99 
ij , 

i ≡ 1 , 2 , 3 , 4 , 5 , 8 , 10 , 15 , 20 , 40 Myr 

j ≡ 0 . 05 , 0 . 2 , 0 . 4 , 1 Z � (2) 
NRAS 522, 6295–6325 (2023) 

 https:// trac.nublado.org/ 
 The effect of a clumpy gas-to-dust geometry has been discussed in Gazagnes 
t al. ( 2018 ) and SL22 . Regrettably, the current resolution and S/N of the 
ANDELS spectra is not enough to disentangle between the two geometries, 
o we assume the most simple scenario of a uniform screen of dust as a our 
ducial case. 

−  

C  

〈  

o

6

b

here 10 −0 . 4 A λ is the UV attenuation term, A λ = k λE B-V , and k λ is
iven by the adopted dust-attenuation law. The X ij linear coefficients
etermine the weight of single-stellar population within the fit, and
he best fit is chosen through a non-linear χ2 minimization algorithm
ith respect to the observed data ( LMFIT 6 package; Newville et al.
016 ). Errors were derived in a Monte-Carlo way, varying observed
ix el flux es by a Gaussian distribution whose mean is zero and
tandard deviation is the 1 σ − error of the flux in the same pixel, and
e-fitting the continuum o v er N iterations per spectrum (we chose N
 100, enough realizations to sample the posterior continuum so that

t approaches ‘Gaussianity’ on each pixel). 
Fig. 3 shows the FICUS output for one of the galaxies in VANDELS

 objID:CDFS017345 , at z = 3.61), with the observed (in black)
nd fitted stellar continuum (in red). The bottom panel of this
gure additionally shows the distribution of the light fractions at
 given burst-age and metallicity for the CDFS017345 best fit. This
alaxy is dominated by a young and low-metallicity population
 �60 per cent of the total light at 3 Myr) with 4.80 Myr average
ight-weighted age and 0.18 Z � light-weighted metallicity (see the
ollowing section). CDFS017345 is moderately attenuated, with a
V dust-attenuation parameter of E B-V � 0.12 mag. In Fig. 3 , and

ogether with other nebular (gold) and ISM lines (black) usually
resent in VANDELS spectra, we also highlight (in blue) the main
tellar features that helped our algorithm to estimate the age and the
etallicity of the stellar population: the N V λ1240 and C IV λ1550 P-
ygni stellar wind profiles (see also O V λ1371 and Si IV λ1402). Note

hat the inclusion of C IV 1550 requires a careful masking of the strong
SM component of this line, where only the blue wing of the P-Cygni
as used in the fit. While N V λ1240 is mostly sensitive to the age of

he burst – with the P-Cygni profile being more prominent at younger
ges – the C IV λ1550 feature, on the other hand, changes accordingly
o the metallicity ( C19 ) of the stellar population – whose asymmetric
rofile is stronger at higher stellar metallicities. Therefore, these two
istinct spectral features partially break the age- Z � de generac y in
he FUV, although the method is still affected by age-attenuation
e generac y effects. 

.1.3 Results 

iven the best-fitting SED for the stellar continuum and the best-
tting X i coefficients in equation ( 2 ), FICUS also provides a handful
f other secondary SED parameters that we described here. 
Stellar age and metallicity: The light-weighted stellar age and
etallicity ( Z � ) of the best-fitting stellar population can be easily

btained using the X k weights as: 

ge = 

∑ 

k X k age k ∑ 

k X k 

, Z � = 

∑ 

k X k z k ∑ 

k X k 

, (3) 

here age k , z k are the age and metallicity of k -th synthetic stellar
odel. For instance, in the example of Fig. 3 , the light-weighted

ge is 4.80 Myr and the light-weighted metallicity is 0.18 Z �. The
edian stellar age and metallicity of the VANDELS sample are

 Age 〉 = 8 . 5 + 10 . 1 
−4 . 4 Myr and 〈 Z � / Z �〉 = 0 . 23 + 0 . 18 

−0 . 12 , respectively. Cullen
t al. ( 2019 ) and Calabr ̀o et al. ( 2021 ) estimate 〈 log ( Z � /Z �) 〉 �
0.8 from independent methods (see white vertical line in Fig. 4 ).
ompared to these works, our average metallicity is slightly higher:
 log ( Z � /Z �) 〉 � −0.63, although still compatible within the spread
f the distributions. 
 A PYTHON version of the LMFIT package can be found at ht tps://lmfit .git hu 
.io/lmfit-py/. 

https://trac.nublado.org/
https://lmfit.github.io/lmfit-py/
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Figure 3. Top: FICUS SED fitting results for the CDFS017345 VANDELS galaxy. The observed and error spectra are displayed in black and light green. The 
best-fitting stellar continuum is o v erplotted in red, while the spectral regions masked during the fit are shown in grey. The spectrum, shown in F λ units, has been 
normalized o v er 1350–1370 Å. The most prominent stellar features, nebular and ISM absorption lines are indicated with blue, gold, and black vertical lines at 
the top part of the figure. Bottom left-hand panel: light-fractions as a function of age and metallicity for the best-fitting composite stellar population model. 
Bottom right-hand panel: summary chart with the best-fitting SED fitting parameters, i.e. reduced- χ2 , E B-V (in mag., R16 ), light-weighted stellar age (in Myr) 
and metallicity (in Z �). 
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Our shift in log Z � with respect to the previous works must be
riven by use of instantaneous burst of star-formation instead of 
 continuous SFH in the theoretical stellar models. Our election 
f single-burst models is moti v ated by the fact that mixed-age
opulations usually do a better job when reproducing age-sensitive 
racers (such us N V 1240) of individual FUV galaxy-spectra (see 
ection 5.3 in C19 ). Moreo v er, by accounting for the dominance
f young stellar populations, bursty star formation histories, which 
re expected to hold for intermediate-to-low-mass SFGs at high- 
edshift (e.g. Trebitsch et al. 2017 ), produce significantly more 
onizing photons, at higher energies, than continuous star formation 
istories. 
The effect that the choice of either constant SFRs or instantaneous 

 ursts of star -formation ha ve in the stellar age, metallicity, and
onizing properties of the mean SFG galaxy population at z � 3
ill be discussed in a future publication. We refer the reader to
ullen et al. ( 2019 ) and Calabr ̀o et al. ( 2021 ) for more details on the

tellar metallicity of VANDELS galaxies. 
Dust-attenuation parameter: E B-V : The amount of dust- 

ttenuation is given by the 10 −0 . 4 A λ term in equation ( 2 ), where A λ =
 λE B-V is defined as the ‘UV attenuation’, and the specific functional
orm for k λ is determined by the dust-attenuation law. Therefore, 
he resulting best-fitting values for E B-V will differ depending on 
he assumed dust-law, and this will have important consequences 
or other related quantities which explicitly depend on E B-V , like 
he absolute escape fraction ( f abs 

esc ) as we will discuss later on (see
ection 6 ). 
c  
With the goal of testing the influence of the dust-attenuation law in
ur results, we use two extreme cases for k λ in SF galaxies (Shi v aei
t al. 2020 ): the Reddy et al. ( 2016a , hereafter R16 ) and Small
agellanic Cloud (Prevot et al. 1984 ; Bouchet et al. 1985 ; Gordon

t al. 2003 , hereafter SMC ) attenuation curves. As widely discussed
n the dedicated sections in SL22 , and references therein, the use of
16 is, on the one hand, moti v ated by the fact that this law is one of

he only properly defined below 1000 Å by a significant number of
alaxies. On the other hand, the use of steeper SMC -like curves has
ppeared to be more suitable for high- z SFGs (Salim et al. 2018 ),
o w-metallicity starburst (Shi v aei et al. 2020 ), and LCEs (Izotov et al.
016a ). 
After performing the SED fits with FICUS using both the R16 and

MC prescriptions for k λ, we find an average attenuation parameter
f 〈 E B −V 〉 = 0 . 22 + 0 . 09 

−0 . 08 mag. for R16 and 〈 E B −V 〉 = 0 . 10 + 0 . 04 
−0 . 03 mag

hen using SMC (see Fig. 4 ). This corresponds to UV attenuations
f 1.82 and 2.83 mag at 1600 Å and 912 Å, using R16 (1.25,
.63 mag for SMC ). Although the resulting light-weighted stellar 
ges and metallicities are similar in both sets of fits (similar light-
ractions), the UV attenuation term 10 −0 . 4 A λ is slightly higher for 
MC at all wavelengths, meaning that the fitted X i coefficients are
lightly lower for SMC than R16 law, so that both fits can match the
bservations similarly (reduced- χ2 distributions are similar). Lower 
 i coefficients for SMC means that all absolute quantities derived 

rom the intrinsic SEDs will also change accordingly. 
UV-continuum slope (at 1500 Å): β1500 

spec : The UV spectroscopic 

ontinuum slope at 1500 Å, also called β-slope, was computed by
MNRAS 522, 6295–6325 (2023) 
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M

Figure 4. Histograms showing the distribution of diverse secondary products 
resulting from our FICUS SED fitting to the VANDELS spectra. From top 
left-hand to bottom right-hand panel: light-weighted stellar Age, log Z � , 
E B-V , β1500 

spec , log ξ ion , (F λ900 /F λ1500 ) int , measured R(LIS) and predicted 

log f abs 
esc . Results derived using R16 or SMC attenuation laws are plotted 

in red and dark-blue, respectively. The error bars on top of each his- 
togram encompass the 16th, 50th, and 84th percentiles. The distributions 
of the mean residual flux of the LIS lines are shown in different colours 
because, by definition, this quantity does not depend on the attenuation 
la w. Dashed v ertical lines indicate log ξ ion (Hz erg −1 ) = 25.2 and f abs 

esc = 

5 per cent . 
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7 CURVE-FIT is a PYTHON -based optimization algorithm included in the SCIPY 

package for scientific analysis: in https://docs.scip y.org/doc/scip y/r efer ence 
/generat ed/scipy.opt imize.curve fit .html . 
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tting a power law of the form F λ∝ λβ to every individual spectrum
Meurer, Heckman & Calzetti 1999 ). To do so, we take the average
ux density in seven 15 Å-width spectral windows, between 1275
nd 1825 Å (similar to the ones in Calzetti, Kinney & Storchi-
ergmann 1994 ), and fit a linear relation to the log F λ − log λ
NRAS 522, 6295–6325 (2023) 
alues using CURVE-FIT . 7 F or consistenc y, and in order to a v oid
nhomogeneous wavelength sampling for every source due to the
ifferent redshifts, F λ corresponds to the continuum flux obtained
rom the best-fitting SED model of the galaxy ( F 

� ( λ)), which was
escribed in the previous Section 3.1 . This assumption imprints
n intrinsic dependence of the β-slope on the chosen attenuation
aw, since it modifies the shape of the dust-attenuated spectrum
hrough the k λ term. Thus, median of the β-slope distribution for the
ANDELS sample is 〈 β1500 

spec 〉 = −1 . 34 + 0 . 45 
−0 . 42 for R16 and 〈 β1500 

spec 〉 =
1 . 06 + 0 . 54 

−0 . 51 for SMC . When compared to the slopes obtained in
alabr ̀o et al. ( 2021 ) for the same objects ( 〈 β1500 〉 � −1.80), our

pectroscopic β-slopes are o v erall redder (lower) than the former by
 0.4, approximately (see distribution in Fig. 4 ). In Calabr ̀o et al.

 2021 ), the UV slopes were derived by fitting a power law to the
vailable multiband VANDELS photometry, taking the photometric
ands whose bandwidths lie inside the 1230–2750 Å rest-frame
avelength range. We investigated the possible reasons that may

each to this discrepancy and conclude that it is mainly caused
y the use of a wider range in wavelength with respect to the
pectroscopic slopes. Although more effects will be discussed later
n Section 6 , there is al w ays the possibility that the SED of galaxies
n the rest-UV is not a perfect power law (Bouwens et al. 2012 ), a
ehaviour that was previously observed in the VANDELS galaxies
y Calabr ̀o et al. ( 2021 ). Differential shifts between UV slopes
eri ved from dif ferent methods (either photometry or spectroscopy)
ave been already reported in the literature (e.g. see Hathi et al. 
016 ). 
Ionizing photon production efficiency: ξ ion : The ionizing photon

roduction efficiency is defined as the total number of ionizing
hotons per unit time produced by a radiation field ( Q ) normalized
y its intrinsic UV luminosity ( L UV ). In practice (see C19 ): 

ion [ Hz erg −1 ] = 

Q [ s −1 ] 

L ν1500 [ erg s −1 Hz −1 ] 
, (4) 

here L ν1500 is the intrinsic (dust-free) SED luminosity at 1500 Å
in F ν units) and Q is the number of ionizing photons produced by
he best-fitting stellar population. Q is calculated as the integral of
he intrinsic SED below the Lyman limit ( λ < λ(H 

0 ) = 912 Å, or
qui v alently E > E (H 

0 ) = 13.6 eV): Q = 

∫ 
<λ(H 0 ) F 

� ( λ)d λ. When
v eraged o v er the whole galaxy population and inte grated o v er the
ull range of UV luminosities, ξ ion can be used to compute the total
missivity of ionizing photons ( ̇n ion ) at any redshift (see equation 1 ).

For typical SF galaxies that can be described through a single-burst
f star-formation, S99 templates predict an exponentially declining
ion with age, whose log ξ ion values span o v er 26–24 Hz erg −1 for 1–
0 Myr stellar populations at any metallicity, dropping dramatically
owards ages older than 10 Myr ( C19 ). In contrast, mixed-age
odels can provide systematically higher ξ ion for a given mean

ge than instantaneous burst models at the same evolutionary stage.
ccordingly, our mixed-age fits give a median ξ ion of 〈 log ξion 〉 =
5 . 30 + 0 . 28 

−0 . 42 Hz erg −1 using the R16 law. ξ ion does not strongly depend
n the assumed attenuation law because it has been calculated as the
atio between two absolute quantities ( Q and L UV ). Since the fitted
tellar ages and metallicities are similar for both R16 and SMC (as
hey are primarily fixed by single spectral features), the shape of the
ntrinsic SED is also similar for both laws and therefore ξ ion stays

art/stad1283_f4.eps
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Intrinsic 900-to-1500 Å flux ratio: (F λ900 /F λ1500 ) int : The 
onizing-to-non-ionizing flux ratio, namely at 900-to-1500 Å, de- 
ends on the physical properties of galaxies like the mean stellar
ge, metallicity, IMF, and star formation history. Following C19 , S99 
ingle-burst bases set a limit of (F λ900 /F λ1500 ) int ≤ 2, exponentially de-
lining with age down to negligible values at ages older than 20 Myr,
here F 

int 
λ900 ≈ 0. Again, a mixed-age population could in principle 

ncrease the flux ratio at intermediate ages with respect to a single-
 urst of star -formation. The median of the 900-to-1500 Å flux ratio
or the VANDELS sample results in 〈 F λ900 /F λ1500 〉 int = 0 . 66 + 0 . 41 

−0 . 32 .
his quantity does not show any dependence on the attenuation law 

or the same reasons as ξ ion . 
In photometric campaigns, when searching for LCEs at high- z (e.g. 

razian et al. 2016 , 2017 ), authors usually relate the observed to the
ntrinsic 900-to-1500 Å flux ratio in order to infer the relative LyC
scape fraction of galaxies. Usually, these works only have access to 
he observed but not the intrinsic ratio, and they end up by assuming a
onstant value typically set by stellar population models predictions 
e.g, Steidel et al. 2001 ). In the same works, a more common way to
ook at this quantity is indeed the 1500-to-900 Å flux ratio but in F ν

nits. Typically assumed values in the literature are 〈 F ν1500 / F ν900 〉 int 

 3 − 5 (see e.g. Guaita et al. 2016 ). We obtain a median value
f 〈 F ν1500 / F ν900 〉 int ≈ 4.2 for the VANDELS sample at 3 ≤ z ≤ 5
Fig. 4 ), in agreement with the previous studies. 

Fig. 4 offers a summary of the abo v e-mentioned distributions: Age, 
 � , E B-V , β1500 

spec , ξ ion , and (F λ900 /F λ1500 ) int ; where the values resulting
rom our SED fits using either R16 or SMC law are shown in red and
ark-blue, respectively. Error bars cover the 16th to 84th percentiles 
f each distribution, whose values have been quoted with respect to 
he median in the current section. 

.2 Predicting ionizing escape fractions using UV absorption 

ines 

.2.1 The picket-fence model 

he observation that neutral lines of hydrogen and other strong low- 
onization state (LIS) lines do not become black at minimum depth 
or maximum optical depth) suggests a partial co v ering of the stellar
ontinuum sources by the same cold, neutral, and low-ionized gas 
Heckman et al. 2001 , 2011 ). In this scenario, it is expected that the
esidual flux of the absorption lines correlates with the fraction of
yC photons that escape the galaxy via unco v ered channels. 
The commonly used ‘picket-fence’ model (Reddy et al. 2016b ; 

asei et al. 2016 ) connecting the UV absorption features of a galaxy
ith the escaping ionizing radiation assumes a galaxy described by a 
atchy, ionization-bounded ISM (Zackrisson, Inoue & Jensen 2013 ), 
here both the neutral and low-ionized enriched gas are distributed 

n high-column-density regions surrounding the ionizing radiation 
eld (clumps). The fraction of sight-lines which are optically thick 

o the transition along these dense clouds is usually parametrized by 
he so-called co v ering fraction, C f ( λi ). Optically thick gas absorbs
ll of the continuum light at a given velocity whereas optically thin
as transmits all of the continuum. If the dust is homogeneously 
istributed as a foreground screen on top of the stars, the residual
ux of the lines can be simply related to the gas co v ering fraction as
ollows: 

 λi 
= 1 − C f ( λi ) . (5) 

his simple model also assumes that the lines are described by a
ingle gas component or, in other words, that all velocity components 
f the gas have the same covering fraction. Additionally, if one 
ccounts for the dust attenuation within the galaxy ( E B-V ), the escape
raction of ionizing photons ( f abs , LIS 

esc ) can be predicted from the
epth of the neutral and other LIS absorption lines using the following 
ormulae (Reddy et al. 2016b ; Gazagnes et al. 2018 ; Steidel et al.
018 ): 

 

abs , LIS 
esc = 10 −0 . 4 k 912 E B −V × ( a × R λi 

+ b) , (6) 

here the E B-V is the UV dust-attenuation parameter measured 
ccording to the methods described in the previous Section 3.1 , using
 uniform screen geometry (see equation 2 ), and R λi 

is the measured
esidual flux of the λi transition. The [ a , b ] coefficients correspond
o the LIS to H I lines residual flux conversion (see Gazagnes et al.
018 ; Reddy et al. 2022 , and SL22 ). 
This methodology has been successfully validated against direct 
easurements of the absolute escape fraction of low- z LCEs in
hisholm et al. ( 2018 ) and Gazagnes et al. ( 2020 ) and recently thanks

o the advent of the LzLCS by SL22 , where we pointed to this method
s a good predictor for the real f abs 

esc of galaxies at any redshift. The
epth of the LIS lines have also been applied to predict the escape
raction of high- z galaxy composites in Steidel et al. ( 2018 ) and Pahl
t al. ( 2021 ), and some individual high- z spectra in Chisholm et al.
 2018 ), with reasonable agreement with the observed f abs 

esc values. 
Ho we ver, this approach is not without of caveats (see Section 7.4

n SL22 ): the choice of the dust-attenuation law and the assumptions
n the gas and dust geometry are some of the limitations of the
icket-fence model. Indeed, as suggested by Mauerhofer et al. 
 2021 ), a ‘picket-fence’ gas/dust distribution is shown to be a very
implistic approximation to the real ISM geometry in state-of- 
he-art galaxy simulations. In principle, all these assumptions and 
odel dependencies can contribute to explain the scatter seen in the

bserved R(LIS) − f abs 
esc relation (see SL22 ), but this model could 

till be a good approximation for unresolved high- z studies, where
he LyC emission coming from a single sight-line usually dominates. 

.2.2 Absorption line measurements 

ur goal is to apply equation ( 6 ) to VANDELS spectra in order to
ndirectly estimate their ionizing escape fractions. To do so, we first

easured the equi v alent widths ( W λ) and residual fluxes ( R λ) for a
et of × 4 UV LIS lines, namely Si II 1260, O I + Si II 1302, C II 1334
nd Si II 1527, which had simultaneous wav elength co v erage in all the
pectra at 3 ≤ z ≤ 5. The equi v alent width ( W λi 

) was then computed
ndi vidually for e very absorption line follo wing Trainor et al. ( 2019 ): 

 λi 
= 

∫ 

λi 

(
1 − f λ/F 

� ( λ) 
)

d λ, (7) 

here f λ is the observed spectral flux density and F 

� ( λ) is the
odelled stellar continuum. The integration window ( 
λi ) was 

efined as ±1000 kms −1 from the wavelength of minimum depth 
or the line in question. Then, the residual flux was measured as the
edian o v er a narrow v elocity interval of ±150 kms −1 around the
inimum flux of the line, or equi v alently: 

 λi 
= 〈 f λi 

/F 

� 〉 . (8) 

ne of the conditions of applicability of the picket-fence model 
equires that the column density of gas is large enough that the
bsorption lines are saturated in the curve of growth (i.e. optically
hick limit). In order to test the condition of saturation, we performed
 similar analysis to the one in SL22 (see also Trainor et al.
015 ; Calabr ̀o et al. 2022 ), comparing equi v alent-width ratios for
ransitions of the same ion at different wavelengths. Most of the
MNRAS 522, 6295–6325 (2023) 
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alaxies have a Si II 1260-to- Si II 1527 equi v alent-width ratio which
s compatible within the optically thick limits ( W 1527 / W 1260 ≤ 2.55)
iven by the theoretical curve-of-growth for these transitions (Draine
011 ). We conclude that the ISM conditions are such that Si II is
ptically thick (saturated), and we assume that C II is also saturated
or typical Si/C abundances (see discussion in Mauerhofer et al.
021 ). Calabr ̀o et al. ( 2022 ) independently found optically thick Si II
log ( N Si II / cm 

−2 ) > 12.7) along a sample of VANDELS C III emitters
t similar redshifts, whereas higher ionization lines like Si IV 1400
ere closer to the optically thin limit as they probe more rarefied
as. 

The effect of resolution on the absorption lines: When mea-
uring absorption line properties from observed spectra, the low
pectral resolution ( R ) tends to make the lines broader and less deep,
nd the actual residual flux ( R λi 

) can be o v erestimated. To account
or these effects we performed mock absorption line simulations.
onsidering the picket-fence model with a uniform dust-screen,
e simulated Si II 1260 absorption Voigt profiles assuming Gaussian
istributions for the column density of Si II ( N SiII , cm 

−2 ), the Doppler
roadening parameter ( b , kms −1 ), and the line velocity shift ( v,
ms −1 ). The simulated spectra were then degraded to R (VIMOS)

600 spectral resolution. Finally, the impact of the S/N was folded
nto the simulations by assuming a constant S/N = 5 that matches
he median of the S/N distribution of the VANDELS spectra. A set of

100 simulations were run for every of the input covering fractions
n the C f ( λi ) = 0 − 1 range, and the median measured residual flux
f each distribution was then compared to the theoretical value of
 − C f . See Appendix A for a more comprehensive view of our
imulations. 

As a result, a theoretical residual flux of (1 − C f ) = 0.1, 0.3,
nd 0.5 would be observed as R(LIS) = 0.25, 0.4, and 0.55 due
o the smearing effect of the VIMOS instrumental resolution (i.e.
0 per cent , 25 per cent , and 10 per cent relative error), while a
egligible correction will be applied at (1 − C f ) ≥ 0.6 because
his C f regime is dominated by the S/N of the spectra. The resulting
alibration (equation A3 ) was applied as a correction factor to the
ndividually measured residual fluxes. 

.2.3 Indirect f abs 
esc estimations 

he mean residual flux of the LIS lines, R(LIS), is calculated by tak-
ng the average of the individual Si II 1260, O I + Si II 1302, C II 1334,
nd Si II 1527 line’s depths. If these lines were all saturated, their
esidual fluxes should be very similar and the mean is representative,
llowing us to gain S/N o v er the measurement. E.g. the average LIS
esidual flux of CDFS01735 (Fig. 3 ) is R(LIS) ≈ 0.69 (0.75 previous
o the correction by resolution). 

Fig. 4 shows the histogram of the average R(LIS) distribution,
haracterized by 〈 R(LIS) 〉 = 0 . 31 + 0 . 22 

−0 . 23 (0 . 35 + 0 . 19 
−0 . 20 without resolution

orrection). Then, using the dust-attenuation parameter ( E B-V ) pro-
ided by the FICUS SED fits, we applied equation ( 6 ) to every single
alaxy in our sample. For the [ a , b ] coefficients in this equation,
e chose the calibration by Gazagnes et al. ( 2018 ) i.e. [ a , b ] =

(0.63 ± 0.12), (0.44 ± 0.07)]. We remark that this calibration was
btained o v er a sample of emission line galaxies but, as stated in
L22 , we do not expect this relation to change with galaxy type.
s an example, the LyC escape fraction for CDFS017345 results in
 

abs 
esc ≈ 16 per cent , adopting the R16 attenuation law. 
The predicted f abs 

esc distribution following this method is also
resented in Fig. 4 . As expected, the inferred f abs 

esc values show a clear
ependence on the dust-attenuation law, with the median of the R16
NRAS 522, 6295–6325 (2023) 
istribution × 1.5 lower than the SMC law f abs 
esc distribution. When

sing the R16 dust-attenuation law, the median ionizing absolute
scape fraction, 〈 f abs 

esc 〉 , for our VANDELS sample of 534 SFGs at 3
z ≤ 5 is: 

 f abs 
esc 〉 = 0 . 02 ± 0 . 01 (0 . 03 ± 0 . 02) , 

hile, when using the SMC attenuation law, it results in: 

 f abs 
esc 〉 = 0 . 03 ± 0 . 02(0 . 04 ± 0 . 03) , 

here the numbers in brackets correspond to the median f abs 
esc 

revious to any resolution correction on the residual flux of the lines
see equation 6 ). As a comparison, Be gle y et al. ( 2022 ) obtained
 f abs 

esc 〉 = 0 . 07 ± 0 . 02 for a similar sample of z � 3.5 VANDELS
alaxies with deep VIMOS/ U -band observations (see Fig. 4 ), that is,
 factor of × 2 higher than our median value using the SMC law,
lthough compatible within 1 σ uncertainty. Moreo v er, our av erage
 

abs 
esc is in agreement with the extrapolations of the recent Trebitsch
t al. ( 2022 ) model at z � 4. In Section 6 , we will compare our results
ith the escape fraction derived from other surv e ys targeting LCEs

n the literature, at lower and higher redshifts. 

.3 Composite spectra 

tacked spectra were built with the goal of increasing the S/N with
espect to individual galaxy data, allowing us to clear out some of the
nderlying physical correlations between the different parameters in
his study. 

Following Cullen et al. ( 2019 ), Calabr ̀o et al. ( 2021 ), Llerena et al.
 2022 ), all the individual spectra in the sample were first shifted
nto the rest-frame using the VANDELS spectroscopic redshift and
hen resampled onto a common wavelength range, specifically 1200–
925 Å. According to the median redshift of the sample i.e. 〈 z spec 〉
 3.56, the resulting spectral binning was chosen to be 2.5 Å/(1 +

 z spec 〉 ) = 0.55 Å (2.5 Å equals the VIMOS wavelength dispersion
er resolution element). Before co-adding the spectra, they were
ormalized to the mean flux in the 1350–1370 Å rest-frame interval.
he final (normalized) flux at each w avelength w as tak en as the
nweighted median of all the individual flux values after a regular
 σ clipping in order to reject outliers and bad pixels. The uncertainty
n the stacked spectrum was calculated via bootstrap resampling of
he spectra included in the composite. 

Guided by this scheme, we performed stacks in bins of UV
agnitude ( M 1500 ), UV intrinsic luminosity ( M 

int 
1500 ), UV-continuum

lope ( β1500 
spec ), and Ly α equi v alent width ( W Ly α). Concretely, we

ivided the sample according to the 25th, 50th, and 75th percentiles
quartiles) of every property, resulting in four sub-samples for each
uantity sorted as Q1, Q2, Q3, and Q4. Then, the resulting stacks
ere processed through the FICUS code and all the secondary SED
arameters described in Section 3.1 were obtained. Appendix B ,
able B1 contains the main properties and inferred SED parameters
 f abs 

esc and ξ ion ) of the different composites. 
The effect of stacking on the absorption lines: Even though the

qui v alent widths of the H I and metal lines do not change with the
as column density in an optically thick medium, the lines can be
lightly broader or narrower depending on the gas thermal (Doppler)
nd turbulence velocities. More importantly, different galaxies may
ave different gas flow velocities which translates into red- or blue-
hifted line centres relative to the systemic v elocity. Moreo v er, the
se of the spectroscopic instead of the systemic redshift introduces
n additional source of uncertainty in the position of minimum depth
f the lines (see Llerena et al. 2022 ). All these effects contribute so
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8 This said, the hypothesis proposed in Naidu et al. ( 2020 ) of a reionization 
driven by −20 ≤ M 1500 ≤ −18 galaxies (what they called the ‘oligarchs’), 
cannot necessarily be ruled out by our observations because our galaxies do 
not span beyond M UV ≥ −19 AB. 
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hat the UV lines residual flux of the resulting galaxy composite can
otentially be o v erestimated. 
To correct for this smearing effect and making use of the simu-

ations described in Appendix A , we randomly generated a set of N
 100 simulated Si II 1260 line profiles with different intrinsic gas 

roperties (column densities, Doppler broadening, inflo w/outflo w 

elocities, etc.), but fixing the covering fraction (i.e. equi v alent to one
inus the residual flux). We then stacked the line profiles following 

he same methods and assumptions described in this section, where 
he effects of instrumental resolution ( R (VIMOS) ≈ 600) and a 
onstant S/N = 5 were also incorporated in the mock realizations. 
fter that, we measured the depth of the composite Si II 1260 line 
rofile and compared it to the input value given by the covering
raction. According to the our simulations (equation A4 ), an input (1

C f ) = 0.1, 0.3, 0.5, and 0.8 would require corrections factors as
arge as 70 per cent , 40 per cent , 25 per cent , and 10 per cent due 
o the effect of stacking. 

Calabr ̀o et al. ( 2022 ) showed that, although the bulk ISM velocity
s globally in outflow, the average shift of the LIS lines is very
lose to the systemic velocity ( −60 km s −1 ), i.e. within the actual
pectral resolution. Therefore, our simulations – which assume a 
ingle VIMOS resolution element ( ±150 km s −1 ) as the standard
eviation of the distribution for the velocity shift of the lines – might
ctually o v erpredict this effect. F or that reason, we prefer not to
pply such stacking corrections to our line measurements, but we 
ncourage the reader to check Appendix A for more details. 

It is also worth mentioning that Calabr ̀o et al. ( 2022 ) do not find any
orrelation between the stellar mass or SFRs and the velocity shift
f the ISM lines. Thence, we will not expect differential corrections 
n the residual flux when combining galaxies with very different 
asses or SFRs, a conclusion that can be extrapolated to other galaxy

roperties (e.g. UV magnitudes). 

 RESULTS  

he following paragraphs describe on the main results of this paper. 
n Section 4.1 , the global relations between the ionizing escape 
ractions and production efficiencies with different galaxy properties 
re shown on an individual galaxy-basis. In Section 4.2 , the LCEs
nd non-LCEs composites are presented, and the differences in their 
on-ionizing rest-UV spectra are placed in the context of the physical 
SM conditions which enable the ionizing radiation to escape. In 
ection 4.3 , the global ionizing properties of the LCEs versus non-
CEs samples are discussed. Lastly, Section 4.4 summarizes the 
roperties of previously known LCEs reported in the literature which 
ere included in our sample. 

.1 The ionizing escape fraction and production efficiency 
ependence with obser v ed galaxy properties 

ig. 5 investigates how our predicted ionizing absolute escape 
raction ( f abs 

esc ) and the ionizing photon production efficiency ( ξ ion )
epends on galaxy properties. The individual VANDELS measure- 
ents are shown in the background together with the results from

ur stacking analysis on top (large symbols). Systematic differences 
n f abs 

esc and ξ ion due to the use of a shallower ( R16 , filled diamonds)
r steeper ( SMC , open diamonds) attenuation law are also explored.
n general, the escape fraction values derived using the SMC law 

hift to slightly systematically higher escapes (by a factor of × 1.5) 
ompared to the R16 ones. 

A Kendall −τ statistics was applied to each pair of variables 
n order to figure out the strength ( τ ) and significance ( p -value)
f the correlation. For a sample of � 500 objects, we consider
orrelations to be significant if p val. � 10 −3 (3 σ ) and strong if | τ | �
.1. Coincidentally, all significant correlations studied in this work 
howed up to be strong correlations, so that in Fig. 5 we only indicate
he τ coefficients for significant correlations (thick-framed panels), 
therwise we write p val. > 10 −3 . 

.1.1 Observed absolute UV magnitude 

he predicted f abs 
esc and the observed UV absolute magnitude ( M 1500 )

or the VANDELS sample at 3 ≤ z ≤ 5 do not show any clear
orrelation when considering the whole range of UV magnitudes. 
anvir et al. ( 2019 ) found no significant correlation of N H I with
alaxy UV luminosity across a wide range of redshifts. Assuming 
hat the escape fraction is primarily regulated by the same optically
hick neutral gas along the line-of-sight, as suggested by equation ( 6 ),
 lack of correlation between f abs 

esc and M 1500 would therefore be
xpected, supporting our global trend. 

Ho we ver, fainter (lo w-mass) galaxies usually host lo wer gas and
ust fractions compared to brighter systems (Trebitsch et al. 2017 ).
ogether with their low-gravitational potential and often bursty SFHs 
Muratov et al. 2015 ), the expelling of gas and dust in a turbulent
SM (Kakiichi & Gronke 2021 ) fa v ours the creation of holes through
hich the LyC photons can freely escape. In this scenario, a higher
 

abs 
esc is naturally expected for the faintest galaxies (see Section 7.2 in
L22 ). 
Even though the correlation is tentative, M 1500 � −20 and fainter

ANDELS galaxies tend to have higher escape fractions (Fig. 5 ).
his mild tendency has been reported through the study of galaxy
omposites at high- z by the KLCS (Steidel et al. 2018 ; Pahl et al.
021 , 2023 ) as well as observed at low- z by the LzLCS (Chisholm
t al. 2022 ; Flury et al. 2022a , and SL22 ). Contrarily, models such
s Sharma et al. ( 2016 ) and Naidu et al. ( 2020 ) give an increasing
scape fraction towards bright M UV systems, in disagreement with 
ur picket-fence formulation. 8 

The ionizing production efficiency shows a very smooth (although 
on-significant) dependence on M 1500 , with the stacked measurement 
t the faintest UV magnitude bin ( M 1500 � −20) being higher than
he typically assumed canonical value for cosmic reionization of 
og ξ ion (Hz erg −1 ) = 25.2 (Robertson et al. 2013 ). Our results are
n agreement with other studies in the literature, for example with
he results by Bouwens et al. ( 2016 ) at similar UV magnitudes but,
ontrary to the former, our M 1500 range is actually not wide enough
o show a clear ξ ion − M 1500 trend. Even though, it has been shown
hat, at similar redshifts, the ξ ion evolution with UV luminosity is a
ery smooth correlation (see Lam et al. 2019 ; Emami et al. 2020 ;
rieto-Lyon et al. 2023 ). A more complete picture on the ξ ion − M 1500 

elationship will be given in Section 5 . 
In general, both f abs 

esc and ξ ion distributions with M 1500 are 
haracterized by a large scatter ( � 1 dex, e.g. 0.1 per cent to 10
per cent in f abs 

esc ) and a weak evolution with M 1500 , where only
he faintest galaxies in the sample hav e tentativ ely higher values
n f abs 

esc ( ≥ 5 per cent ) and log ξ ion ( ≥ 25 . 2 Hz erg −1 ). Finally, the
og f abs 

esc × ξion product preserves the overall evolution of f abs 
esc with 

he UV magnitude. 
MNRAS 522, 6295–6325 (2023) 
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Figure 5. Scatter plots searching for correlations between the predicted ionizing photon escape fraction ( f abs 
esc , first column), the ionizing production efficiency 

(log ξ ion , second column), and the product of the two ( log f abs 
esc × ξion , third column, see equation 1 ), versus different galaxy properties: observed and intrinsic 

UV absolute magnitudes ( M 1500 , M 

int 
1500 ), UV-continuum slope at 1500 Å from the best-fitting SED ( β1500 

spec ), and Ly α equi v alent width ( −1 × W Ly α). The 
Kendall ( τ ) correlation coefficients for individual R16 measurements (coloured dots in the background) are shown at the top but only for significant correlations 
(thick-framed panels). Results from our stacking analysis are displayed with filled ( R16 ) and open ( SMC ) thick diamonds. Typical error bars for individual 
sources are plotted at the bottom part of each panel, and the arrows along the M 

int 
1500 panels measure the shift in M 

int 
1500 due to the use of the SMC dust-attenuation 

la w. Gre y-shaded re gions mark assumed canonical values of f abs 
esc ≥ 5 per cent and log ξ ion = 25.2 − 25.3 in classical Reionization models (Robertson et al. 

2013 ). 
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.1.2 Intrinsic (dust-free) UV luminosity 

he intrinsic UV absolute magnitude for each galaxy ( M 

int 
1500 ) was

alculated from the best-fitting SED by taking the flux at 1500 Å pre-
ious to attenuation by dust (i.e. the dust-free SED), and computing 
he AB magnitude via the usual distance modulus formulae. 

On the one hand, f abs 
esc versus M 

int 
1500 shows one of the strongest

orrelations of this study ( τ ≈ 0.4), where the less intrinsically 
uminous galaxies have the highest f abs 

esc . From our f abs 
esc prescription 

equation 6 ), this correlation is expected since the dust-attenuation 
s by definition directly related to the escape fraction of galaxies, 
here the most UV-bright galaxies are attenuated (Finkelstein et al. 
012 ; Bouwens et al. 2014 ) and host substantially higher, more
xtended gas and dust reservoirs at the same time (see e.g. Ma
t al. 2020 , from the perspective of the FIRE-2 simulation). This
ehaviour was previously reported in Be gle y et al. ( 2022 ), where
hey demonstrate how intrinsically UV-faint galaxies at z � 3.5 would 
equire statistically higher escape fractions in order to reproduce the 
bserved distribution of the ionizing-to-non-ionizing flux ratio. 
On the other hand, the ξ ion versus M 

int 
1500 distribution appears 

ompletely flat irrespective of the M 

int 
1500 bin and the dust-attenuation 

aw. According to equation ( 4 ), the dust correction factor applied
o any ξ ion measurement would be: A < 912 /A 1500 . This ratio does 
ot strongly depend on the dust law, thus no ξ ion dependence on 
he attenuation will be expected neither. Therefore, the f abs 

esc × ξion 

roduct inherits the same dependence on the UV luminosity as f abs 
esc 

oes. When comparing the R16 and SMC stacks predictions (see 
ig. 5 ), their f abs 

esc × ξion show the largest differences at the bright
 

int 
1500 end i.e. the more deviation appears for the more attenuated, 

edder galaxies. 

.1.3 UV-continuum slope at 1500 Å

tanding out as the strongest correlation of this study ( τ ≈ −0.6, see
ig. 5 ), the f abs 

esc inversely scales with the best-fitting UV-continuum 

lope at 1500 Å ( β1500 
spec ) so that the bluest galaxies in the sample emit

 significantly larger fraction of ionizing photons than their redder 
ounterparts. The ‘Dust Only’ case (dotted line) follows the resulting 
quation ( 6 ) assuming there is no gas along the line of sight, so the
ust is the only source of attenuation for LyC photons. This scenario,
lthough provides a physical upper limit to the previous equation, 
oes not expect to hold observationally. Because the dust and cold 
as within the ISM are spatially correlated, galaxies which are more 
ust-attenuated will also have lower residual fluxes of the LIS lines, 
nd they will deviate from the ‘Dust only’ case towards low f abs 

esc 
alues, as we see in Fig. 5 . 

This trend has been directly observed by Flury et al. ( 2022b )
n the LzLCS surv e y, also lately inv estigated by Chisholm et al.
 2022 ). Additionally, a decrease in f abs 

esc with increasing UV colours
as shown in Pahl et al. ( 2021 ) using KLCS galaxy composites at
igh- z. Also interestingly, Be gle y et al. ( 2022 ) found that UV blue
alaxies at z � 3.5 would require statistically higher escape fractions
n order to reproduce the observed ionizing-to-non-ionizing flux ratio 
istribution. 
Regarding our indirect approach to predict f abs 

esc (equation 6 ), 
 ne gativ e correlation between the escape fraction and β1500 

spec 

ust be expected by definition, since the UV slope is inherently 
inked to the dust-attenuation ( E B-V ), so that redder SEDs usually
eans more attenuated galaxies (Meurer et al. 1999 ). For exam- 

le, we obtain f abs 
esc ≥ 5 per cent for galaxies whose β1500 

spec ≤ −1 . 5, 
ecreasing to f abs 

esc ≈ 0 . 1 per cent at β1500 
spec ≈ −0 . 5. As stated in

hisholm et al. ( 2022 ), this steep relation between the escape
raction and the UV slope is particularly important at the highest
edshifts because (1) it can be easily used as an observational
roxy to indirectly infer f abs 

esc at the EoR (see Trebitsch et al.
022 ), and (2) primordial/fainter galaxies are thought to host less
ust than actual SF galaxies (Finkelstein et al. 2012 ; Bouwens
t al. 2014 ; Cullen et al. 2023 ), which naturally explains why
igher redshift galaxies emit more ionizing photons than their 
ower redshift counterparts (Finkelstein et al. 2019 ). As we will
iscuss in Section 6 , our f abs 

esc − β1500 
spec results agree with the relation

 = 0.3 published by Chisholm et al. ( 2022 ) but extrapolated
o redder UV slopes and lower escape fractions. This similarity 
uggests that the f abs 

esc − β1500 
spec does not strongly change with red- 

hift. 
The ξ ion parameter is also strongly correlated with β1500 

spec , so 
hat ξ ion rapidly increases as the UV slope decreases, only giving 
og ξ ion (Hz erg −1 ) ≥ 25.2 for galaxies whose slopes are β1500 

spec ≤
1 . 5. Our results are in agreement with other studies in the literature,

or example with the results by Bouwens et al. ( 2016 ) and Matthee
t al. ( 2017a ), but shifted to redder β1500 values. For more details on
he ξ ion − β1500 relationship and comparison with the literature, we 
efer to Section 5 . 

Qualitatively, the largest differences between the R16 and SMC 

eri ved f abs 
esc v alues are found among the redder objects, i.e. the most

ttenuated galaxies in the sample. Ho we ver, both R16 and SMC
eri ved ξ ion v alues are similar irrespecti ve of the dust-attenuation
aw. 

.1.4 Ly α equivalent width 

he relation between the properties of the Ly α1216 line and the
scape and production efficiency of ionizing photons is also striking. 
his can be seen in Fig. 5 , where the predicted f abs 

esc monotonically
aises as the Ly α equi v alent width also increases ( W Ly α). For
ypically assumed values of W Ly α ≤ −20 Å in LAEs (e.g. Pentericci 
t al. 2009 , but see Stark et al. 2011 ; Kusakabe et al. 2020 ), we obtain
 

abs 
esc ≥ 5 per cent . This result is in concordance with previous results

n the literature. As demonstrated by SL22 (but see also Gazagnes
t al. 2020 ; Izotov et al. 2021 ), the strongest LCEs are usually among
he strongest LAEs, i.e. having the highest Ly α equi v alent widths. 

With the exception of photon scattering and the effect of gas kine-
atics, the same mechanisms that regulates the escape of ionizing 

hotons also regulate the leakage of Ly α photons and therefore the
hape and strength of the Ly α line (e.g. Henry et al. 2015 ; Verhamme
t al. 2015 ). Considering the aforementioned picket-fence model 
ith a very simplistic assumption on the geometry of galaxies, these
ain mechanisms are (1) the neutral gas column density – whose 

ptically thick spatial distribution is parametrized in equation ( 6 ) via
he co v ering fraction – and (2) the dust-attenuation term ( E B-V ). In
his way the Ly α emission ( W Ly α) and the escape of LyC photons
 f abs 

esc ) would remain physically related (see Verhamme et al. 2017 ;
zotov et al. 2020 ; Flury et al. 2022b ; Maji et al. 2022 ). In fact,
tudying the afterglow gas of a significant sample of Gamma Ray
urst (GRB) host galaxies, Vielfaure et al. ( 2021 ) found that the gas
olumns density of such gas was indeed optically thick, so that ‘the
ulk of Ly α photons produced by massive stars in the star-forming
egion hosting the GRB will be surrounded by these opaque lines of
ights’. 

In order to illustrate the role of dust attenuation and the gas
o v ering fraction in the escape of Ly α and LyC photons, in Fig. 6
e plot the average LIS absorption profile for different stacks in
ins of Ly α equi v alent width (see also Trainor et al. 2019 ). This
lot shows the combined profile of several ISM LIS lines ( Si II 1260,
MNRAS 522, 6295–6325 (2023) 
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Figure 6. Combined low-ionization-state (LIS) absorption profile for the 
stacks in bins of Ly α equi v alent width ( W Ly α , see values in Appendix 
B ), normalized by the local continuum and constructed by averaging the 
profiles of individual LIS absorption lines ( Si II 1260, O I + Si II 1302, C II 1334, 
Si II 1527). The composites are colour coded by the dust-attenuation parameter 
( E B-V ) derived from the FICUS SED fits, and the predicted escape fraction for 
each composite ( f abs 

esc ) is indicated in the legend. The insets show the resulting 
continuum-normalized Ly α profile for the stacked spectra (left-hand panel), 
and the evolution of the Ly α equivalent width as function of the LIS equivalent 
width in absorption (right-hand panel). 
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 I + Si II 1302, C II 1334, Si II 1527), colour-coded by the inferred UV
ust-attenuation ( E B-V ) and the predicted escape fraction for each
omposite ( f abs 

esc ) is indicated in the legend. The resulting Ly α profiles
an also be seen in the inset, and finally W Ly α (in Å) is plotted against
he LIS equi v alent width of the combined LIS absorption profiles
 W LIS , in Å). 

As a result, as long as the dust-attenuation increases and the gas
o v ering decreases (increasing residual fluxes), the resulting escape
ractions and the Ly α equi v alent widths also decrease, from W Ly α

alues typically found in LAEs to wards absorption, e ven damped,
y α profiles. Relatedly, the relation between the Ly α and the
trength of the LIS lines has been widely studied in individual and
tacked rest-UV spectra of LBGs at z = 2 − 5 (Shapley et al. 2003 ;
ones, Stark & Ellis 2012 ; Henry et al. 2015 ; Trainor et al. 2015 ; Du
t al. 2018 ; Pahl et al. 2020 ), and our results agree with the o v erall
icture described in these papers. On the one hand, the observed
onnection between the LIS equi v alent width and the reddening can
nly be explained if the dust resides within the same clouds as the
eutral gas in a clumpy ISM geometry ( SL22 ). On the other hand,
he dwindling of the Ly α emission with the dust-attenuation is a
 natural consequence of the Mass Metallicity Relation (MZR, see
aiolino & Mannucci 2019 , for a re vie w), and the empirical relation

etween the Ly α strength and the stellar mass (Cullen et al. 2020 ). 
A large W Ly α can also be ascribed to a boost in the production

f ionizing photons (Nakajima et al. 2018a ). The VANDELS high- z
 Ly α − ξ ion relation can be found in the bottom-mid panel of Fig. 5 ,
here a significantly higher log ξ ion (Hz erg −1 ) ≥ 25.2 is found for the

trongest LAEs only, with a W Ly α ≈ −30 Å. Thanks to JWST data in
ombination with HST photometry, an increasing log ξ ion with Ly α
trength has also been shown for individual galaxies at the late-edge
f the EoR (Ning et al. 2023 ). Ho we ver, in the works by Cullen
t al. ( 2020 ) and Reddy et al. ( 2022 ), ξ ion has been demonstrated
o be insufficient to solely account for the whole variation in W Ly α ,
NRAS 522, 6295–6325 (2023) 
ather ‘the co v ering fraction of optically thick H I (gas) appears to be
he principal factor modulating the escape of Ly α, with most of the
y α photons in down-the-barrel observations of galaxies escaping

hrough low-column-density or ionized channels in the ISM’, as
tated in Reddy et al. ( 2022 ). 

Similarly, our f abs 
esc × ξion − W Ly α relationship results from the

onvolution of the f abs 
esc and ξ ion dependence on the Ly α strength,

here the f abs 
esc − W Ly α behaviour plays the major role. The higher

ion values for the objects with the highest Ly α equivalent width
n the sample (LAEs) naturally increase the f abs 

esc × ξion product
Matthee et al. 2022 ). 

.1.5 Stellar mass 

he predicted f abs 
esc strongly scales with the stellar mass ( M � ) of

he VANDELS galaxies so that low-mass galaxies have statistically
igher escape fractions than more massive systems (Fig. 7 ). For
nstance, only log M � ( M �) < 9 VANDELS galaxies show cosmo-
ogically rele v ant escape fractions of f abs 

esc ≥ 5 per cent (Robertson
t al. 2013 , see grey-shaded area in Fig. 5 ), and these are actually
 1 dex higher than the average escape fraction of the most massive

alaxies in the sample (log M � ( M �) ≥ 10). 
According to our picket-fence model, a physical f abs 

esc − M � con-
ection is expected (equation 6 ) because more massive galaxies
re intrinsically more attenuated than low-mass systems (see e.g.
inkelstein et al. 2012 ; McLure et al. 2018a ; Fudamoto et al. 2020 ).
s log M � increases, the dust-attenuation increases and the line-
epth decreases accordingly, and both yield progressively decreasing
scape fractions ( f abs 

esc ). This is consistent with the results by Reddy
t al. ( 2022 ) where, using a joint modelling of the composite FUV
nd optical spectra of high- z SFGs, they demonstrate how the H I and
he gas-enriched co v ering fraction decreases with the galaxy stellar

ass. 
So far, there is no consensus in simulations on whether more
assive galaxies should emit a higher (e.g. Naidu et al. 2020 ) or lower

Rosdahl et al. 2022 ) fraction of their produced ionizing photons to
he IGM compared to their less massive counterparts, with some of
hem even suggesting a turnover at intermediate masses (see Ma et al.
020 ). In observations, while at low- z there does not seem to be any
lear relation between these two quantities (Izotov et al. 2021 ; Flury
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Figure 8. Composite spectra (main plot) for LCEs (blue) and non-LCEs samples (orange) normalized at 1360 Å (grey band). The position of the main stellar- 
wind lines ( N V 1240, O V 1371, Si IV 1400 doublet, C IV 1550), nebular lines (Ly α1216, He II 1640, O III ]1666, C III ]1908) and ISM lines ( Si II 1260, O I + Si II 1302, 
C II 1334, Si II 1527, Fe II 1608, Al II 1670, and Al III 1858 doublet) are marked in dark-blue, gold, and black labels, respectively. The W Ly α (in Å) and β1500 

spec values 
are also indicated in the inset. The top panel show the number of objects included in each composite as a function of wavelength, and the bottom panel zooms 
in some of the lines, highlighting fundamental differences in their non-ionizing spectra (equivalent width for each line are listed, see the text). 
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t al. 2022b ), even when spanning a wide range of stellar masses,
 gradual increase in f abs 

esc towards lower masses have been recently 
eported at high- z in Fletcher et al. ( 2019 ), Saxena et al. ( 2022b ), for
ndividual detections. 

Lately, Pahl et al. ( 2023 ) have also shown a negative and significant 
 

abs 
esc − log M � trend in the 9 ≤ log ( M � / M �) ≤ 10 stellar mass range,
sing z � 3 KLCS stacks. Ho we ver, at similar redshifts, Be gle y et al.
 2022 ) did not find any statistical distinction when splitting their
ample into lower and higher masses with respect to the median, 
uggesting that M � is at best a secondary indicator of the average f abs 

esc .
n the 8 ≤ log ( M � / M �) ≤ 10 mass interval, our stacking analysis
ith VANDELS support the former scenario by which low-mass 
alaxies have higher escape fractions (similar to Ma et al. 2020 ;
ahl et al. 2023 ). In this vein, our picket-fence formalism put the
hysical picture suggested by models like Naidu et al. ( 2020 ) up
gainst the ropes, since the latter yields a monotonic increase of
he escape fraction with stellar mass, behaviour also disfa v oured by
ther works in the recent literature (see compilation by Pahl et al.
023 ). 
Finally, whilst AGNs may not contribute directly to the ionizing 

hoton budget at the EoR (e.g. Hassan et al. 2018 ), semi-analytical
imulations by Seiler et al. ( 2018 ) show that they could indirectly
nfluence reionization by clearing out holes in the ionized regions, so
hat f abs 

esc can be boosted after quasar wind events. In such scenario, the
ean escape fraction peaks for intermediate-mass galaxies, around 
og ( M � / M �) ≈ 8. Regrettably, our sample is not able to probe this
ypothesis, since it does not extend to lower stellar masses. 

.2 Non-ionizing rest-UV properties of potential LCEs at 3 ≤ z 
5 

aving predicted the ionizing escape fraction ( f abs 
esc ) for every galaxy

llows us to split the sample into potential LCEs, with f abs 
esc ≥ 0 . 05

64 out of 534 galaxies, i.e. ≈ 10 per cent of LyC detection rate),
nd non-LCEs with f abs 

esc < 0 . 05 (470 galaxies, assuming R16 ). We
hen build composite spectra for LCEs and non-LCEs candidates, 
ollowing the same method as described in Section 3.3 . The main
roperties, fitted SED parameters and UV lines measurements are 
ummarized in Appendix B , Table B2 . Both LCEs and non-LCEs
tacks are presented Fig. 8 , together with a handful of insets and
abels which highlight the differences in their non-ionizing FUV 

pectra. 

.2.1 UV-continuum slope at 1500 Å

he UV slope for LCEs and non-LCEs are remarkably different: 
1500 
spec = −2 . 17 ± 0 . 03 for LCEs versus −1.23 ± 0.01 for non-LCEs
omposites (see Fig. 8 ). As seen in the previous section, the UV
lope is by definition related to f abs 

esc in the sense that it constitutes
MNRAS 522, 6295–6325 (2023) 
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 proxy for dust attenuation at UV wavelengths (Chisholm et al.
022 ), therefore fa v ouring a picture in which bluer galaxies with
o wer le vels of dust attenuation ( E B-V ) display higher values of escape
raction (by construction, see equation 6 ). Having different levels of
ust attenuation in LCEs and non-LCEs will partially influence the
trength of other nebular emission lines in their UV spectra. 

The intrinsically dustier nature of non-LCEs in opposite to the
CEs population has been explicitly reported in SL22 and further

nvestigated in Chisholm et al. ( 2022 ) using LzLCS data at z � 0.3.
lso recently, Pahl et al. ( 2023 ) showed a monotonic increase of
 

abs 
esc with E B-V from FUV SED fitting in KLCS composite spectra.
ikewise, Pahl et al. ( 2021 ) and Begley et al. ( 2022 ) observationally
emonstrated a decrease in f abs 

esc with increasing UV colours at z �
, using HST (KLCS) and ground-based (VANDELS) LyC imaging,
espectively. All these different LyC data sets at low- and high- z will
e put together in Section 6 . 

.2.2 Ly α emission 

CEs clearly show a stronger Ly α emission than non-LCEs (Fig. 8 ):
 Ly α = −29.71 ± 2.46 Å against −3.62 ± 0.41 Å for LCEs and non-
CEs stacks, respectively. Worth mentioning is that the W Ly α for the
CEs composite is compatible with the typical definition of LAEs in

he literature (i.e. W Ly α ≤−20 Å see Pentericci et al. 2009 ), so that the
CEs composite is mostly composed of the Ly α emitting galaxies in

he VANDELS sample. The non-LCEs composite, ho we ver, sho ws
ittle Ly α emission compared to LCEs, with a damped Ly α red-wing
xtending up to 1240 Å. This suggests a higher column density of
 I gas beneath the bulk of the non-LCEs compared to the LCEs
opulation, an unequivocal necessary condition for preventing the
eak of Ly α and LyC photons (see Henry et al. 2015 ). This is also
ompatible with the strong decrease of the Ly α equi v alent width (by
 factor � 9) between LCEs and non-LCE, which is stronger than the
ecrease of ξ ion (a factor � 4), and which is naturally explained by
he impact of a higher column density and higher dust content on the
y α escape fraction (see e.g. Atek et al. 2014 ). 
Observ ational e vidences for an increase in W Ly α with increasing

 

abs 
esc has been reported by a few recent studies: Flury et al. ( 2022b )

hrough FUV spectroscopy of LzLCS sources at z � 0.3; Fletcher
t al. ( 2019 ) and Pahl et al. ( 2021 , 2023 ) through LyC imaging of
CEs at z � 3 (the LACES and KLCS surv e ys, respectiv ely); and
y Be gle y et al. ( 2022 ), through the statistical measurement of the
verage f abs 

esc at z � 3.5 (VANDELS). 

.2.3 Other nebular emission lines 

n Fig. 8 , the C IV 1550, He II 1640, and C III ]1908 nebular line-profiles
re displayed for the LCEs (in blue) and non-LCEs composites
in red). The C IV 1550 and He II 1640 lines for LCEs show slightly
tronger emission and narrower profiles, while the equi v alent width
f the C III ]1908 line is remarkably higher in the LCEs stacked spectra
ompared to the non-LCEs one. We obtain W He II = −1.11 ± 0.25 Å
 −0.81 ± 0.06 Å) and W C III ] = −2.15 ± 0.67 Å ( −0.73 ± 0.13 Å)
or LCEs (non-LCEs). 

Similarly, Naidu et al. ( 2022 ) stacked the UV spectra of potential
yC emitting candidates according to their Ly α line properties,
howing a very different He II 1640 profile respect to the non-emitting
andidates (probably attributed to sample selection). Contrarily,
n the recent work by Marques-Chaves et al. ( 2022b ) based on
irect LyC measurements of low- z LzLCS galaxies, the authors
o not find any significant correlation between the LyC escape
NRAS 522, 6295–6325 (2023) 
raction and the spectral hardness, where the He II 1640 intensity
s fundamentally driven by changes in the metallicity rather than
y f abs 

esc . Therefore, the slightly higher observed equi v alent widths
n He II 1640 and O III] 1666 for the LCEs composite (see Llerena
t al. 2022 ) may indicate a much dissimilar gas-phase metallicity
etween the LCEs and non-LCEs stacks than the stellar metallicities
hat are actually derived from our stellar population modelling (see 
ection 4.3 ). 
Regarding the UV carbon nebular lines and based on the work

y Schaerer et al. ( 2022a ), Saxena et al. ( 2022a ), and Mascia
t al. ( 2023b ), we compute the C IV 1550 o v er C III ]1908 flux
atio, and we obtain C IV / C III] = 0 . 79 ± 0 . 21 for LCEs while
 IV / C III] = 0 . 42 ± 0 . 20 for non-LCEs (the C IV 1550 doublet is
lended at the current resolution). Schaerer et al. ( 2022a ) empirically
emonstrated that both C IV 1550 and C III ]1908 lines tend to be
tronger in the LzLCS galaxies with the highest f abs 

esc , and proposed a
 IV / C III] ≥ 0 . 75 threshold for significant LyC leakage which, once
gain, is in agreement with our stacking analysis. As we will see
n the next section, a combined effect of escaping ionizing radiation
fa v oured neutral gas and dust geometry) with a higher ξ ion parameter
s responsible for enhancing the emission of high-ionization-state
ines such as C IV 1550 and C III ]1908 in LCEs. 

.2.4 Absorption lines and ISM properties 

everal stellar-wind ( N V 1240, Si IV 1400, C IV 1550) and other ISM
V absorption lines ( Si II 1260, O I + Si II 1302, C II 1334, Si II 1527,
e II 1608, Al II 1670, and Al III 1858 doublet) are detected in our
ANDELS composite spectra (Fig. 8 ). 
The N V 1240 stellar-wind line in LCEs shows a characteristic

-Cygni profile that can be fully reproduced by stellar templates
excluding potential contamination by AGNs), and it indicates
he presence of a young stellar population ( ≤5 Myr). Conversely,
 V 1240 is suppressed by the absorbing part of the damped Ly α

ed-wing in non-LCEs, indicating a high H I column density. Going
o redder wavelengths, the Si IV 1393,1402 high-ionization state
bsorption lines, which share both a stellar and ISM origin, have
he same equi v alent width in the LCEs and non-LCEs composites,
uggesting a homogeneous distribution of the diffuse high-ionized
pecies in the ISM of LBGs. 

The remaining set of LIS absorption lines in LCEs ( Si II 1260,
 I + Si II 1302, C II 1334, Si II 1527, Fe II 1608, Al II 1670, and
l III 1858 doublet) clearly show lower equivalent widths than in the
on-LCEs stack. For example, the S II 1260 and C II 1334 in Fig. 8 ,
 SiII = 0.99 ± 0.13 (1.82 ± 0.05) for LCEs (non-LCEs), while W C II 

 0.64 ± 0.13 (1.74 ± 0.04) in the LCEs (non-LCEs) composite.
ollowing the picket-fence model, the fact that strong LCEs have
ignificantly weaker absorption lines, i.e. lo wer equi v alent widths
ith higher residual fluxes, can be attributed to a lower co v ering

raction of the spatially co-existing neutral and low-ionized gas, so
hat the photons from a given transition escape through low column-
ensity channels in the ISM, as well as LyC photons do (Gazagnes
t al. 2018 , 2020 , SL22 ). 

The observed connection between LIS absorption lines and the
trength of the Ly α line is also observed in our galaxy composites,
nd it can be explained by the picket-fence formulation, in which the
as co v ering fraction along the line-of-sight primarily go v erns the
scape of the absorbed LIS, L y α, and L yC photons. This behaviour
s well summarized in Fig. 9 , where the W Ly α is plotted against the
easured (averaged) residual flux of the LIS lines, R(LIS), and the

oints are colour-coded by E B-V . Blue and red symbols correspond
o our LCEs and non-LCEs galaxy composites, respectively. 
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Figure 9. The relation between the Ly α equi v alent width ( −1 × W Ly α , 
in Å) and the measured mean residual flux of the LIS lines (R(LIS)). 
The points are colour-coded by the dust-attenuation parameter ( E B-V , in 
mag.). The blue and red circles indicate the position of the LCEs and 
non-LCEs composite spectra, once corrected by the effect of resolution 
on the depth of the lines (see Appendix A ). For comparison, the empty 
hexagons represent the measurements of LCEs and non-LCEs stacks from 

the LzLCS (Flury et al. 2022a , z = 0.2 − 0.4), and the black crosses show 

the individual measurements by Jones et al. ( 2013 , z = 2 − 4). Arrows point 
to already confirmed LCEs in our sample: Ion1 by Vanzella et al. ( 2012 ) and 
CDFS012448 by Saxena et al. ( 2022b ). 
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As long as the line-of-sight co v ering fraction of gas decreases
nd the dust-attenuation increases (traced by higher R(LIS) and 
o wer E B-V v alues), the Ly α equi v alent width dramatically increases
o wards v alues typically found in LAEs. For being the case, the
tronger LAEs, which has been previously suggested in this work to 
e a proxy for the bulk of the LCEs population, fall in the top right
art of the plot. 
This trend matches the results by Steidel et al. ( 2018 ) in the

ramework of the KLCS, and echoes the main conclusions by 
azagnes et al. ( 2020 ), using individual LyC detected galaxies at

ow- z. In the same Fig. 9 , the median results for LCEs and non-
CEs in the LzLCS (Flury et al. 2022a ), are indicated by white open
exagons (see also SL22 ). As we can see, the LzLCS results clearly
gree with our VANDELS stacks, which reassure the use of the 
icket-fence approach for describing the ISM of LCEs. Additionally, 
he results by Jones et al. ( 2013 ) for individual LAEs at z = 2 − 4 are
hown on top of the VANDELS results, following the general trend. 

.3 Ionizing properties of potential LCEs at 3 ≤ z ≤ 5 

he ionizing properties of LCEs and non-LCEs can be accessed 
y extrapolating the non-ionizing best-fitting SED to ionizing 
avelengths. In particular, it is of our most interest to check 
hether potential differences in the ionizing-to-non-ionizing flux 

atio, (F λ900 /F λ1500 ) int , and production efficiency, ξ ion , exist. 
First, we input the LCEs and non-LCEs stacked spectra into 

he FICUS code in order to unveil the average properties of the
nderlying stellar population of each galaxy sample. Then, we 
se the best-fitting stellar continua to define different galaxy 
bservables (see Section 3.1 ). As we can see, the fit to LCEs
rovides a lower stellar age (13 ± 3 Myr) than for non-LCEs
19 ± 1 Myr), tentatively suggesting younger stellar populations 
or LCEs. On the other side, stellar metallicities are very similar
or both (Z � ≈ 0.2 Z �), and compatible with the median of the
otal sample. These values can be seen in Fig. 10 , where the best-
tting FICUS SEDs are superimposed to the LCEs and non-LCEs 
pectra. 

The inferred dust-attenuation parameter is remarkably dissimilar 
or LCEs and non-LCEs, being E B-V ≈ 0.07 and 0.23 mag., 
espectively. This is by construction, since the parent sample has 
een splitted based on the f abs 

esc of individual VANDELS galaxies 
equation 6 ), which is explicitly related to E B-V . It reflects the
xpected less dusty nature of LCEs compared to the bulk of the
BG population, as we explained in the previous section. 
The intrinsic (i.e. dust-free) ionizing spectra of the resulting best- 

tting SED for LCEs and non-LCEs is presented in the inset of Fig. 11
left-hand panel) through blue and red solid lines, correspondingly. 
he slight decrease in age and metallicity makes the intrinsic 

onizing-to-non-ionizing flux ratio (900-to-1500 Å, see C19 ) to grow 

p to (F λ900 /F λ1500 ) int = 0.64 in LCEs from 0.47 for non-LCEs. A
ifferent (intrinsic) 900-to-1500 Å ratio due to an decrease in age 
lso fosters a rise in the ionizing efficiency to log ξ ion (Hz erg −1 )
 25.38 for LCEs, while it is 25.18 for the non-LCEs composites.

n combination with the co v ering fraction of neutral gas, the ξ ion 

arameter is partially responsible for shaping the strength of high- 
onization-state lines such as C IV 1550 and C III ]1908, and other 
ebular resonant lines such Ly α. 
Ultimately, we infer what the observed AB magnitude at LyC 

 avelengths w ould look lik e for the LCEs and non-LCEs popula-
ions, as a guidance for upcoming surv e ys targeting LyC emitting
alaxies at similar FUV magnitudes. According to the fundamental 
efinition of the absolute ionizing escape fraction of galaxies (see 
zotov et al. 2016a , SL22 ), the observed flux close to the Lyman
dge ( F λ900 ) can be simply predicted by doing: F λ900 = f abs 

esc × F 

int 
λ900 ,
MNRAS 522, 6295–6325 (2023) 
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Figure 11. The ionizing continuum of potential LCEs at 3 ≤ z ≤ 5. Left-hand panel: a comparison between the dust-attenuated SED for LCEs (blue) versus 
non-LCEs (orange) down to ionizing wavelengths, normalized at 1360 Å. The inset shows the intrinsic ionizing spectrum (i.e. dust-free) of LCEs and non-LCEs 
(in blue and red, respectively). As written in the legend, the intrinsic 900-to-1500 flux ratio (in F λ units) and the ionizing photon production efficiency ( ξ ion ) 
are higher for LCEs. The effect of dust-attenuation and neutral hydrogen absorption in both ionizing spectra is sketched through the grey and black arrows, 
where the blue and orange points represent the corresponding observed LyC flux once both absorptions have been accounted (a constant H I cross-section with 
wavelength has been considered). Right-hand panel: the AB magnitude distribution of the predicted observed flux in the LyC for the LCEs (blue) and non-LCEs 
(orange) samples, once multiplied by the average IGM transmission at 〈 z〉 = 4 of 〈 T IGM 

〉 = 0.3. 
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here F 

int 
λ900 is the intrinsic LyC flux or, in other words, the ionizing

ux previous to any gas or dust absorption (in F λ units). 
Since we have access to the intrinsic ionizing SED through the

ICUS fits, and the f abs 
esc has been predicted following equation ( 6 ),

e compute F λ900 for every galaxy in the VANDELS sample. We
hen derive the AB apparent magnitude from the F λ900 synthetic
ux measurements ( m LyC , AB). The resulting distribution can be
een in Fig. 11 (right-hand panel), where the blue (orange) his-
ogram represent the LyC AB distribution for LCEs (non-LCEs),
nce we manually apply a 〈 T IGM 

〉 = 0.3 mean IGM transmission
actor, i.e. the mean T IGM 

at z = 4 according to Inoue et al.
 2014 ). 

The consecutive effects of neutral H I gas absorption and dust
ttenuation in the LCEs and non-LCEs ionizing spectra are repre-
ented in Fig. 11 (left-hand panel) through the black and grey arrows
assuming a constant H I cross-section with wavelength), whilst the
lue and orange open circles denote the LyC flux measured at 870–
10 Å. After applying a 〈 T IGM 

〉 = 0.3 factor and translating into
B magnitudes, these two points would equal the median of the

ndividual LyC AB magnitude distribution shown in the right-hand
anel of the same figure. 

Clearly, the combined effects of a lower ionizing-to-non-ionizing
ux ratio plus lower escape fractions for non-LCEs makes their
edian output LyC flux dwindle � 2 mag down with respect to a

ypothetical LCEs population drawn from the same LBG sample.
herefore, a dedicated surv e y which attempts to detect the bulk of
CEs at 3 ≤ z ≤ 5 would require a sensitivity such that it reaches, at

east, m LyC � 31 AB at LyC wavelengths. 
Using very deep VIMOS/ U -band imaging of the CDFS field (1 σ

imiting magnitude of 30.4 AB), Be gle y et al. ( 2022 ) estimated 10
o 15 LyC detections at 2 σ for sources whose redshift is 3.35 ≤ z

3.95, assuming an average f abs 
esc ≈ 0 . 07. Restricting to the CDFS

nly, we found seven sources with predicted m LyC ≤ 30 AB in the
ame redshift range. The differences can be attributed to our lower
verage escape fraction compared to the former work. This said, only
NRAS 522, 6295–6325 (2023) 
wo robust LyC emitters have been detected so far in the CDFS field
see following section). The stochasticity of the IGM opacity might
educe our expectations. 

.4 Confirmed LCEs in the VANDELS sample 

n Fig. 9 , we highlighted two LyC emitting galaxies included in
ur VANDELS sample which have been already published in the
iterature, in particular within the CDFS field (see Be gle y et al.
022 ): CDFS012448 (Saxena et al. 2022b ) and Ion1 (Vanzella et al.
012 ; Ji et al. 2020 ). 
While both galaxies share a similar SED dust-attenuation ( E B-V �

.2 mag), we measure a much lower residual flux in CDFS012448
R(LIS) � 0.4) than in Ion1 ( � 0.55), yielding to a predicted
scape fraction of f abs 

esc � 3 per cent versus �6 per cent . It is worth
tressing that our inferred f abs 

esc value for Ion1 equals the reported
alue by Ji et al. ( 2020 ). In the case of CDFS012448, our f abs 

esc is
emarkably different to the one quoted in Saxena et al. ( 2022b ) of

20 per cent , possibly because the different approaches between
apers. Our method was able to identify both galaxies as potential
CEs. 
Additionally, these galaxies exhibit very different Ly α proper-

ies between each other: while CDSFS012448 shows a relatively
trong Ly α in emission ( W Ly α � −20 Å), the Ion1 Ly α profile
ppears in absorption ( W Ly α � 1 Å). In our VANDELS sample,
10 per cent of the LCEs ( f abs 

esc ≥ 5 per cent ) appear with Ly α
n absorption. This manifests, once again, the variety of Ly α
rofiles that can be found among the LCEs galaxy population
Izotov et al. 2020 ; Flury et al. 2022b ; Naidu et al. 2022 ) where,
iven the fact that Ly α can be resonantly scattered whereas LyC
annot be scattered, both Ly α and the ionizing emission do not
ecessarily come from the same spatial location within the host
alaxy (e.g. Vanzella et al. 2012 ). A low IGM transmission could
lso, in principle, have killed out most of the Ly α photons of
on1 . 

art/stad1283_f11.eps
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Figure 12. log ξ ion as a function of the observed absolute UV magnitude. The red thick symbols show the results of our 3 ≤ z ≤ 5 VANDELS composite spectra 
in bins of UV magnitude when using the R16 attenuation law ( SMC dust-law results are shown in the inset). Stacked results from other literature samples at 
various redshifts are represented via open white symbols (see the legend), in particular for low- z LCEs (Flury et al. 2022a ), high- z LAEs (Matthee et al. 2017b ; 
Harikane et al. 2018 ; Nakajima et al. 2018a ; Maseda et al. 2020 ), and normal high- z SFGs (Nakajima et al. 2018b ; Lam et al. 2019 ). Our main comparison 
sources (studies targeting LBGs at UV magnitudes similar to the VANDELS galaxies) are the MOSDEF galaxies at z = 2 − 3 (Shi v aei et al. 2018 , orange 
squares), the e xtensiv e HST + IRAC campaigns at z = 4 − 5 by Bouwens et al. ( 2016 , blue diamonds), and the HAEs sample at z = 2 − 3 by Matthee et al. 
( 2017a , grey crosses). The individual LAEs and C IV emitters measurements from Nakajima et al. ( 2016 ) at z = 3 − 4 and Stark et al. ( 2015 ) at z = 7 are plotted 
in coloured circles. The teal dashed line follows the extrapolation to brighter magnitudes of the recent HST + JWST results at z = 3 − 7 (Prieto-Lyon et al. 2023 ). 
The grey-shaded area (Maseda et al. 2020 ) marks the canonical log ξ ion = 25.2 − 25.3 v alue gi ven by a simple stellar population at constant SFR o v er 100 Myr 
(Robertson et al. 2013 ). For reference, M 

� 
UV ≈ −21 at z = 6 (Bouwens et al. 2021 ). Overall, log ξ ion monotonically increases with M 1500 . 
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 T H E  P RO D U C T I O N  EFFICIENCY  O F  

O N I Z I N G  P H OTO N S  (  ξ I O N 

)  IN  

IGH- R EDSHIF T  G A L A X I E S  

ere, we investigate the evolution of ξ ion as a function of the UV
bsolute magnitude and the UV slope (see Bouwens et al. 2016 ;
hisholm et al. 2022 ), quantities which will be easily measured for
 significant fraction of galaxies at the EoR thanks to upcoming 
round-based ( ELT, GMT, TMT,... ) and ongoing space-based facili- 
ies ( JWST ). 

Fig. 12 shows the ξ ion parameter in stacks of the absolute UV 

agnitude for the VANDELS sample. As it was introduced in 
ection 4 and regardless of the attenuation law (see the inset), the

onizing production efficiency monotonically, smoothly increases 
ow ards f ainter UV magnitudes, so that log ξ ion ≥ 25 . 2 Hz erg −1 

Robertson et al. 2013 ) at M 1500 � −20, i.e. the faint-end of our
ample. Stacked results from other samples in the literature are also 
ncluded in Fig. 12 . The main comparison samples for our case of
tudy are the MOSDEF galaxies from Shi v aei et al. ( 2018 ) at z =
 − 3, the e xtensiv e HST + IRAC searches by Bouwens et al. ( 2016 ) at
 = 4 − 5, and the HAEs sample of Matthee et al. ( 2017a ) at z = 2 − 3.
ur results are qualitatively in agreement with Bouwens et al. ( 2016 )

nd Matthee et al. ( 2017a ), both tracing photometrically selected 
AEs at similar M 1500 than ours. Nevertheless, VANDELS samples 
 narrower range in M 1500 so that the o v erall trend does not appear as
lear as in the former works. At the faintest UV magnitude bin, our
ion − M 1500 relationship disagrees with the results by Shi v aei et al.
 2018 ) who report no log ξ ion evolution with M 1500 , a result probably
nduced by the different dust-attenuation corrections between studies 
Balmer Decrements for MOSDEF versus global SED for the rest, 
ee the discussion in Matthee et al. 2017a ). 

Due to their lower metallicities and burstiness of their SFHs, 
ainter (low-mass) galaxies are expected to have high ionizing 
roduction efficiencies (Ma et al. 2020 ). If the LyC escape fraction
nd production efficiency were intertwined (see below), the fact that 
ainter galaxies produce more ionizing photons per UV luminosity 
hich, at the same time, would escape more easily than in higher
ass counterparts, supports an early and slow reionization scenario 

n which the ionizing budget would be dominated by the same low-
ass, UV-faint galaxies (see Finkelstein et al. 2019 ; Trebitsch et al.

022 ), thanks to their higher number density at the EoR (Bouwens
t al. 2015 , 2021 ). 

Recently, Prieto-Lyon et al. ( 2023 ) used deep HST and JWST
ultiband photometry to estimate the H α flux and thus the ionizing

roduction efficiency extending to very faint UV magnitudes ( −23 
M 1500 ≤ −15.5) and spanning a wide range in redshift ( z =

 − 7). Their results demonstrate that, although the general trend 
f increasing ξ ion with increasing UV magnitude is very smooth, 
t holds at any M 1500 (see also Lam et al. 2019 ; Emami et al.
020 ). Additionally, our thorough compilation of ξ ion measurements 
Fig. 12 ) illustrates the scatter in this relation ( � 1 dex) and its
ependence on the g alaxy type, ph ysical properties of the underlying
alaxy-population and methodology itself (with the dust corrections 
mong the different samples playing a critical role in the scatter).

hile normal high- z SFGs (Nakajima et al. 2018b ; Lam et al. 2019 )
ave modest production efficiencies, high- z LAEs (Matthee et al. 
017b ; Harikane et al. 2018 ; Nakajima et al. 2018a ) and C III] emitters
MNRAS 522, 6295–6325 (2023) 
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Figure 13. log ξ ion versus M 1500 colour-coded for different galaxy samples. 
Top: potential LCEs versus non-LCEs (in blue and red, respectively). Bottom: 
selected LAEs and non-LAEs (in green and light-green). The corresponding 
measurements for LCEs/non-LCEs and LAEs/non-LAEs composite spectra 
are represented through thick filled symbols, and the thick black line 
represents our stacked measurements in bins of UV magnitude. Stacked 
results from other literature samples are represented via open white symbols, 
in particular for low- z LCEs (Flury et al. 2022a ) and high- z LAEs (Matthee 
et al. 2017b ; Harikane et al. 2018 ; Nakajima et al. 2018a , see Fig. 12 for 
symbols). The grey-shaded area marks the canonical log ξ ion = 25.2 − 25.3 
v alue gi ven by a simple stellar population at constant SFR o v er 100 Myr 
(Robertson et al. 2013 ), and the number of LCEs and LAEs abo v e and below 

this limit is indicated in the right-hand side of the plot. In conclusion, LCEs 
and LAEs have systematically higher ξ ion than the bulk of the LBG population 
(see also Reddy et al. 2022 ). 
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Nakajima et al. 2018b ) show much higher log ξ ion values at similar
V magnitudes, since o v erall these galaxies need stronger ionizing

pectra to produce such high excitation lines (see e.g. Reddy et al.
018 ). 
Intending to qualitatively illustrate this behaviour (Fig. 13 ), we

earch for meaningful differences in ξ ion between the bulk of the
ANDELS LBG population and other sources like LCEs or LAEs,
hich would potentially boost ξ ion abo v e the canonical value. This

s done by splitting the sample into LAEs and non-LAEs, where the
ources whose W Ly α > −20 Å were considered as LAEs, following
he definition by Pentericci et al. ( 2009 , but see Stark et al. 2011 ,
usakabe et al. 2020 ). A similar analysis as we did for the LCEs/non-
NRAS 522, 6295–6325 (2023) 
CEs composites was then performed for the LAEs/non-LAEs
omposites, and the results are described in the following lines. 

Of particular interest is to search for ξ ion differences within
ifferent galaxy subsamples. In Fig. 13 (top), the VANDELS sample
s colour-coded by potential LCEs ( f abs 

esc ≥ 0 . 05, in blue) and non-
CEs ( f abs 

esc < 0 . 05, in red), where approximately 60 per cent of
he LCEs sample (39 out of 64 LCEs candidates) has log ξ ion 

25 . 2 Hz erg −1 , and they uniformly populate the whole range in UV
agnitude. As said in Section 4.3 , the resulting ξ ion for LCEs and

on-LCEs are log ξ ion (Hz erg −1 ) ≈ 25.38 and 25.18, respectively.
ompared with other values in the literature, our estimated ionizing
fficiency for LCEs is consistent with the average of the LCEs
ample of the LzLCS (Chisholm et al. 2022 ). The fact that our
esults at 3 ≤ z ≤ 5 agree with low- z LCEs sample supports the
rgument by which the LzLCS galaxies might be analogues of
igher redshift reionizers (Flury et al. 2022b ), This has been lately
emonstrated by Mascia et al. ( 2023a ) through JWST spectroscopy
f 29 moderately faint galaxies at 5 ≤ z ≤ 8, whose optical line ratios,
V slopes, compactness, masses and predicted f abs 

esc were compatible
ith the strongest LCEs in LzLCS sample (see also Lin et al.
023 ). 
Similarly, in Fig. 13 (bottom) we explore the ξ ion − M 1500 

elationship for selected LAEs ( W Ly α > −20 Å, in green) and
on-LAEs ( W Ly α ≤ −20 Å, in light-green). Although the M 1500 

istribution for both galaxy types equally span along the x -axis of
his figure, around 70 per cent of the LAEs sample (75 out of 104
dentified LAEs) falls abo v e the log ξ ion canonical value in the y -axis.
ur ξ ion estimate for LAEs is in perfect agreement with the results
y Harikane et al. ( 2018 ) at z = 5 − 6, and it matches surprisingly
ell the global trend found by several high- z LAEs surv e ys at 3
z ≤ 7 (Matthee et al. 2017b ; Harikane et al. 2018 ; Nakajima

t al. 2018a , see also Ning et al. 2023 ). Similar to Ly α, the ionizing
fficiency also shapes the emission of other nebular lines (Reddy
t al. 2018 ) so that, for instance, higher -than-a verage ξ ion values have
een found among extreme high- z [ O III ] emitters (Tang et al. 2019 )
nd local, high H β equi v alent width galaxy samples (Izotov et al.
017 ). 
The escape of Ly α photons and the production of strong UV

ebular emission usually requires special ISM and radiation field
onditions such as low metallicity, low dust, and neutral gas content,
nd a vast production of (high-energy) ionizing photons. In Fig. 13
ne can visualize a boost in the ionizing production efficiency ( ξ ion )
or high- z LAEs’ samples. At the same time, a rise in the ionizing
hoton flux may reduce the co v ering fraction or column density
f neutral hydrogen, which may ease the escape of LyC and Ly α
hotons (see Erb et al. 2014 ). Recently, Flury et al. ( 2022b ) and
chaerer et al. ( 2022a ) statistically demonstrated that the detection
ate of LCEs is enhanced among the LAEs and C IV emitter galaxy-
opulation (see also Saxena et al. 2022a ; Mascia et al. 2023b ),
eiterating our results. 

Moving forward with the discussion, Fig. 14 shows ξ ion as function
f the UV-continuum slope for the VANDELS sample when using
ither the R16 (left-hand panel) or the SMC (right-hand panel) attenu-
tion la w. Irrespectiv e of the dust la w, the ionizing efficienc y rapidly
ecreases with the slope of the continuum, and the trend is more
teep for the SMC la w. F ocusing on the stacks measurements, the
anonical limit in ξ ion (log ξ ion ≥ 25 . 2 Hz erg −1 ) is only achieved for
alaxies whose slopes are bluer than β1500 ≤ −1.5. The ξ ion − β1500 

elation of a dustless, single-burst stellar population at increasing age
s not able to fully reproduce the whole range of β1500 values, so that
t would require ‘some’ dust reddening to account for redder slopes
see horizontal arrow in Fig. 14 , indicating the change in UV slope
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Figure 14. log ξ ion as function of the UV-continuum slope at 1500 Å ( β1500 ). The red (blue) dots show the results of our 3 ≤ z ≤ 5 VANDELS individual 
spectra assuming R16 ( SMC ) dust-attenuation law. Thick symbols represent the results from our composites in bins of β1500 . Orange squares show the MOSDEF 
results at z = 2 − 3 by Shi v aei et al. ( 2018 ), while blue diamonds and grey crosses correspond to the HAEs measurements in Bouwens et al. ( 2016 ) at z = 

4 − 5 Matthee et al. ( 2017a ) at z = 2 − 3, respectively. Open symbols were taken from Lam et al. ( 2019 ), and the teal dashed line corresponds to the results by 
Prieto-Lyon et al. ( 2023 ) using HST + JWST data at z = 3 − 7. The grey-shaded area marks the canonical log ξ ion = 25.2 − 25.3 v alue gi ven by a simple stellar 
population at constant SFR o v er 100 Myr (Robertson et al. 2013 ). log ξ ion decreases with the UV slope almost unanimously for all samples. 
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9 We note that the f abs 
esc and ξ ion for LzLCS galaxies were obtained by running 

our FICUS code in Flury et al. ( 2022a ) and SL22 . The f abs 
esc was calculated 

as the ratio between the intrinsic ionizing flux predicted by FICUS and the 
observed flux at LyC wavelengths. 
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fter adding 1 mag of reddening). The nebular continuum would also 
ontribute to increase the spectral slope of the youngest bursts of star 
ormation. 

Compared to the already reported relations by Bouwens et al. 
 2016 ) at z = 4 − 5 and by Matthee et al. ( 2017a ) at z = 2 − 3, our
esults provide a similar slope but systematically shifted to redder 
1500 
spec . Se veral ef fects can contribute to this offset, but we mostly
ttribute it to the use of broad-band photometry to compute the UV
lopes instead of direct spectral measurements, and the different 
avelength range probed by multiband photometry, usually broader 

han with spectroscopy. In contrast, the flattening of the ξ ion −
1500 relation proposed by Shi v aei et al. ( 2018 ) at β1500 > −1.6

s not consistent with our findings. Izotov et al. ( 2017 ) reported a
imilar general trend of decreasing ξ ion with increasing UV slope for 
ocal, compact SFGs, but shifted to lower ξ ion than ours. The new 

esults by Prieto-Lyon et al. ( 2023 , teal-dashed line in the plot) using
ombined HST + JWST photometry are broadly consistent with our 
stimations. 

In summary, our results provide observ ational e vidence for mod- 
rately UV-faint, low-mass, and less dusty (un-obscured, blue UV 

olours) high-redshift galaxies most likely being able to drive the 
osmic Reionization at 6 ≤ z ≤ 9 (Finkelstein et al. 2019 ; Chisholm
t al. 2022 ; Trebitsch et al. 2022 ; Lin et al. 2023 ). According to
ecent JWST observations (e.g. see Endsley et al. 2022 ; Cullen et al.
023 ; Mascia et al. 2023a ), these properties seem to be common
mong the galaxy population at the reionization epoch. These UV- 
 aint galaxies w ould produce higher amounts of ionizing photons 
through young bursts of star formation, possibly at low metallicities) 
nd allow these photons to escape more easily due to their fa v oured
SM physical conditions (dustless, gas-less holes in the ISM, see 
azagnes et al. 2020 , SL22 ). Due to their high number density at

arlier epochs ( M 

� 
UV ≈ −21 at z = 6, see Bouwens et al. 2021 ), they

ight become the major contributors to the ionizing budget at the 
oR (see equation 1 ). 
 T H E  I O N I Z I N G  PROPERTIES  O F  GALAXIES :  
 DETA I LED  C O M PA R I S O N  BETWEEN  LOW-  
N D  HI GH-REDSHI FT  STUDIES  

e now compare the ionizing properties of SFGs at 3 ≤ z ≤ 5
ith the estimated at other other redshifts and examine if and how

he y could evolv e into the EoR. To do so, we put our f abs 
esc and ξ ion 

rends along with observed properties of galaxies, together with other 
pectroscopic surv e ys of LCEs in the literature. On the one hand, we
se the LzLCS (Flury et al. 2022a ), probing emission line galaxies at
 � 0.3, as our ‘EoR-analogue sample’ of galaxies. The more extreme
ature of the LzLCS galaxies, characterized by high ionization 
arameters, high SFR surface-densities, and strong nebular emission 
ines, makes it the perfect sample to compare with, since EoR galaxies
re expected (Schaerer et al. 2016 ; Boyett et al. 2022 ) and seem to
old these properties (e.g. Endsley et al. 2022 ; Schaerer et al. 2022b ;
in et al. 2023 ; Mascia et al. 2023a ). At z � 3, the KLCS (Steidel
t al. 2018 ; Pahl et al. 2021 , 2023 ) is used for comparison, because
t targets LBGs at similar UV magnitudes (and other properties) to
he VANDELS galaxies. For both the LzLCS 

9 and the KLCS direct
yC measurements are available. Besides drawing conclusions on 

he possible redshift evolution of the ionizing properties of galaxies, 
e will discuss the main systematic uncertainties and caveats of our
ethodology. 
In Fig. 15 , the relations between f abs 

esc , ξ ion , and the f abs 
esc × ξion 

roduct with the UV magnitude, UV-continuum slope, and Ly α
trength are compared for the three samples: VANDELS (at z =
, SMC ), KLCS (at z = 3), and LzLCS (at z = 0.3). Particularly
MNRAS 522, 6295–6325 (2023) 
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Figure 15. The absolute photon escape fraction ( f abs 
esc ), the ionizing production efficiency (log ξ ion ) and the product of the two ( log f abs 

esc × ξion , see equation 1 ) 
for different low- z and high- z samples. Our predictions for the VANDELS galaxies at 3 ≤ z ≤ 5 are shown through dark-blue points in the background ( SMC 

law), and the running locus of the stacking results is indicated via the thick blue line. For comparison, the red open symbols represent the latest KLCS (Steidel 
et al. 2018 ) composite results at z ∼ 3 by Pahl et al. ( 2021 ), and the yellow circles show individual measurements at z ∼ 0.3 from LzLCS (Flury et al. 2022a , 
triangles are 1 σ upper limits). The dashed grey lines draw the fit relations (median ±1 σ error) to the LzLCS points (Chisholm et al. 2022 ). Gre y-shaded re gions 
mark the canonical values of f abs 

esc ≥ 5 per cent and log ξ ion = 25.2 − 25.3 in classical Reionization models (Robertson et al. 2013 ). 
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mportant is how the f abs 
esc × ξion product compares between the

ifferent surv e ys (third column of the figure). 
Interestingly, the properties of the LzLCS and the VANDELS

amples show o v erall fairly consistent trends, despite the redshift
ange difference and different methods (LzLCS represents direct f abs 

esc 

easurements, and VANDELS predictions are based on absorption
ines). The samples are also quite complementary. Extending o v er
 wide range of UV magnitudes ( −22 ≤ M 1500 ≤ −18) and stellar
asses (10 8 M � ≤ M � ≤ 10 10 M �), the escape fraction of LzLCS

alaxies tentatively decreases with the UV brightness and stellar
ass. At variance with this, VANDELS galaxies span a much

arrower range in terms of UV magnitudes, and it is unable to reveal
NRAS 522, 6295–6325 (2023) 
 clear f abs 
esc correlation with M 1500 . Again, the ionizing efficiencies

 ξ ion ) of both low- and high- z samples are quite comparable, except
or the lack of some low ξ ion objects and the presence of stronger
y α emitters in LzLCS. 
LzLCS galaxies show systematically bluer UV slopes ( −2.5 ≤

1500 ≤ −1) than VANDELS galaxies, which translates into much
igher f abs 

esc values for the bluest galaxies in the LzLCS (up to f abs 
esc ≈

0 per cent ) than any of the galaxies within the VANDELS surv e y.
o we ver, both samples show a significant decrease in their ionizing
roperties ( f abs 

esc and ξ ion ) with the UV-continuum slope. Strikingly,
ur VANDELS results follow the same slope provided by the fit to
zLCS data (grey lines in Fig. 15 , see Chisholm et al. 2022 ), but
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Figure 16. The UV attenuation at 1600 Å ( A 1600 , in mag) as function of 
the stellar mass ( M � , in M �) for individual VANDELS galaxies (dots in the 
background) and our stacks measurements (big circles). The solid and dashed 
green thick-lines represent independent estimates by McLure et al. ( 2018a ) 
and Fudamoto et al. ( 2020 ) from IRX-excess measurements at z = 2 − 3 
and z = 3 − 4, respectively. Red symbols assume a R16 dust-attenuation law 

while the blue symbols assume an SMC attenuation curve. 
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xtrapolated to ( ≥0.5) redder UV slopes and lower values of f abs 
esc 

nd ξ ion . This is interesting as it reassures the applicability of our
ethod for inferring the escape fraction of galaxies (see Chisholm 

t al. 2018 , SL22 ), since the f abs 
esc quoted for the LzLCS is actually

he observed escape fraction from measurements of the LyC flux. 
o we ver, it is worth mentioning the shift in the intercept between

he three surv e ys, with VANDELS and KLCS gi ving ef fecti vely
igher f abs 

esc × ξion values at a given β1500 than the extrapolation by 
hisholm et al. ( 2022 ). This is interesting by itself since (1) it might
int a possible redshift evolution of the f abs 

esc × ξion − β1500 relation 
etween z � 0.3 (LzLCS) and z � 3 (KLCS, VANDELS) or (2),
f the high- z surv e ys probe intrinsically lower UV slopes, they may
et a better handle on the actual f abs 

esc × ξion − β1500 trend in redder 
alaxies. In any case, the VANDELS f abs 

esc and f abs 
esc × ξion relations 

ith β1500 are compatible with Chisholm et al. ( 2022 ) within 1 σ , so
one of these hypothesis can be confirmed nor ruled out. 
Finally, due to the more extreme nature of the LzLCS objects, 

heir f abs 
esc − W Ly α and ξ ion − W Ly α relationships are shifted to 

igher values of the Ly α equivalent width respect to the VANDELS 

pectra. The intrinsically higher photon production efficiencies ( ξ ion ) 
n LzLCS galaxies boost the strength of the Ly α emission. Regarding 
he f abs 

esc × ξion correlation with W Ly α for the LzLCS, only LCEs 
yello w circles, while do wnward triangles represent non-LCEs) 
rovide log f abs 

esc × ξion ( Hz erg −1 ) ≥ 24 . 2 (see Robertson et al. 2013 ).
Even though our VANDELS survey populate a similar parameters 

pace in terms of M 1500 , β1500 , W Ly α than the KLCS, the VANDELS
 

abs 
esc values fall systematically below the KLCS points, the latter 
cting like an upper envelope in all the correlations. In order 
o understand these differences, we now carefully list the main 
imitations and caveats of our ‘picket-fence’ modelling. There are 
wo main assumptions on the applicability of equation ( 6 ): (1) the
ust-attenuation law and (2) the conversion between the metals and 
 I co v ering fractions (see the full dedicated section in SL22 ). 
First, the preference for a shallower ( R16 ) or a steeper ( SMC )

ttenuation curve can be tested by comparing our SED-derived at- 
enuation versus independent measurements of the UV attenuation of 
alaxies. F or e xample, one can translate IRX-excess measurements 
f high- z galaxies into UV attenuation at 1600 Å ( A 1600 , in mag),
y using simple energy balance arguments (see Schaerer, de Barros 
 Sklias 2013 ). In Fig. 16 (see Cullen et al. 2018 , for details), our
ANDELS A 1600 versus stellar mass results – using both R16 (in 

ed) and SMC (in blue) laws – are compared against the estimations 
y McLure et al. ( 2018a ) at z = 2 − 3 and Fudamoto et al. ( 2020 )
t z = 3 − 4 from IRX-excess measurements (solid and dashed 
reen lines, respectively). The VANDELS stacks measurements are 
epresented through thick red and thick blue circles. If the more 
ecent analysis of Fudamoto et al. ( 2020 ) is adopted, the SMC law,
nd hence higher f abs 

esc , are preferred. Ho we ver, the McLure et al.
 2018a ) results at similar redshift would indicate an intermediate 
ttenuation between R16 and SMC . The origin of these differences 
s difficult to understand and we currently have no way to distin-
uish which attenuation law is more appropriate. As discussed in 
ection 4 , assuming a most fa v ourable attenuation law like SMC ,

he f abs 
esc would be × 1.5 higher compared to the ones derived using

16 . 
Even if the attenuation law was kno wn, f abs 

esc dif ferences may
each depending on the way the UV dust-attenuation ( E B-V ) is
easured. The dust-attenuation parameter at UV wavelengths is 
ainly constraint by the slope of the UV continuum (e.g. β1500 , 

ee Chisholm et al. 2022 ), by comparing the observed β1500 against 
redictions of the intrinsic β int 

1500 from SED fitting, either from the 
pectra or from multiband photometry. In our case, FICUS is able 
o estimate E B-V based on the spectral shape of the UV continuum.
o we ver, the slope of the current spectral observations might be

ubject to uncertainty due to different factors (see Garilli et al.
021 ): instrumental calibrations, reduction pipeline issues, flux 
osses because of the atmospheric dispersion and sky subtraction 
esiduals. An alternative solution would be to use an independent 
etermination of the UV slope. With this purpose, we use the β1500 

easurements from Calabr ̀o et al. ( 2021 ), taking all the photometric
ands whose bandwidths lie entirely inside the 1230–2750 Å rest- 
rame wavelength range, and the relation given in Chisholm et al.
 2022 ) (equation 8 , assuming β int 

1500 = −2 . 5) to convert this β1500 to
 B-V . Plugging these new dust-attenuation values into equation ( 6 )
roduces higher estimations of f abs 

esc . The systematic deviation be- 
ween the spectroscopic ( FICUS ) and photometric (Calabr ̀o et al.
021 ) UV slopes by � 0.5 on average, corresponds to � 1 mag
ifference in UV attenuation at LyC wavelengths ( A 912 ), which
eads to a × 2.5 higher photon escape fraction. As sketched 
n Fig. 17 , the new f abs 

esc values (pink pentagons) are in closer
greement with the measurements by Pahl et al. ( 2021 ) and Begley
t al. ( 2022 ), and fully consistent with the physical scenario in
hich the escape fraction of galaxies decreases towards brighter 

ystems. 
Secondly, in Fig. 18 we study the influence that the adopted

onversion between the metals and H I covering fraction has on 
he predicted escape fractions. For comparison, we compute the 
redicted f abs 

esc values for the KLCS sample adopting the ‘Screen 
odel’ (see table 9 in Steidel et al. 2018 ), which is identical to our

ef ault ‘pick et-fence’ geometry assuming a uniform slab of dust. We
re not able to reconcile our escape fractions with the KLCS points,
ith our predictions lying a factor of × 2 below them. However, if
ne assumes a 1:1 metals-to- H I co v ering fraction correspondence 
o that C f ( LIS ) = C f ( H I ), instead of the usual linear regression by
hich C f ( H I > C f ( LIS )) (see Gazagnes et al. 2018 and SL22 ), the

esulting f abs 
esc would agree with the estimate of the average 〈 f abs 

esc 〉
MNRAS 522, 6295–6325 (2023) 
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Figure 17. A representation of the potential systematic bias in f abs 
esc due to the 

dif ferent v alues in the UV dust-attenuation that can be derived from dissimilar 
measurements of the β-slope. The blue diamonds show our default escape 
fractions from FICUS , i.e. E B-V is derived from spectroscopic measurements 
of the UV continuum slope ( βspec ). Conversely, the pink pentagons display 
the f abs 

esc values when E B-V is inferred from the β-slope measurements by 
Calabr ̀o et al. ( 2021 ), using photometry only ( βphot ). The average 〈 f abs 

esc 〉 = 

0 . 07 ± 0 . 02 reported by Be gle y et al. ( 2022 ) at z � 3.5 is indicated through 
the grey shaded-area, and the results by Pahl et al. ( 2021 ) are plotted through 
black squares. The effect of spectral resolution due to changes in the depths 
of the absorption lines is represented with the dashed line. 

Figure 18. A representation of the potential systematic bias in f abs 
esc (blue 

diamonds) due to the conversion between the metals and neutral gas covering 
fractions (blue dotted line). For comparison we also show the predicted f abs 

esc 
values for the KLCS stacks (red symbols), by applying our methodology 
to the published co v ering fractions and UV attenuations from Steidel et al. 
( 2018 ). The layout is the same as in Fig. 17 . 

b  

c
 

fl  

f  

o  

t  

d  

b  

l  

p
 

a  

a  

I  

p  

t  

a  

q  

a  

m  

t  

d  

a  

s  

a  

a  

L  

l  

c  

m
 

i  

e  

w  

o  

K  

r
d  

f  

u  

c
 

t  

w  

l  

s  

r  

t  

t  

I  

a  

C

7

I  

l  

t  

U  

i  

p  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/522/4/6295/7146833 by guest on 16 February 2024
y Be gle y et al. ( 2022 , gre y shaded area), which is now much more
ompatible with KLCS at the same time. 

Finally, the resolution correction function applied to the residual
ux of the LIS lines (Appendix A ) might also affect our escape
raction estimates. In Figs 17 and 18 , we explicitly show the effect
f our custom correction in the inferred f abs 

esc (dashed blue line). In
he more conserv ati ve case in which the spectral resolution is totally
ismissed and non-considered in equation ( 6 ), f abs 

esc would increase
y a factor of × 1 − 1.5 at most: this is by far the effect with the
east influence on the average f abs 

esc among the ones considered in this
aper. 

In conclusion, different effects can potentially augment our
verage f abs 

esc . Among them, the determination of the UV dust-
ttenuation has the strongest impact in the escape fraction estimates.
n Appendix C (Fig. C1 ), we plot the f abs 

esc values resulting from
lugging into equation ( 6 ) the dust-attenuation values derived from
he β1500 measurements from Calabr ̀o et al. ( 2021 ). As we can see,
ll VANDELS, KLCS, and LzLCS f abs 

esc correlations with physical
uantities now converge to the same global trends, and they share
 common behaviour by which f abs 

esc increases tow ards f ainter UV
agnitudes, bluer UV slopes, and stronger Ly α emission. In view of

hese results, the use of β1500 from photometry as a proxy of the UV
ust attenuation in combination with the depth of the absorption lines
s a tracer of H I -empty channels in the ISM of galaxies (equation 6 ),
eem to be a robust way of predicting the escape fraction of galaxies at
ny redshift. Independently, there is also the chance of (1) adopting
 very steep dust-attenuation law, whose k λ extrapolation towards
yC w avelengths w ould be even higher than when using an SMC -

ike law and (2) using a fa v ourable metals-to- H I co v ering fraction’s
onversion, in which the metals would spatially trace the neutral gas
ore closely than with the current assumed relation. 
The remaining question is whether a universal relation between the

onizing properties of galaxies ( f abs 
esc and ξ ion ) and their physical prop-

rties ( M 1500 , β1500 , W Ly α etc.) exists, in which the different surv e ys
ould populate different regions of the hypothetical universal trend
r, contrarily, the observed differences between surv e ys (VANDELS,
LCS, LzLCS) indicates an evolution of these properties with

edshift. Still, as far as our sample is concerned, the f abs 
esc × ξion 

ependence along with galaxy properties is mainly due to escape
raction variations, so that the redshift evolution of this product will
ltimately follow the changes in the ISM geometry, gas, and dust
omposition across cosmic time. 

In any case, and regardless the caveats that we have just described,
he LzLCS, KLCS, and VANDELS results suggest a scenario in
hich moderately UV-faint, low-mass, and dustless galaxies most

ikely dominate the SFG ionizing photon budget at any epoch. The
tellar populations of EoR-galaxies would be characterized by strong
adiation fields, with high ionizing production efficiencies (boosting
he nebular emission), and whose ISM conditions would be such that
hey facilitate the escape of a copious amount of LyC photons to the
GM. This can be speculatively attributed to the stellar mass build-up
nd changes in the gas and dust properties of galaxies between the
osmic Noon ( z � 3) and the EoR (6 ≤ z ≤ 9). 

 SUMMARY  A N D  C O N C L U S I O N S  

n this work, we fully exploit and highlight the ability of absorption
ine and rest-UV spectroscopy alone to decipher the ionizing proper-
ies of high-z SFGs. Our no v el approach make use of deep, rest-frame
V spectra from the VANDELS surv e y at 3 ≤ z ≤ 5, to compute the

onizing absolute photon escape fraction ( f abs 
esc ) and ionizing photon

roduction efficiency ( ξ ion ) of galaxies. f abs 
esc has been derived by

art/stad1283_f17.eps
art/stad1283_f18.eps
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ombining absorption line measurements with estimates of the UV 

ttenuation (see Saldana-Lopez et al. 2022 ), while the ξ ion parameter 
as computed by fitting the FUV stellar continuum of the VANDELS 

alaxies (following Chisholm et al. 2019 ). 
In particular, we have searched for correlations between f abs 

esc and 
ion along with different galaxy properties (UV magnitude, UV slope, 
y α strength, etc.), and we thoroughly compared with independent 

iterature estimates. We found that: 

(i) The predicted f abs 
esc monotonically decreases with the stellar 

ass, the UV-continuum slope, and the Ly α equi v alent width of
he VANDELS galaxies (Figs 5 , 6 , 7 ). We find a non-significant
orrelation between f abs 

esc and the UV magnitude, although the faintest 
alaxies tentatively have higher escape fractions. 

(ii) The estimated ξ ion statistically increases towards blue UV- 
ontinuum slopes and strong Ly α emitting galaxies (Figs 12 and 
4 ), and it smoothly raises beyond the canonical value towards the
V-faintest galaxies in the sample. 
(iii) Potential Lyman Continuum Emitters (LCEs) and selected 

yman Alpha Emitters (LAEs) show systematically higher ξ ion 

log ξ ion (Hz erg −1 ) ≈ 25.38, 25.41, respectively) than non-LCEs and 
on-LAEs at similar UV magnitudes (log ξ ion (Hz erg −1 ) ≈ 25.18, 
5.14), and our ξ ion values are in agreement with other LAEs surv e ys
n the literature (Fig. 13 ). 

Additionally, we constructed the average composite FUV spec- 
rum of LCEs at 3 ≤ z ≤ 5 (Figs 8 , 10 , and 11 ), by stacking potential,
ndividual emitters in the VANDELS surv e y (selected based on 
ur predicted f abs 

esc ≥ 5 per cent ), and explained their non-ionizing 
pectral properties in the framework of the ISM conditions which 
nable ionizing photons to escape. Our results show that the FUV 

pectra of typical high- z LCEs would be characterized by: 

(i) Blue UV slopes ( β1500 
spec � −2) compared to non-LCEs, which 

irectly translates into low UV attenuation ( E B-V � 0.1 mag) and
herefore low column density of dust along the line-of-sight. 

(ii) Enhanced Ly α emission ( W Ly α � −25 Å) and strong UV 

ebular lines in contrast to the non-LCEs population, particu- 
arly high C III 1908/ C IV 1550 ratios ( � 0.75). Together with the 
ntrinsically higher ξ ion parameter for LCEs, this indicates very 
oung underlying stellar populations ( ≈10 Myr) at relatively low 

etallicities ( ≈0.2 Z �). 
(iii) Weak ( � 1 Å) ISM LIS absorption lines (e.g. Si II 1260, 
 II 1334), while the HIS absorption lines (e.g. Si IV 1400) are of 

imilar strength as the bulk of non-LCEs. This, together with the 
ow UV attenuation for LCEs, suggest the presence of dustless, low 

as column-density channels in the ISM which fa v our the escape of
onizing photons. 

Finally, we have compared our findings with other LyC surv e ys in
he literature (Fig. 15 ), concretely the Keck Lyman Continuum Survey 
or KLCS; Steidel et al. 2018 ; Pahl et al. 2021 , 2023 ), targeting z
 3 LBGs at similar UV magnitudes to VANDELS, and the Low-
edshift Lyman Continuum Survey (or LzlCS; Flury et al. 2022a , b ),
hich targetted emission line galaxies at z � 0.3. VANDELS and 
zLCS show o v erall fairly consistent trends, with LzLCS shifted to

ainter UV magnitudes, bluer UV slopes and stronger Ly α emission, 
nd therefore their f abs 

esc and ξ ion are enhanced with respect to 
ANDELS galaxies. The escape fraction of KLCS galaxies fall 
bo v e our estimates at all UV magnitudes. We mainly ascribed this
iscrepancy to the way the amount of UV attenuation is measured, 
nd we propose to use β1500 measurements from photometry as an 
ndependent proxy of the UV dust attenuation of galaxies (Fig. 17 ).
he dust-attenuation law (Fig. 16 ) and the metals-to-neutral-gas 
o v ering fraction conversion (Fig. 18 ) constitutes additional sources
f uncertainty to the escape fraction. 
Our joint analysis of the VANDELS, LzLCS, and KLCS results 

hed light onto the fact that UV-faint, low-mass, and dustless galaxies
ikely dominated the ionizing budget during the EoR. Their stellar 
opulations would most likely be characterized by strong radiation 
elds, with high ionizing production efficiencies, and whose ISM 

onditions are such that they fa v our the escape of LyC photons.
ecent JWST observations (e.g. Endsley et al. 2022 ; Schaerer et al.
022b ; Cullen et al. 2023 ; Lin et al. 2023 ; Mascia et al. 2023a ),
av e rev ealed that blue UV slopes and strong emission lines also
haracterized the less massive and moderately faint galaxies at the 
oR, supporting our results. 
An increasing number of high-quality, FUV spectra at z > 6 will be

vailable in the mid-future thanks to upcoming ground-based ( ELT, 
MT , TMT ,... ) and currently ongoing space-based facilities ( JWST ).
his will give us the first insights into the properties of galaxies during

he EoR. Nevertheless, according to our work, additional efforts are 
till needed in order to correctly decipher the physics underlying 
uch vast data sets. The two main questions that we think are urgent
nd clearly needed for future studies are: (1) if unique, what is the
ust-attenuation la w go v erning lo w-mass, lo w-metallicity galaxies?
nd (2) do metals trace the same spatial location as the neutral gas
ithin the ISM of these galaxies? 
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PPENDIX  A :  T H E  I M PAC T  O F  RESOLUTION  

N D  STAC KING  O N  T H E  DEPTH  O F  T H E  

B SOR P TION  LINES  

ere we provide two calibrations to correct the observed line-depths
easurements when (1) inherently degraded by the instrumental

esolution and (2) artificially smoothed during usual stacking proce-
ures. As we discussed in the main text, the spectrograph resolution
akes the absorption lines wider but less deep, conserving the flux.
ogether with the noise, sensitivity, and other possible instrumental
berrations, this can lead to a systematically o v erestimated measure-
ent of the residual flux. 
To account for these effects, we simulate Si II 1260 line intensities

 I λ) assuming a foreground dust-screen geometry of the picket-fence
odel, describing the line through a single gas component as (Draine

011 ): 

 λ = C f ( λ) × exp ( −σλN λ) + 1 − C f ( λ) , (A1) 

here C f ( λ) represents the co v ering fraction of the line in question
nd the τλ = σλN λ product is usually known as the optical depth
f the line. The line cross-section, σλ, which shapes the absorption
rofile, is given by the Voigt function so that: 

λ = 

√ 

πe 2 f λ

m e c 

λ

b 
Voigt( λ, A λ, b) , (A2) 

here oscillator strengths f λ and Einstein coefficients A λ are taken
rom the NIST data base. 10 For the Voigt function, Voigt( λ,A λ,b), we
NRAS 522, 6295–6325 (2023) 

0 NIST stands for National Institute of Standards and Technology: https: 
/physics.nist.gov/PhysRef Data/ASD/lines f orm.html . 

p  

c  

a
s

se the numerical approximation described in Smith et al. ( 2015 ),
nd assume the following Gaussian distributions ( N ( μ, σ 2 )) of the
nput parameters: 

(i) N ∼ N (16 , 1) cm 

−2 

(ii) b ∼ N (125 , 25) km s −1 

(iii) v ∼ N (0 , 150) km s −1 , λ = λ0 + v/c 

where μ represents the median and σ 2 the standard deviation
f the normal distribution. The gas column density distribution
 N , cm 

−2 ) is chosen so that the Si II 1260 equi v alent width of
he line falls within the optically thick limits of the curve-of-
rowth or, in other words, the line is always saturated. The line
elocity shift ( v, km s −1 ) randomly changes to account for inflows
r outflowing gas so that the line centre is blue- or red-shifted
ccordingly, i.e. λ = λ0 + v/ c , being λ0 = 1260.42 Å for the
i II 1260 line. Finally, the gas thermal (or Doppler) broadening ( b ,
m s −1 ) varies around typical values for normal star-forming galaxies
Steidel et al. 2018 ). The input co v ering fraction is fixed for every
et of simulations to C f ( λ) = 0.3, 0.5, 0.65, 0.75, 0.85, and 1, 
espectively. 

After performing a set of × 100 ideal Voigt profiles for each
o v ering fraction, we introduce the effect of resolution by convolving
he simulated spectra with a Gaussian kernel whose FWHM matches
he instrumental resolution (a.k.a., R (VIMOS) ≈ 600). A constant
/N value (S/N = 5, the median of the VANDELS sample) is then
dded to every single spectra. At fixed C f ( λ), the median measured
observed) residual flux of each mock distribution is compared to
he theoretical line residual flux of R λ = 1 − C f ( λ) according to the
icket-fence configuration, producing the desired calibration. Fig. A1
resents the resulting line profiles for a set of × 100 simulations of
he Si II 1260 line, all of them with an input co v ering fraction of C f ( λ)
 0.85 ( R λ = 0.15). The median of the distribution of individually
easured R λ values is 0.3 (red line), showing that the observed line

epth can statistically differ as much as 40 per cent with respect to
he real value. 

In the last step, we proceed to stack all the spectra contained on
ach simulation pack at fixed C f ( λ), following the same methods
escribed in the text. The co-added spectra for the C f ( λ) = 0.85
imulation is also shown in Fig. A1 (blue line), with a 65 per cent
elati ve dif ference in residual flux with respect to the real input
alue. 

To sum up, the resulting calibrations – fitting a linear polynomial
o the measured versus theoretical R λ values – are: 

 SiII [R + S / N] = 0 . 68 × (1 − C f ( SiII )) + 0 . 20 , (A3) 

nd 

 SiII [stacking] = 0 . 73 × (1 − C f ( SiII )) + 0 . 29 , (A4) 

hen accounting for instrumental resolution plus S/N (equation A3 ),
nd spectral stacking (equation A4 ), respectively. Both relations are
lotted in Fig. A2 through the dashed red and dashed blue lines. These
alibrations were applied to individual residual flux measurements
s well as when measuring the residual flux o v er composite 
pectra. 
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Figure A1. The impact of resolution and stacking on the depth of the absorption lines. Left-hand panel: the coloured lines represent a set of ×100 mock profiles 
of the Si II 1260 line with an input co v ering fraction of C f = 0.85 (equi v alent to R Si II = 1 − C f = 0.15, delimited by the horizontal black line), and where the Si II 
gas column density, N SiII (cm 

−2 ) , the Doppler broadening parameter, b (kms −1 ) , and the gas velocity, v (kms −1 ) , were v aried follo wing Gaussian distributions 
(see the text). Right-hand panel: Distribution of individual R Si II measurements for all the simulations once the lines have been degraded to a spectral resolution 
of R (VIMOS) = 600 (red line), including a constant Gaussian noise of median S/N = 5. The blue line indicates the resulting residual flux after co-adding all 
the spectra (stacking). 

Figure A2. Calibration between the theoretical residual flux of the Si II 1260 
line and the actual measured flux when accounting for (1, in red) the effect 
of a finite instrumental resolution and S/N ( R (VIMOS) ≈ 600, S/N = 5), and 
(2, in blue) the joint effect of resolution, S/N plus stacking a set of N = 100 
simulated lines (see Fig. A1 ). The dashed-black line shows the 1:1 relation. 
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PPENDI X  B:  STAC K  MEASUREMENTS  A N D  

ICUS SED  RESULTS  

s stated in Section 3.3 , the VANDELS sample was divided accord-
ng to the 25th, 50th, and 75th distribution percentiles (quartiles) of
he different targeted quantities, resulting in four subsamples for each 
uantity which were quoted as Q1, Q2, Q3, and Q4. Then, stacked
pectra in bins of UV magnitude ( M 1500 ), UV intrinsic luminosity
 M 

int 
1500 ), UV continuum slope ( β1500 

spec ), and Ly α equi v alent width
 W Ly α) were built following the methodology described in the same
ection. 

Table B1 includes the ionizing escape fractions ( f abs 
esc ) and produc-

ion efficiencies ( ξ ion ) derived for every composite spectra. It also
ontains the same results when using either the R16 or SMC dust-
ttenuation laws, for comparison. Table B2 summarizes the outputs 
f our FICUS SED fits and the main UV spectral measurements for
he LCEs, non-LCEs, LAEs, and non-LAEs stacks. 
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M

Table B1. Inferred ionizing absolute escape fractions ( f abs 
esc ) and production efficiencies ( ξ ion ) for the VANDELS composites in this work. 

Composite ID Bin range Median N gal f abs 
esc (R16 , per cent) ξ ion ( R16 , Hz erg −1 ) f abs 

esc (SMC , per cent) 
ξ ion ( SMC , 
Hz erg −1 ) 

Stacks in bins of observed absolute UV magnitude (AB) 
M 1500 (Q1) ≤−20.94 − 21 .22 63 1.70 ± 0.30 25.21 ± 0.04 3.35 ± 0.47 25.18 ± 0.04 
M 1500 (Q2) −20.94, −20.53 − 20 .70 71 1.01 ± 0.23 25.26 ± 0.05 2.19 ± 0.40 25.20 ± 0.06 
M 1500 (Q3) −20.53, −20.16 − 20 .34 73 1.55 ± 0.34 25.30 ± 0.09 3.11 ± 0.62 25.31 ± 0.08 
M 1500 (Q4) > −20.16 − 19 .95 90 2.38 ± 0.33 25.42 ± 0.09 4.09 ± 0.56 25.43 ± 0.08 

Stacks in bins of intrinsic UV luminosity (AB) 
M 

int 
1500 (Q1) ≤−23.49 − 23 .91 74 0.43 ± 0.10 25.20 ± 0.03 1.39 ± 0.28 25.09 ± 0.04 

M 

int 
1500 (Q2) −23.49, −22.86 − 23 .16 76 1.02 ± 0.22 25.26 ± 0.08 2.45 ± 0.52 25.16 ± 0.08 

M 

int 
1500 (Q3) −22.86, −22.29 − 22 .61 71 2.20 ± 0.57 25.29 ± 0.09 3.78 ± 0.67 25.40 ± 0.08 

M 

int 
1500 (Q4) > −22.29 − 21 .85 71 5.64 ± 1.19 25.28 ± 0.05 7.21 ± 1.28 25.28 ± 0.05 

Stacks in bins of UV continuum slope 
β1500 

spec (Q1) ≤−1.65 − 1 .82 69 6.37 ± 1.21 25.48 ± 0.05 9.31 ± 1.70 25.44 ± 0.06 
β1500 

spec (Q2) −1.65, −1.34 − 1 .49 78 1.94 ± 0.46 25.27 ± 0.06 3.45 ± 0.56 25.28 ± 0.07 
β1500 

spec (Q3) −1.34, −1.03 − 1 .20 74 0.97 ± 0.24 25.18 ± 0.04 2.16 ± 0.40 25.14 ± 0.07 
β1500 

spec (Q4) > −1.03 − 0 .81 76 0.27 ± 0.09 25.12 ± 0.05 0.87 ± 0.20 24.99 ± 0.05 

Stacks in bins of Ly α equi v alent width ( Å) 
−1 × W Ly α (Q1) ≤−3.61 − 5 .86 71 0.60 ± 0.17 25.18 ± 0.02 1.44 ± 0.31 25.13 ± 0.04 
−1 × W Ly α (Q2) −3.61, 4.58 1 .13 67 1.14 ± 0.23 25.14 ± 0.06 2.38 ± 0.40 25.14 ± 0.08 
−1 × W Ly α (Q3) 4.58, 15.60 7 .75 79 1.44 ± 0.37 25.13 ± 0.07 2.95 ± 0.55 25.11 ± 0.07 
−1 × W Ly α (Q4) > 15.60 30 .42 80 4.24 ± 0.92 25.41 ± 0.07 7.09 ± 1.27 25.44 ± 0.07 

Note. Column 1: composite identifier. Column 2: interquartile range for each magnitude bin (units are in the spanning titles). Column 3: median of the interquartile 
range. Column 4: number of objects included in the stacks. Columns 5 and 6: estimated escape fractions (in per cent) and production efficiencies (in Hz erg −1 ) 
when using R16 dust-attenuation law. Columns 7 and 8: estimated escape fractions (in per cent) and production efficiencies (in Hz erg −1 ) when using SMC 

dust-attenuation law. 

Table B2. Summary chart containing the main spectral measurements and FICUS SED fitting results for LCEs, non-LCEs, LAEs, and non-LAEs composites. 

Parameter a Units 
LCEs 

( f abs 
esc ≥ 5per cent) 

non-LCEs 
( f abs 

esc < 5per cent) LAEs ( W Ly α ≤ −20 Å) non-LAEs ( W Ly α > −20 Å) 

W Ly α Å − 29 .71 ± 2.46 − 3 .62 ± 0.41 − 33 .45 ± 1.10 − 1 .63 ± 0.22 
β1500 

spec – − 2 .17 ± 0.03 − 1 .23 ± 0.01 − 1 .68 ± 0.03 − 1 .22 ± 0.01 
W LIS Å 0 .86 ± 0.07 1 .90 ± 0.02 1 .04 ± 0.05 2 .01 ± 0.03 
R 

b 
LIS – 0 .73 ± 0.06 0 .47 ± 0.02 0 .64 ± 0.05 0 .43 ± 0.03 

W C IV 1550 Å − 0 .72 ± 0.18 − 0 .26 ± 0.05 − 0 .55 ± 0.10 − 0 .25 ± 0.05 
W He II 1640 Å − 1 .11 ± 0.25 − 0 .81 ± 0.06 − 1 .16 ± 0.15 − 0 .76 ± 0.06 
W C III ]1908 Å − 2 .15 ± 0.67 − 0 .73 ± 0.13 − 2 .28 ± 0.31 − 0 .46 ± 0.14 
C IV / C III – 0 .79 ± 0.21 0 .42 ± 0.20 – –
Age Myr 13 .60 ± 2.73 19 .14 ± 0.92 13 .63 ± 1.97 20 .26 ± 0.90 
Z � Z � 0 .18 ± 0.02 0 .21 ± 0.01 0 .19 ± 0.02 0 .21 ± 0.01 
E B-V mag. 0 .07 ± 0.01 0 .23 ± 0.00 0 .16 ± 0.00 0 .24 ± 0.00 
(F λ900 /F λ1500 ) int – 0 .64 ± 0.09 0 .47 ± 0.02 0 .69 ± 0.07 0 .43 ± 0.02 
ξ ion Hz erg −1 25 .38 ± 0.08 25 .18 ± 0.03 25 .41 ± 0.07 25 .14 ± 0.03 

Notes. Column 1: galaxy properties. Column 2: physical units. 
Columns 3 and 4: list of measurements for the LCEs and non-LCEs stacks. 
a All tabulated results use the R16 dust-attenuation law. 
b Measured residual fluxes not corrected by the spectral resolution (see Appendix A ). 
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PPENDIX  C :  A LT E R NAT I V E  ESCAPE  

RAC TION  ESTIMATES  

ere we offer complementary predictions for the ionizing pho-
on escape fraction. f abs 

esc is derived by combining absorption
ine measurements with estimates of the UV attenuation, in a
imilar manner as in the main text (equation 6 ). Ho we ver, the
ust-attenuation parameter ( E B-V ) has now been estimated from
he UV slope measurements of Calabr ̀o et al. ( 2021 ), by fit-
NRAS 522, 6295–6325 (2023) 
ing a power law to the VANDELS photometry, requiring the
hole bandwidths to reside between 1230 and 2750 Å rest-

rame. equation ( 8 ) in Chisholm et al. ( 2022 ) was then used to
onvert β1500 to E B-V assuming an SMC attenuation law. VAN-
ELS, KLCS, and LzLCS f abs 

esc correlations with physical quan-
ities converge to the same global trends (see Fig. C1 ), with
 

abs 
esc increasing tow ards f ainter UV magnitudes, bluer UV slopes,
nd stronger Ly α emission. We refer to Section 6 for more
etails. 
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Figure C1. The ionizing photon escape fraction ( f abs 
esc ) versus the UV 

magnitude ( M 1500 ), the UV slope at 1500 Å ( β1500 ), and the Ly α equi v alent 
width ( W Ly α). Blue dots represent the predicted f abs 

esc values for VANDELS 
galaxies (equation 6 , using SMC ) when the dust-attenuation ( E B-V ) is inferred 
from the β1500 measurement by Calabr ̀o et al. ( 2021 ). Layout is the same as 
Fig. 15 . 
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