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Abstract A mid-infrared laser absorption technique is
developed for sensing of temperature and carbon monox-
ide (CO) number density from 2000 K to above 9000 K.
To resolve multiple rovibrational lines, a distributed-
feedback quantum cascade laser (DFB-QCL) is modu-
lated across 80% of its current range using a trapezoidal
waveform via a bias-tee circuit. The laser attains a spec-
tral scan depth of 1 cm−1, at a scan frequency of 1 MHz,
which allows for simultaneous measurements of four iso-
lated CO transitions near 2011 cm−1 (4.97 µm) with
lower-state energies spanning 3,000 to 42,000 cm−1. The
number density and temperature are calculated using
a Boltzmann regression of the four population fractions.
This method leverages the information contained in each
transition and yields a lower uncertainty than using a
single line pair. The sensor is validated in shock tube
experiments over a wide range of temperatures and pres-
sures (2300–8100 K, 0.3–3 atm). Measurements behind
reflected shock waves are compared to a kinetic model of
CO dissociation up to 9310 K and are shown to recover
equilibrium conditions. The high temperature range of
the sensor is able to resolve rapid species and temper-
ature evolution at near electronvolt conditions making
it suitable for investigations of high-speed flows, plasma
applications, and high-pressure detonations.

1 Introduction

1.1 Background

Accurate and precise measurements of the thermody-
namic state in combustion and plasma applications are
necessary to optimize performance and understand key
processes. Extreme temperatures occur frequently in com-
bustion where, for instance, a practical rocket engine
burning CH4:O2 at 300 bar reaches 3800 K in the com-
bustion chamber, while detonating fuel-rich C2H4:O2 mixed

at 300 K and 10 atm attains 4900 K [1, 2]. Higher tem-
peratures up to 10,000 K are obtained in industrial plasma
torches [3], arc-jets [4], continuous arc discharges utilized
for carbon nanotube synthesis [5, 6], and transient dis-
charges for ignition of internal combustion engines [7, 8].
Shorter-duration arc-type discharges of several nanosec-
onds, employed notably for research on CO2 conversion
and plasma-assisted combustion, can present core tem-
peratures from 1000s to 10,000s of kelvin [8–12]. Finally,
hypersonic flows generate shock layers with tempera-
tures in the range of 5000–10,000 K during planetary
entry [13, 14]. These complex environments must be ac-
curately characterized to inform mass-efficient thermal
protection system design [15, 16].

At such extreme near-electronvolt temperatures, most
physical sensors are not able to survive the associated
heat flux and optical methods must be employed for
in-situ detection. Within the multitude of environments
aforementioned, carbon monoxide (CO) is commonly gen-
erated via oxidation of carbon or dissociation of CO2,
rendering CO an attractive optical target for gas mea-
surements. Prior sensing of CO concentration and tem-
perature above 3500 K has involved optical emission
spectroscopy (OES), demonstrated in arc-like discharges [8–
12], plasma torches [15, 17], and shock tubes [16, 18, 19].
Emission diagnostics are well-suited to probe highly ra-
diative sources but require optical calibration for quan-
titative interpretation, particularly for speciation. Laser
absorption spectroscopy (LAS) can be calibration-free
and highly quantitative, which makes it a valuable com-
plement to OES at high temperatures. Recent advances
in laser tuning rates have further enabled MHz-rate LAS
sensing, providing the capability to resolve high-temperature
chemistry occurring at microsecond timescales [20].

1.2 High-speed laser absorption spectroscopy

Prior advances in high-temperature CO sensing provide
a basis for the current work. CO measurements in the
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3500–4000 K range were reported in shock-tube environ-
ments using LAS [21, 22]. These sensors were designed
for combustion applications, with diminishing sensitiv-
ity above 4000 K and a time resolution inadequate for
higher temperature kinetics. In that context, single-line
scanned LAS was developed for CO number density sens-
ing at 100 kHz up to 8000 K, but OES measurements
were needed to determine the temperature [19]. In an-
other work, MHz single-line scanned LAS of CO demon-
strated temperature measurements (2500–10,000 K) us-
ing Doppler broadening [18, 23–25]. This approach probes
the translational temperature from the Doppler linewidth,
but loses sensitivity at modest pressures when collisional
broadening becomes substantial [18, 23–25]. These short-
comings could be circumvented using several optical tran-
sitions during one scan, the relative intensities of which
depend on temperature according to the Boltzmann dis-
tribution. However, when scanning at frequencies above
10–100 kHz to track fast chemistry occurring at these
temperatures, the available spectral scan-depth of tun-
able semiconductor lasers is reduced, such that only a
single spectral feature can typically be resolved. Recent
efforts by our research group have shown this tuning
limitation can be overcome with bias tee circuitry and
waveform optimization.

In [20, 26], a bias tee circuit was employed to diplex
DC current generated from a laser controller with an RF
modulation signal (AC), effectively bypassing the cur-
rent controller bandwidth limitation (typically around
200 kHz). This modulation scheme, illustrated in Fig. 7,
increased the scan-depth by one order of magnitude, suf-
ficient to capture multiple rovibrational transitions of
CO and CO2 at several MHz [20]. This type of bias-
tee circuit, modulated at high speeds, has also been em-
ployed in several entry-related studies where µs time res-
olution was needed [27–29].

Further scan-depth improvement was achieved more
recently by scanning DFB lasers below the lasing thresh-
old and employing a squared current waveform modula-
tion [30]. This type of modulation increased the tem-
perature variations experienced by the laser chip within
one scan and multiplied the spectral scan depth by more
than 2 compared to a sine wave modulation. Ultimately,
these combined improvements resulted in a scan depth
of 1 cm−1 at 1 MHz. This second recent advance in
laser tunability fostered the development of a new CO
multi-line scanned-wavelength LAS sensor presented in
this work, able to perform accurate number density and
temperature measurements at 1 MHz and in the range
2000–9000 K.

Before discussing the sensor performance, the ab-
sorption spectroscopy approach and data processing meth-
ods are presented in Section 2. In Section 3, the exper-
imental setup is described. In Section 4, the sensor val-
idation and demonstration with chemically frozen high-
temperature CO mixtures is discussed. Finally, in Sec-
tion 5, we compare the species and temperature measure-
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Fig. 1 Simulated spectrum of CO on the 1-cm−1 range em-
ployed in this work with the four major lines indicated by
filled areas.

ments of shock-heated CO with equilibrium values and
a kinetic simulation. In Appendix A, a detailed uncer-
tainty analysis useful for line selection is conducted. In
Appendix C, the robustness of the present line selection
is assessed in the case of non-uniform path-integrated
temperatures.

2 Methods

2.1 Line selection and line pair comparison

The methods and principles of laser absorption spec-
troscopy are extensively discussed in [31]. The absorbance
αi of a single line can be calculated using the incident
and transmitted light intensities I0 and It, respectively:

α(ν) = − ln

(
It
I0

)
ν

(1)

For a uniform gas, the Beer-Lambert law relates the
spectrally-integrated absorbance area,Ai, of a single spec-
tral feature, i, to the CO number density, nCO [cm−3],
the optical pathlength, L [cm], and the linestrength, Si

[cm−1/(molec·cm−2)], at the gas temperature, T [K]:∫
ν

αi(ν)dν = Ai = nCOLSi(T ) (2)

The transition lineshapes are approximated by a Voigt
function. The Voigt lineshape is a convolution of the
Gaussian and Lorentzian functions and is calculated us-
ing the polynomial approximation of McLean [32].

In previous works [20, 28], CO mole fraction and tem-
perature were measured using the P(2,20) and P(0,31)
transitions near 2008 cm−1. In this section, we show that
accounting for the sensitivity of the line areas to tem-
perature and CO mole fraction, the 2010.6–2011.6 cm−1

spectral region, presented in Fig. 1, is favorable for tem-
peratures above 2000 K. The linestrengths of these tran-
sitions are shown in Fig. 2. The complete derivation of
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Table 1 HITEMP2019 spectroscopic data of the four main
transitions utilized in this work (truncated values) with
linestrength uncertainties given in brackets [33]

Transition ν, cm−1 S0
i , cm E′′, cm−1

R(8,24) 2010.746 2.50 · 10−54 [5-10%] 17475.86

R(10,115) 2011.000 2.23 · 10−106 [≥20%] 42479.85

P(4,7) 2011.091 3.20 · 10−36 [5-10%] 8518.19

P(1,25) 2011.421 3.26 · 10−25 [1-2%] 3378.95

the temperature and mole fraction uncertainty is pro-
vided in Appendix A and only the key points are pre-
sented here. The ratio of areas of two lines, R, is equal to
the ratio of their linestrengths, solely a function of the
temperature, T .

Ai

Aj
=

Si(T )

Sj(T )
= R(T ) (3)

After differentiation of Eq. 3 and manipulation of this
equation, the temperature uncertainty is given by:

δT

T
=

kB
hc

T

∆E

√√√√√√ 2∑
i=1

(δS0
i

S0
i

)2

+

 1

SNR

exp
(
αpk
i

)
αpk
i

2

(4)

where kB is the Boltzmann constant, h, the Planck con-
stant, c, the speed of light, δS0

i , the room-temperature

linestrength uncertainty of line i, and αpk
i , its peak ab-

sorbance. The spectroscopic constants of the four main
transitions in the 2010.6–2011.6 cm−1 spectral region
are given in Table 1. In this work, the signal-to-noise
ratio reaches SNR ∼ 440, using the root mean square
noise of the raw measurement voltage, Unoise ∼ 4.5 mV,
and the background amplitude voltage, U0 ∼ 2 V. As
expected, a high SNR is desirable, because it will in-
crease confidence in the measurement of the line areas,
which reduces the uncertainty in the temperature mea-
surement based on the ratio of these areas. The term
exp

(
αpk
i

)
/αpk

i reaches a minimum around αpk
i = 1. Ef-

fectively, this term indicates that the lowest line area
uncertainty is reached when the peak absorbance is ap-

proximately 1. The function exp
(
αpk
i

)
/αpk

i is above 5

for a peak absorbance outside the range 0.3–2.6, which
mathematically shows that a spectrum that is too op-
tically thick or thin should be avoided when possible.
Finally, it should be noted that for any line pair selec-
tion, the uncertainty in the temperature measurement
increases with T due to the T/∆E factor. This increase
can be compensated by choosing two lines with a high
difference in their ground-state energies E′′.

The number density can be derived from the Beer-
Lambert law (Eq. 2).

nCO =
Ai

LSi(T )
(5)
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Fig. 2 Linestrengths versus temperature of the strongest
transitions in the 2010.6 - 2011.6 cm−1 region (∼4.97 µm).
The equivalent noise level is estimated using a rectangular
area, δα = 0.003, L = 10 cm, P = 1 atm, and XCO = 10%.

The differentiation of Eq. 5 detailed in the Appendix A
provides the number density uncertainty in Eq. 6:

(
δn

n

)2

=

 1

SNR

exp
(
αpk
i

)
αpk
i

2

+

(
δL

L

)2

+

(
∂S

∂T
δT

)2

+

(
δS0

i

S0
i

)2

(6)

This expression contains similar factors to the temper-
ature uncertainty, with the addition of the linestrength
derivative with respect to T , ∂S/∂T , and the pathlength
uncertainty δL/L = 1%.

In Fig. 3, the variation of δT/T for four line pairs
is given as a function of temperature. These expressions
are evaluated for a pathlength and a pressure represen-
tative of our conditions (L = 10.32 cm, XCO = 10%,
and P = 1 atm), but can be easily applied to other con-
ditions. The previous line selection used by our group
near 2008 cm−1, P(0,31)/P(2,20), is shown in black for
2% and 10% mole fractions. At 2% concentration, these
lines show their best temperature sensitivity in the 1000–
4000 K region, where they were used previously [20, 28].
However, above this range, their sensitivity decreases be-
cause their peak absorbance decreases. Using a CO mole
fraction of 10%, this line pair can be used at higher tem-
peratures but its sensitivity still degrades above 5000 K.
Note that a neighboring line, P(3,14), is blended with
P(0,31). Although the perturbation induced by the P(3,14)
line can be taken into account, it can also add another
contribution to the uncertainty analysis, see Section A.3.
Therefore, in this work, we use the region 2010.6–2011.6 cm−1

to probe the P(1,25), R(10,115), P(4,7), and R(8,24)
transitions that are spectrally isolated from each other.
The R(10,115) / P(1,25) line pair presents the largest en-
ergy difference,∆E′′ ≈ 39, 000 cm−1, but cannot be used
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Fig. 3 Relative temperature and number density uncer-
tainty for given line ratios, calculated for a 10% CO mole
fraction. The multi-line fit, in green, presents lower uncer-
tainty than individual line pairs. The line pair used in pre-
vious works [20, 29] is shown in black at 2% and 10% CO
mole fraction to highlight the different range of application
of each line pair.

solely to retrieve thermodynamic properties, essentially
due to the uncertainty of the R(10,115) linestrength and
its low absorbance level below 7000 K. The P(4,7) /
P(1,25) line pair reaches its best sensitivity near 2000 K
which is suitable for many combustion applications. The
R(8,24) / P(1,25) line pair is more suited for higher
temperature, 2000–9000 K, leveraging the large lower-
state energy difference of R(8,24) and P(1,25), ∆E′′ ≈
14, 100 cm−1. This line pair is the key to extending the
temperature range of this sensor. Therefore, using two-
line area ratios from 2000 K to 8000 K, the 2010.6–
2011.6 cm−1 region provides a temperature uncertainty
better than 2% and a mole fraction uncertainty better
than 6%. The best range for each line pair is leveraged
and the sensitivity is improved by accounting for all of
them in the Boltzmann-plot fitting procedure described
in the next section.

2.2 Boltzmann population fit

In this work, instead of using a single line pair, we lever-
aged the rovibrational state population information pro-
vided by the four lines fitted in the 2010.6–2011.6 cm−1,
see Fig. 4. The linestrength of a single transition i is a
function of temperature, T , the partition function Q(T ),
the ground state energy of the transition E′′

i , the wavenum-
ber of the transition νi, and a reference temperature usu-
ally taken at T0 = 296 K [31, 34].

Si(T ) = Si(T0)q(T, ν0) exp

[
−hcE′′

i

kB

(
1

T
− 1

T0

)]
(7)
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Fig. 4 Typical fit of the CO absorption spectrum between
2010.6 and 2011.6 cm−1.

To shorten the mathematical expressions, the reference
linestrength will be noted S0

i = Si(T0). The term q(T, ν0)
accounts for partition function variation multiplied by a
stimulated emission factor:

q(T, ν0) ≈ q(T ) =
Q(T0)

Q(T )

1− exp
(
− hc

kBT ν0

)
1− exp

(
− hc

kBT0
ν0

) (8)

We used the average wavenumber, ν0 ≈ 2011 cm−1,
to calculate q(T ), which is a valid approximation1 of
the stimulated emission factor within 0.1%. The line-
by-line spectral information, see Table 1, and the parti-
tion function are retrieved from the 2020 CO HITEMP
database [35, 36]. Taking the natural logarithm of Eq. 7,
we obtain:

ln(Si(T )) = ln
(
S0
i

)
+ ln(q(T ))− hc

kB
Ei

(
1

T
− 1

T0

)
(9)

Equation 2 can be combined into Eq. 9 to show the num-
ber density dependence:

ln

(
Ai

S0
i

)
= ln(LnCOq(T ))−

hc

kB

(
1

T
− 1

T0

)
Ei (10)

This linear relation is a direct representation of the Boltz-
mann distribution of CO internal states and it can be
shown2 that Ai/S

0
i is related to the degree which the

lower state of the transition i is populated (relative to
the population at T0).

1 This approximation is valid for any lines that are spec-
trally close. For spectral separation higher than 1 cm−1, the
impact of this approximation would have to be recalculated.

2 The line area is proportional to the linestrength, which
is proportional to n′′

B, the lower state population of transi-
tion i, i.e., Ai ∝ Si(T ) ∝ n′′

B [31, 34]. Thus, the term Ai/S
0
i

scales intuitively with the ratio of the transition ground state
population at T and T0:

Ai/S
0
i ∝ n′′

B(T )/n′′
B(T0)
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Equation 10 has a linear form Y = aEi + b with

a =
hc

kB

(
1

T0
− 1

T

)
(11)

b = ln(nCOLq(T )) (12)

An example of a Boltzmann distribution fit is given in
Fig. 5. The temperature and number density can then
be solved using:

T =
1

1/T0 − akB/hc
(13)

nCO =
exp(b)

Lq(T )
(14)

The linear function coefficients, a and b, can be fitted
accounting for uncertainty propagation [37] and, follow-
ing the methods derived in the appendix (see Eq. 22),
the temperature uncertainty is:

δT

T
=

kB
hc

Tδa (15)

The derivation of δnCO from the differentiation of
Eq. 14 is not as straightforward because the terms b
and q(T ) are correlated. Therefore, with the knowledge
of temperature determined in Eq. 13, the linestrength,
S(T ) can now be calculated and used in the Beer-Lambert
law repeated here for clarity:

Ai = nCOLSi(T ) (2)

Equation 2 presents the form Ai = a′Si + b′. In the
present fitting procedure, the intercept b′ is not fixed to
0 and is used to verify the validity of the fit. Fitting
Eq. 2 and accounting for uncertainty propagation [37],
see Fig. 6, nCO and δnCO can be determined:

nCO =
a′

L
(16)
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Fig. 6 Fit of the Beer-Lambert law accounting for error-bars
across the four transitions fitted in Fig. 4.

δnCO

nCO
=

δa′

a′
+

δL

L
(17)

Using either Eq. 14 or Eq. 16 provides the same num-
ber density. However, the uncertainty derivation is more
straightforward from Eq. 16 and avoids dealing with cor-
related variables.

Therefore, in this work, Eqs. 13 and 15 are used for
temperature measurements, whereas Eqs. 16 and 17 are
used for number density. Assuming the same uncertain-
ties employed previously for the the line pairs compar-
isons (δS0

i /S
0
i , δAi/Ai, and δL/L = 1%), the uncer-

tainty of the multi-line fit is calculated in Fig. 3. For
T ≤ 2000 K, the temperature and number density sen-
sitivity is dominated by the P(4,7) / P(1,25) pair be-
cause the other transitions are too weak. In this case,
the multi-line method is mathematically equivalent to
the conventional two-line method and provides identical
values and uncertainty. For T ≥ 2000 K, the multi-line fit
takes advantage of the P(4,7), P(1,25), and R(8,24) tran-
sitions and provides a lower uncertainty than any transi-
tion pair, whereas the R(10,115) transition improves the
uncertainty for T ≥ 7000 K. The sensitivity improve-
ment is particularly visible in the number density uncer-
tainty, which is below 4% across the 2000–8000 K range.
To summarize, this multi-line fitting technique presents
the advantage of leveraging all of the spectral informa-
tion and provides: (1) A better uncertainty in temper-
ature and number density than using a single line pair,
see a comparison in Fig. 3. (2) A unique one-step post-
processing technique across the entire range of temper-
ature explored in this work.

It should be noted that rotational and vibrational
temperatures could be measured independently given
that at least three different vibrational levels can be
probed in this spectrum. The rovibrational distribution
is ideal given that the P(1,25)/R(8,24) line pair is mostly
sensitive to vibrational temperature across seven vibra-
tional levels, while the combination of the vibrational
temperature and the P(1,25)/P(4,7) pair can be used to
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retrieve the rotational temperature. The opportunity to
leverage the wide spacing in vibrational levels offered by
this spectral range is however beyond the scope of this
paper and left for future work.

2.3 Fitting procedure

In this section, the fitting procedure of each measure-
ment is detailed. The entire 2010.6–2011.6 cm−1 spec-
trum is fitted by four Voigt functions, see Fig. 4. The
area and broadening of these lines are varied until the
sum of the squared difference (residual) between the ex-
periment and the simulation reaches a minimum. A base-
line is also fitted and subtracted from the experimental
spectrum to account for potential background variations
(beam steering, emission, laser fluctuation, etc.). Similar
results are obtained with a constant or a linear baseline.
The spectra are fitted using Voigt profiles which pro-
vided satisfactory noise-level residuals. During the fit-
ting loop, a single Gaussian width is floated across the
entire spectrum. The collisional broadening is floated in-
dependently for the four lines and, as a verification of
the fit quality, is found to track the trend of the pres-
sure variations measured by the shock-tube piezoelectric
pressure sensor. As demonstrated in Fig. 4, the residual
normalized by the peak absorbance is typically within
2%.

Once the areas of the four main transitions are re-
trieved, a Boltzmann population fit is performed using
the algorithm of York et al. [37]. An example of a Boltz-
mann distribution fit is shown in Fig. 5, corresponding
to a temperature T = 7102 K. In this figure, the en-
ergy difference of the current line selection can be read-
ily compared to that of the previous line pair used for

combustion sensing in the 2000–3000 K range [30]. The
temperature is calculated using Eq. 13 and the temper-
ature uncertainty is calculated using Eq. 15. Then, the
Beer-Lambert law in Eq. 2 is fitted for the four measured
areas to retrieve the CO number density, through Eq. 16,
and the corresponding uncertainty, through Eq. 17. An
example is shown in Fig. 6, where the Beer-Lambert law
is fitted from the data of Fig. 4. In this particular case,
the constant of the linear fit, b′, is close to zero which
indicates the accuracy of the measurement.

3 Experimental setup

Controlled experiments at high temperatures were per-
formed to validate the aforementioned methods and demon-
strate capability. Extreme temperatures are often gener-
ated in laboratory settings using plasma torches, arc-
jets, and shock tubes [3, 4, 38]. Among these devices,
shock tubes can generate the highest temperatures across
a range of pressure with high certainty in gas composi-
tion and thermodynamic state. Due to these advantages,
shock tubes are well-suited for developing and validat-
ing a laser absorption sensor. In this study, the UCLA
high-enthalpy shock tube (HEST), extensively described
in previous works [39, 40] and presented in Fig. 7, is used
to generate temperature and pressure conditions across
2000–12,000 K at 0.3–3 atm. Incident shock waves at
speeds of 1.7–2.5 km/s are generated in gas mixtures of
5-20% CO:Ar. Helium is used as a driver gas. Before each
shock, the driven section is turbo-vacuumed to less than
500 µTorr. The shock-wave time of arrival is measured
by five piezoelectric sensors (Dynasen, CA-1135) located
in the driven section. LAS measurements are conducted
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2 cm from the shock-tube end wall through two 0.5-
deg wedged sapphire windows. The reflected shock con-
ditions are calculated using normal shock relations, as-
suming equilibrium conditions in the incident shock [41].

A stainless-steel mixing tank is used to prepare the
gas mixtures manometrically. The tank is vacuumed down
to less than 20 mTorr before preparing the mixtures. The
purity of CO and Ar gases is certified above or equal to
99.99% by Airgas. The combined pressure and pure gas
uncertainties result in a relative mixture composition un-
certainty always below 0.05%. Thus, the uncertainty of
the reference mixture is assumed to be negligible.

The optical setup is schematically presented in Fig. 7.
The mean current and temperature of a quantum cas-
cade laser (Alpes Lasers) is regulated using a laser con-
troller (Arroyo 6310). A fixed (DC) current is sent to
the laser via the controller, while a 1-MHz modulation is
added to this DC component with a bias-tee circuit [20].
In this work, we modulated the laser with a trapezoidal
waveform which presents a larger spectral scan-depth
compared to sine or sawtooth modulations [30]. The cur-
rent amplitude is set to 80% of the maximum allowed by
the laser manufacturer. This setting represents a com-
promise between hardware safety and spectral scan-depth,
reaching 1 cm−1. The trapezoidal waveform, shown in
Fig. 7, presents a ramp on the increasing side. This ramp
prevents the temporal frequency content of the raw elec-
trical signal from being higher than the limiting band-
width of the detection system (200 MHz) when narrow
absorption features are present in the scan. Following
the recommendations of [30], we ensured that the equiv-
alent time to scan an FWHM of the CO line is below 10
ns (twice 1/200 MHz).

The detection is performed by a photovoltaic (PV)
detector (Vigo, PVI-4TE-5-1x1, 10 Hz–205 MHz band-
width) whose output is sent to a Tektronix oscilloscope
(MSO44 model, bandwidth 200 MHz) sampling the data
at 6.25 GS/s on a 12-bit scale. The laser beam is fo-
cused on the detector chip using an AR-coated calcium-
fluoride lens (20-mm focal length) and the broadband
emission of the shock-heated plasma is attenuated by
a narrow band-pass filter near 5 µm. The raw data ac-
quired on the oscilloscope are presented in Fig. 7 and
synchronized with the pressure measurement performed
by a high-speed pressure transducer (Kistler, 601B1). An
inset of Fig. 7 gives a comparison between the average
background laser intensity recorded before the incident
shock arrival, I0, and the time-resolved transmitted laser
intensity measured by the detector, It. The methods for
conversion of I0 and It into physical measurements were
presented in the previous section. Validation and demon-
stration of sensor capabilities are presented in the follow-
ing sections.
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Fig. 8 Demonstration of the measurement accuracy and pre-
cision in a non-reacting case. The red swath represents the
shock relation accuracy: 2% for the temperature (T5) and 5%
for the CO number density (from T5 and p5).

4 Sensor validation

In this section, a set of shock-tube measurements serve to
validate the sensor presented in this work. The tempera-
ture and CO number density are compared to the values
predicted by ideal reflected shock relations from 2300 to
8100 K. The simulation of an atmospheric gas at equi-
librium shows that pure CO will be dissociated by more
than 20% above 6000 K [2]. Thus, for a shock-heated
gas below 6000 K, the timescale of CO kinetics (mainly
dissociation) is long enough to be neglected during the
test time (on the order of 100s of µs). For temperatures
above 6000 K, only the first few microseconds after the
reflected shock are used for the temperature validation.
The negligible effect of CO dissociation is ensured by
comparing the post-shock CO number density with its
expected level.

As an initial demonstration of the sensor, the up-
per panel of Fig. 8 shows the measured temperature,
Tmeas
CO = 4018 ± 53 K, and the temperature calculated us-

ing normal shock relations, T5 = 4012 ± 130 K . The un-
certainties of the shock-heated gas thermodynamic prop-
erties are calculated by numerically evaluating a Taylor
expansion of the normal shock relations (see Eq. 22 in
Appendix A) [41]. The uncertainties on the initial driven
section fill pressure (p1), the driven mixture composition,
and the initial temperature have a negligible impact on
the T5 and p5 uncertainty, which are mostly dominated
by the shock speed uncertainty (1360 ± 15 m/s in this
example). In the computation of T5, we assume that this
incident shock region is vibrationally relaxed before the
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arrival of the reflected shock. However, in the incident
region, the areas of the probed transitions are sometimes
not completely at steady state before the reflected shock,
which indicates partial vibrational relaxation. Assuming
a vibrationally frozen incident shock would slightly re-
duce T5 by only 1-2% because the mixture is mainly
composed of argon. Given that the incident shock is at
least partially relaxed, this contribution to the uncer-
tainty on T5 is assumed to be at most 1%. The resulting
uncertainty is near 3% for T5, and 4% for p5, which is
representative of all the conditions explored in this work.
In the present example of Fig. 8, T5 = 4012 ± 124 K
which matches the value measured by LAS.

In the middle panel of Fig. 8, the measured number
density of CO is also compared with the mixture com-
position. The CO number density in the reflected region
is calculated based on the ideal gas law and the normal
shock calculations:

nmix
CO = XCO

p5
kBT5

(18)

Therefore, as shown in Eq. 19, the p5 and T5 uncertain-
ties propagate to the reference CO number density and
give nmix

CO = (4.51± 0.22)× 1017cm−3.

δnmix
CO

nmix
CO

=

√(
δp5
p5

)2

+

(
δT5

T5

)2

(19)

This value matches the measured number density, nmeas
CO =

(4.56±0.17)×1017cm−3, calculated using Eqs. 16 & 17.
Details regarding the T5 and p5 uncertainty calculation
are given in Appendix B

Similar measurements of T and nCO are performed
for temperatures ranging from 2300 to 8100 K and com-
pared to T5 and nmix

CO . The results, summarized in Fig. 9,

show that the measured temperatures and number den-
sities match the values determined by normal shock re-
lations within their uncertainties. From 2300 to 8100 K,
the typical T5 uncertainty increases from 2 to 3% and
the CO number density uncertainty increases from 4 to
5 %. Further validation above 8100 K would be difficult
to perform because the typical timescale of CO dissocia-
tion becomes comparable to 1 µs, the time resolution of
this measurement. Quasi-steady-state conditions could
be achieved with lower pressures (to slow the impact
of dissociation) but would require a longer absorption
pathlength (for improved SNR).

5 Sensor demonstrations

In this section, two time-resolved sensing demonstrations
are performed to resolve thermochemical kinetics at high
temperatures and the sensor performance is discussed.

5.1 CO dissociation above 8000 K

Above 8000 K, CO dissociation effects can be readily ob-
served. The temperature and number density measured
for a 10% CO:Ar mixture shock-heated near 9800 K
are shown in Fig. 10. For an initial pressure at p5 =
2.09 atm, the CO number density drops and stabilizes af-
ter approximately 100 µs. At these conditions, the vibra-
tional relaxation time is below 0.2 µs [42, 43]. In 100 µs,
the temperature drops from 9000 K to 7000 K primarily
due to the endothermic dissociation of CO. The partial
pressure of CO (pCO = nCOkBT ) is compared to the
pressure reading of the piezoelectric sensor (Kistler) in
the lower panel of Fig. 10 to quantitatively indicate the
dissociation of CO. To emphasize the effect of kinetic
CO dissociation, pCO is rescaled to account for the ini-
tial CO dilution. At the end of the test time, t = 200 µs,
the mole fraction of CO has dropped from 10% to nearly
5%.

The measurements are compared to a 0-D kinetic
simulation performed in Cantera [44] based on the
high-temperature kinetic mechanisms of Johnston et al. [45]
and Cruden et al. [18]. The kinetic mechanism of Cruden
et al., optimized3 for T above ∼ 6000 K, is employed as
a baseline with the inclusion of the CO dissociation by
Ar taken from Johnston et al.:

CO + Ar C + O + Ar (R1)

A Cantera 0-D constant-pressure reactor simulates
the shock-heated gas. The reactor pressure and temper-
ature are updated in the simulation time loop accord-
ing to an isentropic compression law to account for the

3 In the work of Cruden et al., relaxation temperatures
measured by OES behind incident shock waves in pure CO
were utilized to select two reaction sets for incident shock
waves in the 3.4–6.6 km/s range (T below ∼ 6000 K) and
6.6–9.5 km/s range (T above ∼ 6000 K).
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Fig. 10 Reacting case showing CO dissociation for
T5= 9892 K, p5 = 2.09 atm, and XCO = 10%. The red swaths
represent the uncertainty propagation of T5 and p5 in the 0-D
kinetic modeling.

slight pressure increase measured by the piezoelectric
sensor (+1 mbar/100 µs). In Fig. 10, our measurements
are compared to a Cantera simulation performed at
T5 and p5. Additional simulations are performed at the
bounds of the combined T5 and p5 uncertainties and are
represented by a red swath in Fig. 10. Note that the ki-
netic rate uncertainties are not included in this work.
The numerical and experimental trends globally agree,
with temperature and CO partial pressure dropping. For
t ≥ 100 µs, the simulated temperature decreases slightly
slower than the experimental ones, whereas the simu-
lated CO partial pressure decreases faster than the ex-
perimental ones.

In the present work, sensitivity σi of reaction i is de-
fined in Eq. 20 where δXCO/XCO is the relative change
of CO mole fraction for a given relative change in the
reaction rate ki, δki/ki.

σi =
δXCO/XCO

δki/ki
(20)

In this case, the sensitivity is evaluated for δki/ki =
0.5 and δki/ki = 2. The average sensitivity of these
two cases is presented in Fig. 11 to identify the main
reactions at work. The sensitivities are calculated at
P = 2 atm and XCO = 10% and qualitatively represent
the 0.3–3 atm range explored in this study. As could be
predicted for a highly diluted CO mixture, CO dissoci-
ation is driven by CO-Ar collisions (R1). However, the
reaction rate of CO-CO collisions (R2) is one order of
magnitude higher than that of (R1) and also plays a key
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Fig. 11 Sensitivity of CO yield at p5 = 2 atm for T5 = 6000,
8000, and 10000 K in a 10% CO:Ar mixture. The relative
sensitivity of each reaction compared to (R1) is shown on
the right panel (in %).

role in the dissociation kinetics.

CO + CO C + O + CO (R2)

The slight deviation between experimental and numer-
ical results suggests that further tuning of these rates
could be performed in future work using this sensor.
Other reactions are less dominant until a temperature
of 10,000 K is reached, which is treated in the next sub-
section.

5.2 CO dissociation above 9000 K

In a second example presented in Fig. 12, the normal
shock relations predict reflected conditions near 12,000 K
and 3 atm. At these extreme conditions, the vibrational
relaxation time is shorter than 0.1 µs [42, 43]. The effect
of the kinetic dissociation is directly visible in this plot
with a significant decrease in temperature (∆T = 4,000 K),
CO number density, and CO partial pressure in less than
50 µs. A fast initial temperature drop of 200 K/µs is
recorded, which can be observed accurately with the
MHz-rate capabilities presented in this work.

It can be noted that the transition between the in-
cident and reflected shock regions takes approximately
4 µs. This effect is a direct result of a shock bifurca-
tion, where an oblique shock propagates in the shock
tube boundary layer and precedes the normal reflected
shock in the bulk flow [46]. The boundary layer effect is
typically more pronounced with increasing specific heat
ratio and shock Mach numbers. The shock bifurcation in-
duces a moderate beam steering effect (compared to the
normal shock beam steering) but can be recorded [46].
Therefore, following the recommendations of Peterson
and Hanson [46], we set the zero time using the laser
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Fig. 12 Reacting case showing CO dissociation for
T5= 11,880 K, p5 = 2.84 atm, and XCO = 10%. The solid
lines represent the equilibrium values for a constant HP re-
actor (blue) or constant UV reactor (green).

scan presenting the strongest beam steering. The period
of moderate beam steering preceding the zero time lasts
for 4 µs and corresponds to the temperature increase pe-
riod reported in Fig. 12. The values reported in this short
period are therefore due to shock bifurcation and aver-
aged along the beampath. The measured temperatures
are representative of the path-averaged temperature, see
supporting validations in Appendix C.

As demonstrated in Fig 11, other reactions than (R1)
and (R2) are non-negligible above 10,000 K. Other re-
action, such as C and O ionization by electron impact
also play a role in the CO dissociation. These reaction
rates are highly sensitive to the electron temperature,
which is supposed to be equilibrated to the translational
temperature in Cantera. The electron temperature is
however known to lag behind the translational temper-
ature [47, 48], which complicates the kinetics beyond
this paper’s scope. Therefore, these measurements are
compared to the equilibrium thermodynamic state cal-
culated assuming constant enthalpy and pressure (HP)
and constant internal energy and volume (UV), which
are good approximations of the 0-D behavior of shock-
heated mixtures [49]. The steady-state measurement is
close to the UV case and deviates from the HP equilib-
rium. In this case, the UV approximation is better than
the HP one. This could probably be due to the slight
pressure increase in the reflected region (2% increase per
100-µs period).

Note that two temperatures of 9129 and 9310 K are
reported in Fig 12, above the maximal tabulated tem-
perature of the HITRAN partition function (9000 K).

For these measurements, the partition function is lin-
early extrapolated, adding uncertainty to the number
density of these two points. However, the temperature
measurement is not dependent on the partition func-
tion. As such, despite the difficulties of validation, this
sensor is suitable for temperatures well above 9000 K,
near 1 eV.

6 Conclusions

A mid-infrared laser absorption sensor was developed for
CO number density and temperature sensing at temper-
atures higher than 2000 K relevant for arc plasma, det-
onation combustion, and planetary entry applications.
Using a DFB-QCL laser, the multi-line spectrum is scanned
at 1 MHz using RF diplexing of the laser current in-
jection and waveform tailoring. Novel line selection near
2011 cm−1 (4.97 µm) presents four distinct rovibrational
transitions spectrally separated across ∼1 cm−1. Com-
pared to other line selections more adapted for low-pressure
and airbreathing combustion environments, these transi-
tions present improved temperature and number density
sensitivity at these extreme temperatures, as supported
by uncertainty analysis. The temperature and number
density are determined by performing a fit of the rovi-
brational CO Boltzmann distribution across ∆E′′

max =
39, 000 cm−1. This method is a more versatile fitting pro-
cedure compared to using a single pair of lines adapted
for a narrower range of temperature and provides lower
measurement uncertainties. The mid-range of the sen-
sor performance exhibits uncertainty of approximately
2% in temperature and 3-4% in species number den-
sity. In addition, the Boltzmann population fitting of
the selected transitions is more robust to temperature
non-uniformity. The precision and accuracy of the sen-
sor are validated by shock tube measurements from 2300
to 8100 K. The sensor utility is demonstrated during
CO dissociation at near-electron-volt temperatures rele-
vant for high-speed planetary entry applications, match-
ing a kinetic simulation and measuring temperatures up
to 9310 K.
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A Uncertainty analysis

In this section, we derive the uncertainty in the temper-
ature and number density measurements with respect
to the spectroscopic parameters of a given line pair and
the experimental noise. The uncertainty analysis follows
and expands the work presented in [20]. The uncertainty
of f , function of xi variables, can be calculated using a
Taylor expansion:

df(x1, x2, · · · ) =
∂f

∂x1
dx1 +

∂f

∂x2
dx2 + · · · (21)

Assuming the measured variables, xi, are independent
of one another, and that the errors in the measured
variables, δxi, are independent of one another [50], we
get the uncertainty of f , δf , as a function of its partial
derivatives:

(δf)
2
=

(
∂f

∂x1
δx1

)2

+

(
∂f

∂x2
δx2

)2

+ · · · (22)

In the following sections, the relations of temperature
with the linestrengths and areas of a line pair are derived
and Eq. 22 is applied.

A.1 Temperature uncertainty

The temperature uncertainty for a line pair is derived
from Eqs. 7 and 8, which are repeated here for clarity.
The linestrength of a single line i is a function of tem-
perature, T , the partition function Q(T ), the ground
state energy of the transition E′′

i , the wavenumber of
the transition νi, the Boltzmann constant kB , and T0 =
296 K [31, 34].

Si(T ) = Si(T0)q(T, ν0) exp

[
−hcE′′

i

kB

(
1

T
− 1

T0

)]
(7)

The term q(T, ν0) accounts for partition function varia-
tion multiplied by a stimulated emission factor:

q(T, ν0) ≈ q(T ) =
Q(T0)

Q(T )

1− exp
(
− hc

kBT ν0

)
1− exp

(
− hc

kBT0
ν0

) (8)

The ratio of two linestrengths, R, is equal to the ratio of
the integrated absorbance of two lines A and B, AA and
AB:

R(T ) =
SA(T )

SB(T )
=

AA

AB
(3)

The q(T ) terms cancel out in Eq. 3 because ν0 variation
has a weak impact on q(T ) for two neighboring lines and
the function R(T ) can be expressed as:

R(T ) =
S0
A

S0
B

exp

[
− hc

kB
(E′′

A − E′′
B)

(
1

T
− 1

T0

)]
(23)

Differentiating Eq. 3, using Eq. 23, and setting ∆E =
E′′

A − E′′
B , we get:
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(
dR

R
=

)
dS0

A

S0
A

− dS0
B

S0
B

+
hc

kB

∆E

T 2
dT =

dAA

AA
− dAB

AB
(24)

which can be written:

dT

T
=

kB
hc

T

∆E

(
−dAA

AA
+

dAB

AB
+

dS0
A

S0
A

− dS0
B

S0
B

)
(25)

From here, the terms ∂Ai/∂T , ∂S
0
i /∂T can be identified

and, substituting Eq. 24 into Eq. 22 with T as f , the
temperature uncertainty is obtained in Eq. 26:

δT

T
=

kB
hc

T

∆E

√√√√ 2∑
i=1

[(
δS0

i

S0
i

)2

+

(
δAi

Ai

)2
]

(26)

In this derivation, we neglected the contribution of the
energy level uncertainty, δE′′, which is close to the line
position uncertainty and found to be δE′′/E′′ ≤ 10−6.

The area uncertainty, δAi, is now related to the peak
absorbance, αpk. The area of the line can be approxi-
mated by the peak absorbance multiplied by the FWHM,
i.e. Ai ≈ αpk

i ∆ν. The line area uncertainty can be esti-
mated by a rectangle of height δα, the absorbance noise,
and width ∆ν, the FWHM of the line, i.e., δA ≈ δα∆ν.
An illustration of the absorbance area and area uncer-
tainty is provided in Fig. 13.

δAi

Ai
≈ δα∆ν

αpk
i ∆ν

=
δα

αpk
i

(27)

The absorbance is related to the measured amplitude
of the non-absorbed laser intensity, I0, and the transmit-
ted intensity, It, see Eq.1:

α(ν) = − ln

(
It
I0

)
ν

(1)
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Differentiating Eq.1 we obtain:

dα = −dIt
It

+
dI0
I0

(28)

By using Eq. , with α as f , the absorbance noise δα can
be related to the noise in the transmitted intensity, dIt,
and the noise in the background intensity, dI0:

(δα)2 =

(
δIt
It

)2

+

(
δI0
I0

)2

(29)

The transmitted intensity noise, δIt, is the root mean
square of the oscilloscope voltage and hence includes
the effective sum of the laser fluctuations, the detector
noise and the oscilloscope noise. Unlike the analysis of
Ref. [51], in this work, the noise of the background in-
tensity is greatly reduced via signal averaging, such that
δI0 ≪ δIt, which means that Eq. 29 simplifies to:

δα =
δIt
It

(30)

This expression can be divided by α to find the relative
noise in the absorbance measurement:

δα

α
=

1

α

δIt
It

=
1

α

δIt
I0 exp(−α)

(31)

The signal-to-noise ratio of the raw laser intensity is de-
fined as SNR = I0/δIt and hence:

δα

α
=

1

SNR

exp(α)

α
(32)

Equation 32 indicates the level of noise to be expected
in an absorption measurement. When αp is substituted
for α in the denominator of both sides of the equation,
the expected normalized residual r can be predicted for
an absorbance measurement. This expression is approx-
imately equal to the uncertainty in the area measure-
ment, as indicated by Eq. 27. The ratio exp(α)/α indi-
cates how much the relative noise in the raw intensity
(1/SNR) is amplified to obtain the relative absorbance
noise. As shown in the inset of Fig. 13, this function is
minimized at α = 1 at a value of e, indicating that at
best, the absorbance noise is approximately 2.72 times
the noise in the raw signal. When α is low, representing
the optically-thin limit, the numerator is approximately
1, and the absorbance noise is inversely proportional to
the absorbance. When α is high, the numerator domi-
nates and the absorbance noise grows non-linearly with
α, representing the optically-thick limit where It is close
to 0 and below the noise level.

As indicated above, to approximate the uncertainty
in an area measurement, the α in the denominator of
Eq. 31 should be replaced by αpk

i . The numerator is still
a function of α, which is maximized at the peak ab-
sorbance, where the transmitted laser intensity is the
lowest. To provide a conservative estimate of the area

uncertainty, this peak absorbance noise is also used for
the numerator, such that:

δAi

Ai
≈ 1

SNR

exp
(
αpk
i

)
αpk
i

(33)

The substitution of Eq. 33 in Eq. 26 gives the relative
uncertainty in T for a given line pair given in Eq. 4.

δT

T
=

kB
hc

T

∆E

√√√√√√ 2∑
i=1

(δS0
i

S0
i

)2

+

 1

SNR

exp
(
αpk
i

)
αpk
i

2

(4)

A.2 Number density uncertainty

Substituting Eq. 5 to Eq. 22, we get:

δnCO

nCO
=

√(
δAi

Ai

)2

+

(
δL

L

)2

+

(
δSi

Si

)2

(34)

The uncertainty in the linestrength due to the temper-
ature uncertainty must be separated from the reference
linestrength uncertainty. The variation in the linestrength
S is convoluted with the variation of the partition func-
tion, see Eq. 7, and its derivation is not straightforward
to generalize to any molecule. In this work, we numer-
ically evaluate the linestrength derivative with T and
deduce:(

δSi

Si

)2

=

(
1

Si(T )

∂Si

∂T
δT

)2

+

(
δS0

i

S0
i

)2

(35)

We obtain the number density uncertainty as:

(
δnCO

nCO

)2

=

 1

SNR

exp
(
αpk
i

)
αpk
i

2

+

(
δL

L

)2

+

(
1

Si(T )

∂Si

∂T
δT

)2

+

(
δS0

i

S0
i

)2

(6)

In this work, the pathlength is known within δL/L =
1%. The uncertainty δn/n is calculated in Fig. 3 using
three line pairs available in the 2010.6 - 2011.6 cm−1 re-
gion. To minimize the overall uncertainty, the area from
P(1,25) transition is taken because its peak absorbance is
typically the closest to 1. This line also offers the lowest
uncertainty in the reference linestrength, δS0

P (1,25) = 1–

2 %. Note that in the experimental results presented in
this work, the uncertainty of the Boltzmann population
fit are employed. The line pair uncertainties presented in
Fig. 3 are only used to illustrate relative measurement
accuracy of the different line pair combinations leveraged
by the Boltzmann population fit method across the tem-
perature range.
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Fig. 14 Full CO spectrum calculated at T = 8000 K, p =
1 atm, and XCO = 10% based on HITEMP database. The
lineshapes are assumed to be triangles to calculate Aover,
the overlap area of the P(3,14) and P(0,31) and ultimately
estimate the error in fitting these lines.

A.3 Non-isolated lines: perturbations due to neighboring
features

The line selection used in this work presents large ∆E
which improves the temperature uncertainty but also of-
fers four spectrally separated lines. This is not the case
for the line selection at 2008 cm−1 used in previous work,
where the P(3,14) line overlaps with the P(0,31) line.
This effect is evident above 3500 K, see Fig. 15, when the
P(3,14) line has a peak absorbance similar to P(0,31).
The contribution of the P(3,14) line can be subtracted
using iterative Voigt fitting but it is difficult to estimate
how the uncertainty of this correction propagates to the
temperature and number density measurements [20, 29].
In this subsection, we numerically calculate the impact of
the uncertainty generated by the subtraction of a neigh-
boring line, taking as an example the line selection at
2008 cm−1. The lineshape is assumed to be triangular
to simplify the calculations, with the FWHM of the tri-
angle set equal to that of the actual Voigt lineshape. A
representation of this approximation is shown in Fig. 14.
The overlapping area of the two lines, Aover in Fig. 14,
can be calculated mathematically given the line peak
absorbance, FWHM, and positions. When accounting
for the P(3,14) line, the main source of uncertainty is
estimated to arise from an erroneous allocation of the
overlapping area to either P(0,31) and P(3,14). Assum-
ing that 10% of Aover is wrongly attributed to P(0,31),
another contribution to δAi/Ai in Eq. 26 and Eq. 34
leads to an increase of δT and δn. For a 2-% CO mole
fraction adequate for measurements in combustion envi-
ronments, Fig. 15 shows that, at 2000 K, a 10% error in
the allocation of Aover leads to a negligible increase in
temperature and number density uncertainty, 0.01% and
0.05%, respectively. This confirms that the uncertainty
arising due to the P(3,14) line was negligible in previ-
ous work [20, 29]. However, at temperatures higher than
3500 K and 10% CO mole fraction, the temperature and

2% CO

10% CO

P(3,14) overlap error:

0%

10%
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2% CO

Τ
𝛿
𝑛
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O
𝑛
C
O
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Fig. 15 δT and δnCO calculated assuming the P(3,14) line
area overlap, Aover, is perfectly taken into account, full line,
and if 10% of Aover is erroneously attributed to the P(0,31)
line, dashed line. The effect is calculated for 2% and 10% CO
mixtures at 1 atm and L = 10 cm.

number density uncertainty increase by several percents,
which further motivates the use of the new line selection
at those temperatures.

B Uncertainties in the reflected shock conditions

The method to calculate the uncertainty on p5 and T5 is
given in this appendix. As described earlier, the reflected
shock conditions are calculated using normal shock re-
lations processed through a MATLAB code [41]. The
normal shock relations require the knowledge of (1) p1,
the fill pressure, (2) T1, the initial temperature, (3) xi,
the composition of the shock-heated gas, and (4) vend,
the speed of the shock on the endwall. The uncertainty
of these parameters is propagated to the calculated T5

and p5 through a Taylor expansion method, see Eq. 22.
The fill pressure uncertainty is assumed to be equal to
the last digit of the most precise manometer that can be
employed during the fill procedure, i.e. δp1 = 0.1, 0.01
or 0.001 Torr. The temperature uncertainty is assumed
to be δT1 = 1 K. The mixture is prepared by subsequent
filling of CO and Ar at increasing pressure. The species
mole fraction uncertainty is calculated by accounting for
the manometer precision in this step-by-step procedure
and is negligible in this work, i.e. δxi/xi ≤ 0.05%. The
shock position is determined through the reading of pres-
sure transducers along the shock tube. The shock speed
uncertainty is calculated by propagating the uncertainty
in the shock position versus time through a York linear
fit [37] accounting for the uncertainty in the pressure
sensing positions (δx = 1/16 in.) and the time of ar-
rival at each sensor (near 1 µs). In the speed range of
this work, these two parameters contribute within the
same order of magnitude to the speed uncertainty. As
illustrated in Fig. 16, the resulting uncertainty on the
speed is typically 10-30 m/s for shock speeds of 2000
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Fig. 16 Shock speed measured using five pressure transduc-
ers. The end-wall speed is calculated using the linear York fit
of the data [37].

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

R
e
la

ti
v
e
 u

n
c
e
rt

a
in

ty
 c

o
n
tr

ib
u
ti
o
n
 [
%

]

p1 T1 Speed Leak Mixture

p5 uncertainty

T5 uncertainty

Fig. 17 Contributions to the p5 and T5 uncertainties.

m/s (≤ 1.5%). We also included the uncertainty due to
the shock tube leak rate in the calculation, by adding air
to the mixture. The air leaked in the shock tube repre-
sents less than 0.5% of the mixture for the lowest p1 of
this study.

For the shock used as illustration in Fig. 16, the re-
flected shock heated conditions are T5 = 8013 K (±
3.1%) and p5 = 0.53 atm (± 4.5%). The contribution
from each of the aforementioned sources to the total
uncertainty in pressure and temperature is illustrated
in Fig. 16. The uncertainties on p1 and T1 have a mi-
nor contribution to the total uncertainty and would be
challenging to improve further. The shock speed mea-
surement dominates the overall uncertainty. It can also
be noted that the mixture uncertainty and the leak rate
have negligible impact on p5 and T5, which indicates that
our experimental procedure is adequate.

C Non-uniform path-integrated measurements

In this section, the robustness of this line selection to
non-uniform temperature distribution is assessed. Let’s
define S(T ) and T as the path-averaged linestrength and
temperature weighted by the number density of the ab-
sorbing species, nCO(l), that varies with the position
along the beampath l [20, 52]:

S(T ) =

∫ L

0
nCO(l)S(T (l))dl∫ L

0
nCO(l)dl

(36)

T =

∫ L

0
n(l)T (l)dl∫ L

0
n(l)dl

(37)

Assuming a linear gradient of 1000 K across a constant
pressure slab in Fig. 18, the linestrength deviation ∆S =
S(T ) − S(T ) is below 2% of S(T ) for the three pri-
mary lines in the spectrum. This result indicates that the
linestrength variation in temperature is close to linear
using these lines. Hence, the temperature measurements
should be close to the CO number density-weighted path-
averaged temperature. This is verified by calculating ∆T
defined in Eqs. 38, where R−1 is the inverse function of
R defined in Eq. 3 and relating the ratio of linestrengths
to temperature:

∆T = R−1(S(T ))−R−1(S(T )) (38)

The results, shown in Fig. 18, indicate that ∆T/T is
within 1% using the ratio of R(10,115), R(8,24), and
P(4,7) with P(1,25) and assuming a uniform 1000-K
gradient. Performing this calculation with a Boltzmann
population fit, (in green in Fig. 18), the difference drops
below 0.2%. An extreme-case estimate with a 3000-K
gradient is calculated using a Boltzmann population fit
and shows a maximum error of 4% compared to the aver-
age temperature. In conclusions, the Boltzmann fit of the
four lines in the present wavenumber range is more ro-
bust to the bias induced by temperature gradients than
the individual pair of lines taken separately. This ro-
bustness is essentially due to the R(10,115) transition,
which positively bias non-uniform temperature measure-
ments and compensates for the negatively bias temper-
ature measurements induced by the other transitions.
Therefore, the values reported in Fig. 12 during the 4-µs
window displaying the propagation of the oblique shock
are representative of the path-average temperature and
CO number density and can be used for future studies
of the oblique shock layer.

References

1. Glassman I, Yetter RA (2008) Combustion, vol 136, ed.
4 edn. Elsevier



Title Suppressed Due to Excessive Length 15

Boltzmann fit

𝜟𝑻 = 3000 K

Boltzmann fit 

𝜟𝑻 = 1000 K

ത𝑇 [K]

Τ
Δ
𝑇

ത 𝑇
[%

]
Τ

Δ
𝑆

ҧ
𝑆
[%

] P(1,25)

R(8,24)

P(4,7)

R(10,115)

Fig. 18 (Top) Relative difference between S(T ) and S(T )
assuming a linear gradient of 1000 K across an absorption
slab. (Bottom) Relative error in temperature determina-
tion after fitting the integrated linestrength using the ratio
of R(10,115), R(8,24), and P(4,7) with P(1,25), colored full
lines. Two Boltzmann distribution fits have been performed
at 1000 K (green dashed) and 3000 K (grey dashed).

2. Gordon S, McBride BJ, Gordon S, McBride BJ (1996)
Computer Program for Calculation of Complex Chem-
ical Equilibrium Compositions and Applications. Jan-
uary, NASA

3. Venkatramani N (2002) Industrial plasma torches and
applications. Current Science 83(3):254–262, DOI 10.
2307/24106883, URL https://www.jstor.org/stable/

24106883

4. Nations M, Chang LS, Jeffries JB, Hanson RK, MacDon-
ald ME, Nawaz A, Taunk JS, Gökçen T, Raiche G (2017)
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