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Summary

We introduce the theoretical framework from geometric optimal control for a control
system modeled by the Generalized Lotka-Volterra (GLV) equation, motivated by
restoring the gut microbiota infected by Clostridium difficile combining antibiotic
treatment and fecal injection. We consider both permanent control and sampled-data
control related to the medical protocols.
KEYWORDS:
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1 INTRODUCTION6

Complex microbial communities controlled by a combination of continuous controls associated to probiotics and bacteriostatic7

agents and impulsive controls corresponding to transplantation and bactericides can be modeled by a generalized Lotka-Volterra8

(GLV) model [1].9

In this frame, our study is motivated by the original works described in [12] and based on the experimental model from10

[24] to treat the Clostridium Difficile Infection (CDI) of the gut microbiota using the medical combination of taking antibiotics11

followed by a fecal injection. The system is modeled by a GLV equation with eleven interacting species and the parameters are12

reported in Table C1 excerpted from [12].13

The originality of our study is to set the problem in a neat geometric optimal control framework to use the techniques of this14

area, see for instance [13, 26] as a general references to be applied to the specific controlled equation and the objective being to15

minimize the C. difficile population.16

The GLV equation is interpreted as a model of interaction of different equilibria where the optimal problem is analyzed17

with geometric optimal control techniques based on (intrinsic) Lie algebraic computations to derive robust control schemes in18

the permanent case. It is completed by sampled-data optimal control techniques, taking into account digital restrictions on the19

controls related to medical constraints.20

0Abbreviations: GLV, Generalized Lotka-Volterra; C. difficile: Clostridium difficile; CDI : Clostridium Difficile Infection
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FIGURE 1 (left) Phase portrait of (1). (right) Model with 2 centers and a saddle displaying an unstable domain related to
separatrices.

1.1 A pedestrian presentation of the controlled model21

The historical model of Lotka–Volterra [27, 21] starts by describing the interaction of two populations of prey-predator denoted22

respectively by 𝑥, 𝑦 and the evolution of the two species is described by the system23

𝑥̇ = 𝑥(𝛼 − 𝛽𝑦),
𝑦̇ = 𝑦(𝛿𝑥 − 𝛾),

(1)

where 𝛼, 𝛽, 𝛿, 𝛾 are positive parameters and 𝑥, 𝑦 ∈ ℝ+.24

Such dynamics admits two equilibrium points:25

𝜃1 = (0, 0) and Ω = (𝛾∕𝛿, 𝛼∕𝛽)

and a first integral26

𝑉 (𝑥, 𝑦) = 𝛽𝑦 + 𝛿𝑥 − 𝛼 log 𝑦 − 𝛿 log 𝑥.
Since every trajectory evolves on the level sets of 𝑉 , one deduces that Ω is a center, that is every trajectory is periodic, for each27

initial condition in the physical quadrant. Behaviors of the solutions are represented on Fig.1 (left).28

The second step in our analysis is to use the historical model to construct a 2𝑑–topological model to describe the evolution of29

the dynamics related to the interaction between two centers. This leads to construct a 2𝑑–model, with a schematic representation30

in Fig.1 (right). The important point of the construction is to introduce in the domain a saddle point with separatrices and an31

unstability domain.32

A 2𝑑–realization leads to the 2𝑑–GLV generalization of (1):33

𝑥̇ = 𝑥(𝑟1 + 𝑎11𝑥 + 𝑎12𝑦)
𝑦̇ = 𝑦(𝑟2 + 𝑎21𝑥 + 𝑎22𝑦),

(2)
which is precisely the reduced model described in [12] to control the CDI.34

Following [27] this leads to introduce the GLV-model whose aim is to describe using a quadratic dynamics, interaction35

between equilibria in arbitrary dimension. We proceed as follows.36

Let 𝑥 = (𝑥1, 𝑥2,… , 𝑥𝑁 ) ∈ ℝ𝑁
+ , the dynamics is37

𝑥̇ = (diag 𝑥) (𝐴𝑥 + 𝑟) , (3)
where 𝐴 is the interaction matrix.38

In the regular case it can admit up to 2𝑁 equilibria, which can be easily computed recursively using the rule:39

• Interior equilibrium: 𝑥 = −𝐴−1𝑟, which is called persistent.40

• Boundary equilibrium: 𝑥𝑖 = 0 and we obtain a system with the same representation as (3) of size 𝑁 − 1 and we compute41

the equilibria by induction.42
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Stein et al. model [24] describes the C. difficile infection with𝑁 = 11 and the variable 𝑥1 represents the C. difficile population.43

Control schemes can be introduced in the model as follows.44

• Antibiotic treatment. We denote by 𝑌 (𝑥) the linear dynamics: 𝑌 (𝑥) = (𝜀1𝑥1,… , 𝜀𝑁𝑥𝑁 )⊺, where 𝜀𝑖 ≤ 0, 𝑖 = 1,… , 𝑁45

denotes the sensitivity of the 𝑥𝑖 variable to the antibiotic, so that the controlled dynamics takes the form:46

d𝑥
d𝑡

(𝑡) = 𝑋(𝑥(𝑡)) + 𝑢(𝑡)𝑌 (𝑥(𝑡)), 𝑢 ∈ [0, 1], (4)
where 𝑋(𝑥) = (diag 𝑥) (𝐴𝑥 + 𝑟) is the GLV-equation and the various parameters are identified in [24] and reported in47

Table C1, while 𝑌 (𝑥) = diag 𝑥
(

𝜀1,… , 𝜀𝑁
)⊺.48

The control 𝑢(⋅) valued in [0, 1] describes the dosing regimen represented by a piecewise constant mapping.49

One can use log–coordinates: 𝑥 = 𝑒𝑦 so that the dynamics takes the form50

𝑦̇ = (𝐴𝑒𝑦 + 𝑟) + 𝑢𝜖,
where 𝜖 = (𝜀1,… , 𝜀𝑁 )⊺ is a constant vector.51

• Probiotic agents. They are associated to a linear vector field: (𝜀′1𝑥1,… , 𝜀′𝑁𝑥𝑁 )
⊺, with 𝜀′𝑖 ≥ 0 versus 𝜀𝑖 ≤ 0 for an antibiotic52

agent.53

The second type of controls are impulsive controls corresponding to a Dirac at time 𝑡1, with height 𝜆 given by 𝜆𝛿(𝑡 − 𝑡1) in a54

vector direction 𝑣. Such Dirac is the limit of piecewise constant control: lim𝑛→∞ 𝑢 = 𝑛 on [𝑡1, 𝑡1 + 𝑡∕𝑛] of the control system:55

d𝑥
d𝑡

(𝑡) = 𝑋(𝑥(𝑡)) + 𝑢(𝑡)𝑌 ′(𝑥(𝑡)), 𝑢 ∈ ℝ

with 𝑌 ′(𝑥) = 𝑣 is constant.56

Hence this leads to modify instantaneously the state variable 𝑥 → 𝑥+ 𝜆𝑣. Such a control action can be applied at discrete times57

of intervention  = (𝑡1, 𝑡2,…) and are invasive treatment, which can be:58

• fecal injection, if 𝜆 > 059

• bactericide, if 𝜆 < 0.60

In the protocol presented in [12], it consists into: antibiotic treatment starting at time 𝑡 = 0 for an healthy mouse, followed by61

C. difficile infection and a single fecal injection.62

This leads to analyze the control system:63

𝑥̇ = 𝑋(𝑥) + 𝑢𝑌 (𝑥), 𝑢 ∈ [0, 1], (5)
where 𝑢 is associated to antibiotic administration, using either:64

• a permanent control 𝑢(⋅) taken as a measurable mapping which in practice is approximated by a piecewise constant65

mapping.66

• or a sampled-data control. In this case, during the therapy period one has a fixed number of medical interventions defined67

by:68

– the control 𝑢 is piecewise constant and defined by a fixed sequence of constant controls 𝑢𝑖 on [𝑡𝑖, 𝑡𝑖+1], 𝑡0 = 0,69

𝑡𝑖 − 𝑡𝑖−1 ≥ 𝐼𝑚 > 0, 𝑖 = 1,… , 𝑘.70

We shall focus the minimization of the C. difficile infection, which leads to a Mayer problem71

• OCP1: min𝑢(⋅) 𝑥1(𝑡𝑓 ), 𝑡𝑓 being the time duration of the therapy,72

and a dual formulation:73

• OCP2: min𝑢(⋅) 𝑡, with a target 𝑥1 = 𝑑 , 𝑑 being a fixed nonnegative constant.74

The above problem in the permanent and digital case can be analyzed using optimal control direct and indirect methods.75

Indirect methods are based on the Maximum Principle stated for the permanent case [19, 23] or for the sampled-data control76

case [9].77
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FIGURE 2 Schematic representation of the construction of the synthesis in a neighbourhood 𝑈 of a point 𝑃 of the terminal
manifold 𝑥1 = 𝑑 with a switching locus 𝑊 and a cut point at 𝑥0 belonging to the separating locus 𝐿.

1.2 Permanent case: Maximum Principle.78

We shall consider the control system79

𝑥̇ = 𝑋(𝑥) + 𝑢 𝑌 (𝑥), |𝑢| ≤ 1
and the problem of reaching in minimum time 𝑡∗ the target 𝑵 ∶ 𝑥1 = 𝑑 (with in practice some additional constraint related to80

stability property).81

Introducing the Hamiltonian lift of the system defines the pseudo (or non maximized) Hamiltonian82

𝐻(𝑧, 𝑢) = 𝑝 ⋅ (𝑋(𝑥) + 𝑢 𝑌 (𝑥))

where 𝑧 = (𝑞, 𝑝), 𝑝 ∈ ℝ𝑁 ⧵ {0} (adjoint vector), the Maximum Principle tells us that candidates as minimizers are solutions of83

the dynamics84

𝑥̇ = 𝜕𝐻
𝜕𝑝

, 𝑝̇ = −𝜕𝐻
𝜕𝑞

,

𝐻(𝑧, 𝑢) = max
𝑣∈[0,1]

𝐻(𝑧, 𝑣),
(6)

where 𝑝 satisfies at the final time 𝑡∗ the transversality condition:85

𝑝(𝑡∗) ⟂ 𝑇𝑥(𝑡∗)𝑵

and moreover 𝑀(𝑧) = max𝑣∈[0,1] 𝐻(𝑧, 𝑣) is a nonnegative constant.86

The aim of geometric optimal control is to construct the time minimal synthesis: 𝑢∗(𝑥0) for every initial condition 𝑥0 (see87

Fig.2). This amounts to compute:88

• the switching locus 𝑊 , where the optimal control is discontinuous,89

• the separating locus 𝐿, where two minimizers intersect,90

• the cut locus 𝐶 , where a control ceases to be minimizing.91

There is a lot of results coming from a series of article [5, 17] to compute explicit semi-algebraic approximations of switching,92

separating and cut loci in a tubular neighborhood of 𝑵 using Lie algebraic computations only, and suitable in our analysis. It93

will serve to construct in fine a decomposition of ℝ𝑁 into bands 𝑑 ≤ 𝑥𝑖 ≤ 𝑑+𝜀 to patch the different local syntheses to construct94

suboptimal policies to transfer the system from an infected point to an healthy point (see Fig.3). Clearly in this analysis the95

behaviors of the system near forced equilibria localized on the set , where 𝑋 and 𝑌 are collinear, is crucial. This set contains96

the (free) equilibria of the GLV-dynamics. The key point of the model is that the collinear set can be computed using linear97

computations only.98

1.3 Sampled-data case.99

The optimal control problem can be interpreted as a finite dimensional optimization problem and solved in this context. Adapted100

numerical choice is to use a MPC method, but non linearity comes from the dynamics. Convergence is related to the regularity101

properties of the time minimal value function analyzed using geometric optimal control analysis in the permanent case. Strong102

pathologies can occur in relation with accessibility properties. This will be discussed in details and this is the core of this article.103
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FIGURE 3 Schematic representation of a path between two open sets 𝑈1 and 𝑈2 on which the synthesis have been determined.

1.4 The organization of the article104

The article is organized in three sections.105

In Section 2 we introduce the controlled Generalized Lotka-Volterra equation associated to the problem of reducing C. difficile106

infection. We present the techniques from geometric optimal control to be applied to the analysis in relation with accessibility107

property of the system. In this context singular trajectories are defined as singularities of the extremity mapping.108

In Section 3, the optimal control problem aiming to reduce C. difficile infection is analyzed using indirect methods (maximum109

principles) in both permanent and non permanent cases, to derive ncessary optimality conditions. Such conditions are used in110

the permanent case to the geometric classification of the regular syntheses near a terminal manifold of codimension one. They111

can be glued together to construct global syntheses in our study.112

In Section 4, the techniques are applied to the controlled Lotka–Volterra model. First we concentrate on the 2𝑑–case. The113

geometric study is showed to be related to the interaction between the collinearity and the singularity loci, which reduces114

in the model to two straight-lines. Numerical results are presented combining direct and model predictive control methods.115

Computations are extended to the 3𝑑–case, determining the singular trajectories and they are classified according to their time116

optimality status. This is applied to the May–Leonard model [22].117

2 CONTROLLED GLV-MODEL AND GEOMETRIC OPTIMAL CONTROL118

2.1 Controlled GLV-equation119

2.1.1 Definitions120

The C. difficile infected GLV-equation is the dynamics described by:121

𝑥̇ = (diag 𝑥) (𝐴𝑥 + 𝑟) =
𝑁
∑

𝑖=1
𝑥𝑖(𝐴𝑥 + 𝑟)𝑖 𝑒𝑖 (7)

with 𝑒𝑖 is the ith vector of the canonical basis of ℝ𝑁 , 𝑥 =
(

𝑥1, 𝑥2,… , 𝑥𝑁
)

∈ ℝ𝑁
+ , where 𝑥1 represents the C. difficile population122

and 𝑥̃ =
(

𝑥2,… , 𝑥𝑁
)

∈ ℝ𝑁−1
+ describes the healthy agents. The matrix 𝐴 =

(

𝑎𝑖𝑗
) is the matrix of interaction, where 𝑎𝑖𝑗123

represents the birth or death rate of the 𝑖-agent with respect to the 𝑗-agent and 𝑟 represents the birth or death rate of the 𝑖-agent124

without interaction. Note that the healthy agents can be ordered as 𝑥2 < 𝑥3 < … < 𝑥𝑁 according to the coefficients 𝑎𝑖𝑗 . We125

denote by 𝑀+ = ℝ𝑁
+ the invariant domain 𝑥𝑖 > 0, 𝑀̄+ the union of the 𝑀+ with its boundary. Moreover, the dynamics (7) can126

be extended to the whole Euclidean set ℝ𝑁 . Using log-coordinates 𝑥 = 𝑒𝑦, we denote by 𝑀 the log-image of 𝑀+.127

The dynamics is called regular if 𝐴 is invertible and we denote by 𝑥𝑖 the infected persistent equilibrium point 𝑥𝑒 = −𝐴−1 𝑟.128

Making 𝑥1 = 0 in (7), this defines a restricted healthy dynamics given by129

̇̃𝑥 = 𝑥̃
(

𝐴̃𝑥 + 𝑟
)

,

where 𝑥̃ =
(

𝑥2,… , 𝑥𝑁
)

∈ ℝ𝑁−1
+ .130

In the regular case, the dynamics can admit up to 2𝑁 equilibria, which can be easily computed by recurrence making 𝑥𝑖 = 0131

in (7).132
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Since (7) is polynomic, asymptotic behaviors can be determined using the standard Poincaré compactification with the133

embedding of (7) into the hyperplane (𝑥, 𝑧 = 1) of ℝ𝑁+1 to define:134

𝑥̇ = (diag 𝑥) (𝐴𝑥 + 𝑟𝑧)
𝑧̇ = 0,

where the right-member has been homogeneized to define an homogeneous quadratic vector of ℝ𝑁+1, which can be projected135

on the 𝑁-sphere 𝑆𝑁 .136

Each equilibrium can be classified according to their 𝐿(linear)-stability status associated to the linearized system [18].137

Our study is related to the interaction of the computable 𝑘-equilibria of the dynamics and one can construct a polynomic138

system denoted 𝑃2 in a domain 𝑈 centered at 𝑥𝑒 with the 𝑘-equilibria defined by the 𝑘-interacting equilibria of the original139

system and preserving their 𝐿-stability. Such polynomial system leads to introduce the dynamics140

𝑥̇ = 𝑃2(𝑥),

which can be extended on the whole ℝ𝑁 . Again it can be compactified and the equilibria distinct from 𝑥𝑒 are at the infinity.141

2.1.2 Antibiotic action142

In this article, we shall mainly restrict to the case of a single antibiotic treatment and a final fecal injection to fit to the protocol143

therapy described in [12]. At time 𝑡 = 0, antibiotic treatment can be either administrated at different dosing regimens: constant144

dosing regimen, a pulsed dosed regimen or a tapered dosing regimens. The control system takes the form:145

𝑥̇ = 𝑋(𝑥) + 𝑢 𝑌 (𝑥) ,

with 𝑋 = (diag 𝑥) (𝐴𝑥 + 𝑏) and 𝑌 (𝑥) = (diag 𝑥)
(

𝜀1,… , 𝜀𝑁
)𝑇 , where 𝜀𝑖 are the sensitivity coefficients.146

The control 𝑢(𝑡) describes the dosing regimen, a single pulse corresponds to a Dirac, with height 𝜆 as a limit when 𝑛 → +∞147

𝑢(𝑡) = 𝑛 𝜆 over [0, 1∕𝑛] or a constant regimen with 𝑢(𝑡) = 𝑚.148

This leads to consider a general control system of the form:149

𝑥̇ = 𝑋(𝑥) + 𝑢 𝑌 (𝑥) , 𝑢 ∈ [0,+∞[ .

Note that using probiotics means to reverse the antibiotics actions using 𝜀𝑖 → −𝜀𝑖, and the parameters 𝜀𝑖 being related to the150

choice of antibiotics or probiotics.151

2.1.3 Fecal injection152

In the protocol described in [12], after a preliminary administration of antibiotic to an uninfected individual, C. difficile is153

inoculated to jump to an infected state and a final single fecal injection is administrated.154

Hence, this leads to consider the time minimal control problem for the single-input control system:155

𝑥̇ = 𝑋(𝑥) + 𝑢 𝑌 (𝑥) , 𝑢 ∈ [0, 𝑚] ,

where the terminal target is the manifold {𝑥1 = 𝑑}. In the protocol, a constant antibiotic injection has the effect of shifting the156

equilibria of the free motion, and the final fecal injection has no effect on the 𝑥1-population but is related to enter in a stability157

domain in the terminal manifold. Hence, one can restrict our analysis to the antibiotic treatment either in the permanent case or158

in the control-data frame.159

2.2 Controllability and feedback linearization160

2.2.1 Preliminaries161

In this section, the system 𝑥̇ = 𝑋(𝑥) + 𝑢 𝑌 (𝑥), 𝑢 ∈ [0, 1], is denoted by 𝐹 (𝑥, 𝑢) and the control 𝑢 is extended to the whole162

ℝ and is shortly written as (𝑋, 𝑌 ). The feedback pseudo-group is denoted by 𝐺𝑓 and is the set of triplets (𝜑, 𝛼, 𝛽), where163

𝜑 is a local diffeomorphism, 𝑢 = 𝛼(𝑥) + 𝛽(𝑥)𝑣, 𝛽 ≠ 0 is a feedback and acts on (𝑋, 𝑌 ) according to the action (𝑋, 𝑌 ) →164

(𝜑 ∗ (𝑋 + 𝛼𝑌 ) , 𝜑 ∗ 𝛽𝑌 ).165
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Definition 1. Let (𝑥, 𝑢) be a control trajectory pair defined on [0, 𝑇 ], the linearized system along the reference pair (𝑥, 𝑢) is the166

time dependent variational linear system167

̇𝛿𝑥 = 𝐴(𝑡)𝛿𝑥 + 𝐵(𝑡)𝛿𝑢 with 𝐴(𝑡) = 𝜕𝐹
𝜕𝑥

(𝑥(𝑡), 𝑢(𝑡)) , 𝐵(𝑡) = 𝜕𝐹
𝜕𝑢

(𝑥(𝑡), 𝑢(𝑡)) .

Next, we introduce the concept of singular trajectories with crucial properties, see [4] for more details. Recall that 𝐸𝑥0,𝑇168

denotes the extremity mapping where the set  of controls is endowed with the 𝐿∞([0, 𝑇 ]) norm (see Appendix A).169

Definition 2. A control trajectory pair (𝑥, 𝑢) is singular on [0, 𝑇 ] if the Fréchet derivative of the extremity mapping is not of170

maximal rank: 𝑛 = dim 𝑀 .171

One has the following proposition.172

Proposition 1. The Fréchet derivative of the extremity mapping at (𝑥, 𝑢) solution of the linearized system:173

⎧

⎪

⎨

⎪

⎩

̇𝛿𝑥(𝑡) = 𝐴(𝑡)𝛿𝑥(𝑡) + 𝐵(𝑡)𝛿𝑣(𝑡)

𝛿𝑥(0) = 0 ,

and the pair (𝑥, 𝑢) is singular if and only if there exists a non zero adjoint vector 𝑝 on [0, 𝑇 ] such that 𝑡 → 𝑥(𝑡) is the projection174

of the solution of the Hamiltonian system:175

⎧

⎪

⎨

⎪

⎩

𝑥̇ = 𝜕𝐻𝐹

𝜕𝑝
(𝑥, 𝑝, 𝑢) , 𝑝̇ = − 𝜕𝐻𝐹

𝜕𝑥
(𝑥, 𝑝, 𝑢) ,

𝜕𝐻𝐹

𝜕𝑢
= 𝐻𝑌 = 0 ,

(8)

where 𝐻𝐹 ∶= 𝑝 ⋅ 𝐹 (𝑥, 𝑢) and 𝐻𝑌 = 𝑝 ⋅ 𝑌 (𝑥) are the Hamiltonian lifts.176

Proposition 2. Singular trajectories are feedback invariant that is 𝐺𝑓 acts on the set of singular trajectories by change of177

coordinates only (lifting a diffeomorphism 𝜑 into a Mathieu symplectomorphism).178

Definition 3. The system 𝐹 (𝑥, 𝑢) is called feedback linearizable if for the action of the pseudo-group 𝐺𝑓 it is equivalent to the179

time-invariant controllable linear system 𝑥̇ = 𝐴𝑥 + 𝐵𝑢, where 𝐴, 𝐵 are constant matrix.180

One has the following proposition [11, p.165].181

Proposition 3. The system 𝐹 (𝑥, 𝑢) = 𝑋 + 𝑢𝑌 is feedback linearizable near a point 𝑥0 ∈ 𝑀 if and only if182

1. the matrix {𝑌 (𝑥0), ad𝑋 ⋅ 𝑌 (𝑥0),… , ad𝑛−1𝑋 ⋅ 𝑌 (𝑥0)} has rank 𝑛 = dim 𝑀 at 𝑥0;183

2. the distribution 𝐷 = span {𝑌 , ad𝑋 ⋅ 𝑌 ,… , ad𝑛−2 𝑋 ⋅ 𝑌 } is involutive, that is, [𝐷,𝐷] ⊂ 𝐷 near 𝑥0.184

Clearly, the existence of singular trajectories is an obstruction to feedback linearization, see [1] for the applications to microbial185

communities.186

Computations of singular trajectories.187

One uses the system (8) computations being neat with the iterated Poisson brackets {𝐻𝑋 ,𝐻𝑌 } = d𝐻⃗𝑋
(

𝐻𝑌
)

= 𝐻[𝑋,𝑌 ].188

From (8), one has 𝐻𝑌 = 0 and deriving twice with respect to time one gets189

𝐻𝑌 (𝑧(𝑡)) = {𝐻𝑌 ,𝐻𝑋}(𝑧(𝑡)) = 0,
{{𝐻𝑌 ,𝐻𝑋},𝐻𝑋}(𝑧(𝑡)) + 𝑢(𝑡) {{𝐻𝑌 ,𝐻𝑋},𝐻𝑌 }(𝑧(𝑡)) = 0 .

(9)
The singular control denoted 𝑢𝑠 associated to the extremal lift 𝑡 → 𝑧(𝑡) = (𝑥(𝑡), 𝑝(𝑡)) is called of minimal order 2 if the190

following regularity condition is satisfied191

{{𝐻𝑌 ,𝐻𝑋},𝐻𝑌 }(𝑧) = 𝑝 ⋅ [[𝑌 ,𝑋], 𝑌 ](𝑥) ≠ 0 ,

along the extremal 𝑡 → (𝑝(𝑡), 𝑥(𝑡)).192

Otherwise from (9), one gets:193

{{{𝐻𝑌 ,𝐻𝑋},𝐻𝑋},𝐻𝑋}(𝑧) + 𝑢 {{{𝐻𝑌 ,𝐻𝑋},𝐻𝑋},𝐻𝑌 }(𝑧) = 0 ,
{{{𝐻𝑌 ,𝐻𝑋},𝐻𝑌 },𝐻𝑋}(𝑧) + 𝑢 {{{𝐻𝑌 ,𝐻𝑋},𝐻𝑌 },𝐻𝑌 }(𝑧) = 0 ,

(10)
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and if again 𝑢(⋅) can be deduced from the two previous linear equations, the corresponding control 𝑢𝑠 is called of order 3. One194

can iterate the computation to deduce singular arcs at any order.195

One application to controllability which generalizes the standard controllability result by linearization from [19] is the196

following.197

Theorem 1. Let (𝑥, 𝑢) be a control trajectory pair on [0, 𝑇 ] and assume that (𝑥, 𝑢) is not singular. Then the image of the extremity198

mapping at 𝑢(⋅) is open that is there exists an open set 𝑊 , centered at 𝑥(𝑇 ) = 𝐸𝑥(0),𝑇 (𝑢) such that 𝑊 ⊂ 𝐴+(𝑥0, 𝑇 ) (provided the199

control 𝑢 is strictly feasible).200

Remark 1. The previous results can be applied to our study with some care to deal with feasible controls. Indeed, in practice,201

one has a constraint 𝑢 ∈ [0, 1]. Hence, this leads to consider only controls such that 𝑢 is strictly admissible, that is 0 < 𝑢 < 1. If202

𝑢 = 0 or 𝑢 = 1, 𝑢 is said saturating the control constraints.203

3 A GEOMETRIC APPROACH TO OPTIMAL CONTROL: THE PERMANENT VERSUS204

DIGITAL CASE205

3.1 Notations206

In this section, we use the notation 𝑥̇ = 𝐹 (𝑥) + 𝑢𝐺(𝑥), |𝑢| ≤ 1, so that, the cone 𝐶 of admissible directions is generated by207

𝐹 ± 𝐺, that is 𝑋 = 𝐹 − 𝐺, 𝑌 = 2𝐺.208

3.2 Maximum Principle209

Permanent case210

First of all, we must introduce the notations and definitions related to the Maximum Principle. Consider the control system211

𝑥̇ = 𝐹 + 𝑢𝐺, |𝑢| ≤ 1. Denote by 𝐻 = 𝐻𝐹 + 𝑢𝐻𝐺 the Hamiltonian lift with 𝐻𝐹 (𝑧) = 𝑝 ⋅ 𝐹 (𝑥), 𝐻𝐺 = 𝑝 ⋅ 𝐺(𝑥), with212

𝑥 ∈ 𝑀 ⋍ ℝ𝑁 . Let 𝑵 be a terminal manifold and consider the time minimal control problem, with terminal manifold 𝑵 . The213

Maximum Principle [19] tells us that if (𝑥, 𝑢) is a time minimal trajectory on [0, 𝑇 ] then there exists 𝑝(⋅) non zero such that the214

triplet (𝑥, 𝑝, 𝑢) is solution of the Hamiltonian dynamics:215

𝑥̇ = 𝜕𝐻
𝜕𝑝

, 𝑝̇ = −𝜕𝐻
𝜕𝑥

,

𝐻(𝑥, 𝑝, 𝑢) = max
|𝑣|≤1

𝐻(𝑥, 𝑝, 𝑣) = 𝑀(𝑥, 𝑝) .
(11)

Moreover, the maximal Hamiltonian 𝑀 is a nonnegative constant 𝑀 = −𝑝0 ≥ 0 and at the final time 𝑇 the pair (𝑥, 𝑝) satisfies216

the transversality condition:217

𝑝(𝑇 ) ⟂ 𝑇 ∗
𝑥(𝑡) 𝑵 . (12)

Definition 4. A triplet (𝑥, 𝑝, 𝑢) solution (11) is called extremal and a 𝑥-projection of an extremal is called a geodesic. Denoting218

𝑧 = (𝑥, 𝑝) the symplectic coordinates, an extremal is called regular if 𝑢(𝑡) = 𝑠𝑖𝑔𝑛𝐻𝐺(𝑧(𝑡)) a.e. and singular if 𝐻𝐺(𝑧(𝑡)) = 0219

identically. An extremal is called exceptional if the maximized Hamiltonian 𝑀 is zero. A BC-extremal is an extremal satisfying220

the transversality condition (12). A switching time is a time such that the extremal control is discontinuous and a BC-extremal is221

a regular extremal such that the number of switches on [0, 𝑇 ] is finite. We denote respectively by 𝜎+, 𝜎−, 𝜎𝑠, bang arcs associated222

to 𝑢 = +1, 𝑢 = −1 or 𝑢 = 𝑢𝑠 singular and 𝜎1 𝜎2 is the concatenation of the two arcs 𝜎1, 𝜎2.223

Definition 5. Taking an open set 𝑉 of 𝑀 , the problem (restricted to 𝑉 ) is called geodesically complete if, for each pair 𝑥0, 𝑥1 ∈224

𝑉 there exists a time minimizing geodesics joining 𝑥0 to 𝑥1. Fixing the target to 𝑵 , a time minimal synthesis is a (discontinuous)225

feedback 𝑥 → 𝑢∗(𝑥) so that the solution of d𝑥
d𝑡

= 𝑋(𝑥) + 𝑢∗(𝑥)𝑌 (𝑥) is well defined and 𝑢∗(𝑥) is the optimal solution to steer 𝑥226

to the target 𝑵 , in minimum time.227

Definition 6. Let (𝑧, 𝑢𝑠) be a reference singular extremal of order 2, so that 𝑢𝑠 is defined by (9). The associated singular tra-228

jectory (𝑥, 𝑢𝑠) is called strict if 𝑝 is unique up to a scalar. In the strict case, singular extremals are said to be hyperbolic if229

𝐻𝐹 (𝑧) {{𝐻𝐺,𝐻𝐹 },𝐻𝐺}(𝑧) > 0, elliptic if 𝐻𝐹 (𝑧) {{𝐻𝐺,𝐻𝐹 },𝐻𝐺}(𝑧) < 0. Note that in the exceptional case, since 𝑀 = 0,230

both 𝑝 and −𝑝 can be taken as adjoint vector.231
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One has the high order Maximum Principle [14].232

Proposition 4. Let (𝑧(⋅) = (𝑥(⋅), 𝑝(⋅)) be a singular extremal on [0, 𝑇 ] and associated to a control which is strictly feasible. Then233

a necessary time minimizing condition is the generalized Legendre-Clebsch condition234

𝜕
𝜕𝑢

d2

d𝑡2
𝜕𝐻
𝜕𝑢 ∣𝑧(𝑡)

=
{{

𝐻𝐺,𝐻𝐹
}

,𝐻𝐺
}

(𝑧(𝑡)) ≥ 0.

If the inequality is strict it is called the strong generalized Legendre-Clebsch condition.235

Remark 2. Reversing the previous inequality leads to a necessary time maximizing condition.236

3.3 Small time classification of regular extremals237

One recalls the following result [16].238

Definition 7. Recall that 𝜎+ (respectively 𝜎−) denotes a bang arc with constant control 𝑢 = 1 (respectively 𝑢 = −1) and 𝜎𝑠 a239

feasible singular arc. We denote by 𝜎1𝜎2 the arc 𝜎1 followed by 𝜎2. The surface Σ ∶ 𝐻𝐺(𝑧) = 0 is called the switching surface240

and let Σ′ ⊂ Σ given by 𝐻𝐺(𝑧) = 𝐻[𝐺,𝐹 ](𝑧) = 0. Let 𝑧(⋅) = (𝑥(⋅), 𝑝(⋅)) be a reference curve on [0, 𝑇 ]. We note Φ(𝑡) = 𝐻𝐺 (𝑧(𝑡))241

the switching function, coding the switching times.242

Deriving twice Φ with respect to time, one gets:243

Φ̇(𝑡) = {𝐻𝐺,𝐻𝐹 } (𝑧(𝑡))

and244

Φ̈(𝑡) = {{𝐻𝐺,𝐻𝐹 },𝐻𝐹 } (𝑧(𝑡)) + 𝑢(𝑡){{𝐻𝐺,𝐻𝐹 },𝐻𝐺} (𝑧(𝑡)) . (13)
Lemma 1. Assume that 𝑡 is an ordinary switching time that is Φ(𝑡) = 0 and Φ̇(𝑡) ≠ 0. Then, near 𝑧(𝑡), every extremal projects245

onto 𝜎+𝜎− if Φ̇(𝑡) < 0 and 𝜎−𝜎+ if Φ̇(𝑡) > 0.246

The situation is more complex for contact of order 2 with Σ.247

Definition 8. The case Φ(𝑡) = Φ̇(𝑡) = 0 and Φ̈(𝑡) ≠ 0 for both 𝑢 = ±1 in (13) is called the fold case and hence 𝑧(𝑡) ∈ Σ′.248

Assume that Σ′ is a regular surface of codimension two. We have three cases:249

• parabolic case: Φ̈+(𝑡) Φ̈−(𝑡) > 0;250

• hyperbolic case: Φ̈+(𝑡) > 0 and Φ̈−(𝑡) < 0;251

• elliptic case: Φ̈+(𝑡) < 0 and Φ̈−(𝑡) > 0.252

where Φ̈𝜀, 𝜀 ∈ {−1, 1} is given by (13) with 𝑢 = 𝜀.253

Denote by 𝑢𝑠(⋅) the singular control of order 2 defined by (9), 𝑧(⋅) = (𝜎𝑠, ⋅), we assume that the regularity con-254

dition {{𝐻𝐺,𝐻𝐹 },𝐻𝐺}(𝑧(𝑡)) ≠ 0 holds. The arc 𝜎𝑠 is hyperbolic if 𝐻𝐹 (𝑧(𝑡)) {{𝐻𝐺,𝐻𝐹 },𝐻𝐺}(𝑧(𝑡)) > 0, elliptic if255

𝐻𝐹 (𝑧(𝑡)) {{𝐻𝐺,𝐻𝐹 },𝐻𝐺}(𝑧(𝑡)) < 0. In the parabolic case, it can be absent or not feasible, that is, |𝑢𝑠(𝑡)| > 1.256

We have the following result.257

Proposition 5. In the neighborhood of 𝑧(𝑡), every extremal projects onto:258

• in the parabolic case: 𝜎+ 𝜎− 𝜎+ or 𝜎− 𝜎+ 𝜎−;259

• in the hyperbolic case: 𝜎± 𝜎𝑠 𝜎±;260

• in the elliptic case, every extremal is bang-bang but the number of switches is not uniformly bounded.261

3.4 Classification of the regular syntheses near the terminal manifold using singularity theory262

This is the main technical tool of this article, we use the techniques to classify generically the time minimal synthesis[5, 17]263

near the terminal manifold. Before introducing the results, we present the following properties.264
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3.4.1 The role of the transversality condition265

Let 𝑥0 ∈ 𝑵 and identify locally 𝑥0 to 0 and 𝑵 to the plane 𝑥1 = 0, which divides the space into two neighborhood 𝑈+ and 𝑈−266

of 0 contained respectively in 𝑥1 > 0 and 𝑥1 < 0. The cones of admissible directions is given by the convex cone 𝐶 generated267

{𝐹 ±𝐺}, which is strict except in the collinear case. The normal to 𝑵 can be taken as 𝑛 = (1, 0,… , 0)𝑇 . Clearly, in the generic268

case, the time minimal policy for small time amounts to maximize the 𝑛 ⋅ 𝑥̇ = 𝑥̇1 among the set of all admissible controls, which269

is precisely the transversality condition. Non generic case occurs when no information is obtained from this condition.270

The problem can be classified into the flat and non flat case. The flat case being when 𝐺 is everywhere tangent to 𝑵 .271

3.4.2 Concepts of regular synthesis272

Take a terminal point 𝑥0 identified to 0 and let 𝑈 be a small open neighborhood of 0. The terminal manifold 𝑵 can be273

locally defined as 𝑵 = 𝑓−1(0), where 𝑓 is a submersion from 𝑈 onto a neighborhood of 0 in ℝ. The set of triples (𝐹 ,𝐺, 𝑓 )274

is endowed with the ℂ∞–Whitney topology and we denote by 𝑗𝑛𝐹 (𝑥0) (resp. 𝑗𝑛𝐺(𝑥0), 𝑗𝑛𝑓 (𝑥0)) the 𝑛-jet of 𝐹 (resp. 𝐺, 𝑓 )275

obtained by taking the Taylor expansion at 𝑥0. We say that the triplet (𝐹 ,𝐺, 𝑓 ) has at 𝑥0 a singularity of codimension 𝑖 if276
(

𝑗𝑛𝐹 (𝑥0), 𝑗𝑛𝐺(𝑥0), 𝑗𝑛𝑓 (𝑥0)
)

∈ Σ𝑖, a semialgebraic submanifold of codimension 𝑖 in the jet space.277

The references [5, 17] classify up to codimension ≤ 2 the local time minimal syntheses in a neighborhood 𝑈 of 𝑵 by278

estimating up to any order the switching and cut loci.279

Actually, the optimal control 𝑢∗ not always define on the whole set 𝑈 since, for some 𝑥 ∈ 𝑈 the target 𝑵 is not accessible.280

This can be shown to be related to the exceptional case. It can also happen that 𝑢∗ is not uniquely defined. The set of such points281

is called the splitting locus and is denoted by 𝐿.282

If 𝑢∗(𝑥) exists and is unique, in the regular case |𝑢∗(𝑥)| = 1 and 𝑈 can be partitioned into 𝑈+ where 𝑢∗(𝑥) = 1 and 𝑈− where283

𝑢∗(𝑥) = −1. In our work, we can compute the subanalytic surface 𝑆 separating 𝑈+ from 𝑈− and its structure of three kinds.284

• Switching surface: closure of the set points where 𝑢∗ is regular but not continuous, denoted by 𝑊# (# ∈ {+,−, 𝑠}) where285

at a switching point the control is taken right-continuous by convention.286

• Cut locus: if 𝜎 is a minimizing curve, it will be defined on an interval [𝑇 , 0], with 𝑇 < 0, integrating backwards from the287

final point on 𝑵 and the cut-locus is the closure of the set of cut points where the trajectory loses its optimality status. It288

is denoted by 𝐶 and contains the splitting locus.289

• Singular locus: it is foliated by optimal singular arcs and denoted by Γ𝑠. Recall that if 𝑢𝑠 ∈ ]−1,+1[ the singular trajectory290

𝜎𝑠 is strictly feasible, if 𝑢𝑠 ∈ {−1,+1} it is saturated.291

To simplify the estimates of the previous strata, one use semi-normal forms for the restricted actions of the feedback group292

related to local diffeomorphisms𝜑 preserving 0 and exchange of 𝑢 into−𝑢, so that one can identified 𝜎+ to 𝜎− in the classification.293

3.4.3 Description of the local syntheses294

Next we present a dictionary of syntheses describing the classification of syntheses up to the codimension one. They are repre-295

sented as 2𝑑–pictures, thanks to the existence in those small codimension case to the 𝐶0-foliations of the syntheses in invariant296

planes. One distinguishes between the flat case (see Figures 9–11) and non flat case (see Figures 4–8).297

A much more complete dictionary can be found in [5, 17], in particular to deal with generic 3𝑑-systems, where more com-298

plicated phenomenon can occur due to non-existence of foliations by 2𝑑–planes. Estimates of the strata are given related to the299

jet spaces of the triples (𝑋, 𝑌 , 𝑓 ) at 𝑥0 = 0. The semi-algebraic sets Σ𝑖 are described and the syntheses can be described using300

Lie algebraic computations only. Applications to our specific problem can be given by gluing such syntheses, see [6].301

3.5 The digital case versus the permanent case302

In the digital case, we divide [0, 𝑇 ] into 0 = 𝑡0 < 𝑡1 < … < 𝑡𝑛 < 𝑇 and on each subinterval [𝑡𝑖, 𝑡𝑖+1] the control is a constant 𝑢𝑖,303

|𝑢𝑖| ≤ 1. The digital aspect is the interpulse constraint 𝑡𝑖+1 − 𝑡𝑖 ≥ 𝐼𝑚 with fixed 𝐼𝑚 ≥ 0. Hence, such control is represented by304

a sequence 𝛿 =
(

𝑢0,… , 𝑢𝑛, 𝑡1,… , 𝑡𝑛
). Assume that 𝛿 is optimal. The set of admissible perturbations 𝛿 =

(

𝑢̄0,… , 𝑢̄𝑛, 𝑡1,… , 𝑡𝑛
)

305

decomposes into:306

• 𝐿∞-admissible perturbations if there exists, for each 𝑖 = 0,… , 𝑛, 𝜀̄ > 0 such that 𝑢𝑖 + 𝜀𝑢̄𝑖 ∈ [−1,+1] for all 0 ≤ 𝜀 ≤ 𝜀̄.307
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𝐶
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FIGURE 4 Non flat case. Generic ordinary switching point.
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𝐶
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FIGURE 5 Non flat case. Generic hyperbolic case.

𝐶

𝑵

𝜎−

𝜎+

FIGURE 6 Non flat case. Generic elliptic case.

• 𝐿1-admissible perturbations 𝑡𝑖 ∈ ℝ of 𝑡𝑖 if there exists 𝜀̄ > 0 such that (𝑡𝑖 + 𝜀𝑡𝑖
)

− 𝑡𝑖−1 ≥ 𝐼𝑚 and 𝑡𝑖+1 −
(

𝑡𝑖 + 𝜀𝑡𝑖
)

≥ 𝐼𝑚 for308

all 0 ≤ 𝜀 ≤ 𝜀̄, for 𝑖 = 1,… , 𝑛 − 1 while for 𝑖 = 𝑛 only (

𝑡𝑛 + 𝜀𝑡𝑛
)

− 𝑡𝑛−1 ≥ 𝐼𝑚 holds.309

Each admissible perturbation provides a tangent solution of the linear differential equation:310

𝑤̇(𝑡) =
(𝜕𝐹
𝜕𝑥

+ 𝑢𝛿
𝜕𝐺
𝜕𝑥

)

(

𝑥𝛿(𝑡)
)

⋅𝑤(𝑡), (14)
where (𝑥𝛿 , 𝑢𝛿) denotes the control trajectory pair on [0, 𝑇 ] given by 𝛿.311

If 𝜑 denotes the Mayer cost to be maximized, from optimality one gets312

𝜑
(

𝑥𝛿(𝑡)
)

− 𝜑
(

𝑥𝛿(𝑡)
)

≥ 0 ,
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𝑊−

𝑵𝜎+
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FIGURE 7 Non flat case. Generic parabolic case.

FIGURE 8 Non flat case. Generic exceptional case.

𝜎−
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𝑵
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𝜎+

𝜎+

𝐶

𝑵
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FIGURE 9 Flat case. Hyperbolic case (left) and elliptic case (right).

for every admissible perturbation. Taking the limit as 𝜀 → 0+, one obtains the condition313

𝜕𝜑
𝜕𝑥

(

𝑥𝛿(𝑇 )
)

⋅𝑤(𝑇 ) ≥ 0.

We introduce the adjoint equation314

𝑝̇(𝑡) = −𝑝(𝑡)
(𝜕𝐹
𝜕𝑥

+ 𝑢𝛿
𝜕𝐺
𝜕𝑥

)

(

𝑥𝛿(𝑡)
)

,

where 𝑝(⋅) is written as a row-vector with terminal condition315

𝑝(𝑇 ) = −
𝜕𝜑
𝜕𝑥

(

𝑥𝛿(𝑇 )
)

.
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𝑊−

𝑵𝜎+
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𝜎+ 𝐶
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FIGURE 10 Flat case. Generic parabolic case

𝑵
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𝜎−

𝜎−

0 0
𝜎−

𝜎+

𝑵

FIGURE 11 Flat case. Generic exceptional case.

Observe that for each solution 𝑤(𝑡) of the variational equation one has 𝑝(𝑡) ⋅𝑤(𝑡) = 0. Moreover, denoting by Φ(⋅, ⋅) the state316

transition matrix associated to the linear system (14), one has317

𝑤(𝑇 ) = Φ(𝑇 , 𝑠)𝑤(𝑠),
𝑝(𝑠) = 𝑝(𝑇 ) Φ(𝑇 , 𝑠)𝑇 .

In particular, for 𝐿∞-perturbations one gets.318

Proposition 6. In the sampled-data case, with fixed interpulses, one gets the necessary optimality condition
𝑡𝑖+1

∫
𝑡𝑖

(

𝑝(𝑠)𝐺(𝑥𝛿(𝑡))
)

𝛿𝑢𝑖 ≤ 0 ,

for each admissible variation 𝛿𝑢𝑖.319

Similarly, one can derive the necessary conditions with free sampling times.320

This leads to the so-called (indirect) Pontryagin type necessary optimality conditions for the sampled-data case. The numerical321

implementation of such condition is difficult and this requires to a more direct treatment.322

3.6 Optimal sampled-data control and model predictive control (MPC) algorithm323

In the optimal sampled-data control frame, the problem leads to consider a finite dimensional problem of the form:324

min
𝛿

𝐽 (𝑥0, 𝛿) ,

where 𝑥0 is the initial condition and 𝛿 =
(

𝑡1,… , 𝑡𝑛, 𝑢0,… , 𝑢𝑛−1
) represents the finite dimensional set of controls associated to325

the choice of time sampling and control amplitudes of each sampling and constraints are given by the interpulses constraints326

𝑡𝑖 − 𝑡𝑖−1 ≥ 𝐼𝑚 and each 𝑢𝑖 ∈ [0, 1].327

The direct approach amounts to apply an optimization algorithm to search for the optimum. In our study, it will be coupled328

with the following MPC approach.329
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MPC algorithm.330

One starts with the initial state 𝑥0 at time 𝑡0 which practically can be estimated by 𝑥̂0. We fix an horizon of length 𝑘 and we331

apply the optimization algorithm over the subset of admissible controls  of ℝ2𝑘. This routine leads to compute the optimization332

sequences333

𝛿∗𝑘 =
(

𝑡∗1,… , 𝑡∗𝑘, 𝑢
∗
0,… , 𝑢∗𝑘−1

)

, 𝑡∗𝑖 − 𝑡∗𝑖−1 ≥ 𝐼𝑚
and we apply to the dynamics (𝑡∗1, 𝑢∗1) to get at time 𝑡∗1 the response 𝑥∗(𝑡∗1). We iterate the construction replacing 𝑡0 by 𝑡∗1 and 𝑥0334

by 𝑥∗(𝑡∗1) (see Fig. 12).335

Initial point 𝑥0
and horizon 𝑘

min𝛿 𝐽 (𝑥0, 𝛿)

𝑥0 ← 𝑥∗(𝑡∗1)
𝑡0 ← 𝑡∗1

FIGURE 12 MPC algorithm with horizon of length 𝑘.

4 COMPUTATIONS AND PRELIMINARY RESULTS ON THE GENERALIZED336

LOTKA–VOLTERRA MODEL337

We start with the control system (4) with either an antibiotic or a probiotic agent. Using dimensionless coordinates, 𝑥𝑖 ←338

𝑥𝑖∕𝑥∗𝑖 , 𝑖 = 1, 2 where 𝑥∗𝑖 are the coordinates of the persistent equilibrium, the persistent equilibrium is normalized to (1, 1) and339

substituting 𝜖 to 𝜌 = (𝜌1, 𝜌2)⊺ according to 𝜌 = −𝐴−1𝜖 leads to the system:340

𝑥̇ = diag 𝑥𝐴 (𝑥 − 𝟏 − 𝑢𝜌)

with 𝟏 = (1, 1)⊺. Therefore the vector fields used in this section resulting from this normalization are :341

𝑋 = diag 𝑥𝐴 (𝑥 − 𝟏) , 𝑌 = −diag 𝑥𝐴𝜌.

4.1 Geometric analysis in the 2𝑑–case342

4.1.1 Equilibria and the collinear set343

The collinear set  is one of the main feedback invariant related to the computations of free equilibria with no treatment 𝑢 = 0344

and forced equilibria with maximal dosing 𝑢 = 1. This set is the one dimensional algebraic variety projection on the state-space345

of the set346

 = {(𝑥, 𝑢) ∈ ℝ2 ×ℝ, ∃𝑢 such that 𝑋(𝑥) + 𝑢 𝑌 (𝑥) = 0}. (15)
Moreover the control 𝑢 has to be feasible : 𝑢 ∈ [0, 1]. This projection is also given by the determinantal variety: det(𝑋(𝑥), 𝑌 (𝑥)) =347

0:348

𝑥1𝑥2 det 𝐴
(

𝜌1(𝑥2 − 1) − 𝜌2(𝑥1 − 1)
)

= 0,
and it consists of the half-line  ∶ 𝑥2 = 1 + 𝜌2∕𝜌1(𝑥1 − 1) in the positive orthant 𝑥1, 𝑥2 ≥ 0. The control along  such that349

𝑋(𝑥) + 𝑢𝑒(𝑥) 𝑌 (𝑥) = 0 is given by 𝑢𝑒(𝑥) = (𝑥1 − 1)∕𝜌1 ∈ [0, 1].350
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At a point 𝑥𝑒 = (𝑥1𝑒, 𝑥2𝑒) ∈  associated to the control 𝑢𝑒, the Jacobian matrix351

𝐽 = 𝜕
𝜕𝑥

(𝑋(𝑥) + 𝑢 𝑌 (𝑥))∣𝑥=𝑥𝑒(𝑥),𝑢=𝑢𝑒(𝑥) (16)
has the two eigenvalues352

(

𝜆 ±
√

𝜆2 + 4 det 𝐴𝜌1𝑥1𝑒(𝜌2(1 − 𝑥1𝑒) − 𝜌1)
)

∕2𝜌1,

where 𝜆 = 𝑎22(𝜌1 − 𝜌2) + 𝑥1𝑒(𝜌1𝑎11 + 𝜌2𝑎22).353

The persistent equilibrium point 𝑥0𝑒 = (1, 1) has eigenvalues354

(𝑎11 + 𝑎22)∕2 ±
√

(𝑎11 + 𝑎22)2 − 4 det 𝐴 ∕2

and the forced equilibrium point 𝑥1𝑒 = (1 + 𝜌1, 1 + 𝜌2) associated to 𝑢𝑒 = 1 has eigenvalues355

((1 + 𝜌1)𝑎11 + (1 + 𝜌2)𝑎22)∕2 ±
√

((1 + 𝜌1)𝑎11 + (1 + 𝜌2)𝑎22)2 − 4(1 + 𝜌1)(1 + 𝜌2) det 𝐴 ∕2.

We obtain the following Proposition:356

Proposition 7. Assume 𝜌1, 𝜌2 > −1 and introduce 𝛼 = 1 + 𝜌1, 𝛽 = 1 + 𝜌2. The forced equilibrium 𝑥1𝑒 is in the positive orthant357

and358

• if det 𝐴 < 0 and 𝑎11 ≠ −𝑎22, 𝛼𝑎11 ≠ −𝛽𝑎22 then 𝑥0𝑒 and 𝑥1𝑒 are saddle points.359

• if det 𝐴 > 0, then 𝑥0𝑒 and 𝑥1𝑒 are either nodes or spiral points. More precisely, if moreover360

– 𝑎11𝑎22 ≥ 2 det 𝐴, then 𝑥0𝑒 and 𝑥1𝑒 are both nodes.361

– 𝑎11 = −𝑎22, then 𝑥0𝑒 is a center. If moreover 𝜌1 = 𝜌2, then 𝑥1𝑒 is a center.362

– 𝑎11𝑎22 ≤ 2 det 𝐴, (𝛼2 + 𝛽2)(1 − 𝑎11𝑎22∕ det 𝐴) − 2𝛼𝛽 < 0, then if 𝑥0𝑒 is a focus, then 𝑥1𝑒 is a focus.363

Proof. The forced equilibrium 𝑥1𝑒 = (𝛼, 𝛽) is in the positive orthant. If det 𝐴 < 0, the statement is clear. If det 𝐴 > 0 and364

𝑎11𝑎22 ≥ 2 det 𝐴 then (𝑎11 + 𝑎22)2 − 4 det 𝐴 ≥ 0 and denoting 𝑚 = min(𝛼, 𝛽), we have:365

(𝛼𝑎11 + 𝛽𝑎22)2 − 4 det 𝐴𝛼𝛽 ≥ 𝑚2(𝑎211 + 𝑎222 + 2𝑎11𝑎22𝛽𝛼∕𝑚2 − 4 det 𝐴𝛽𝛼𝑚2 ≥ 2𝑚2(1 − 𝛽𝛼∕𝑚2)(2 det 𝐴 − 𝑎11𝑎22) ≥ 0,

and 𝑥1𝑒 is a node. The last item follows from366

(𝛼𝑎11 + 𝛽𝑎22)2 − 4 det 𝐴𝛼𝛽 ≤ (𝛼2 + 𝛽2)(𝑥2 + 𝑦2) − 4 det 𝐴𝛼𝛽 ≤ 2 det 𝐴((𝛼2 + 𝛽2)(1 − 𝑎11𝑎22∕ det 𝐴) − 2𝛼𝛽) ≤ 0.

367

4.1.2 Singular locus in the 2𝑑–case368

Singular trajectories are located on the set369

 ∶ det([𝑌 ,𝑋](𝑥), 𝑌 (𝑥)) = 0,
which is given by:370

 ∶ 𝑥1𝑥2 det 𝐴
(

𝜌1𝑥2
(

𝜌1𝑎21 + 𝜌2𝑎22
)

− 𝜌2𝑥1
(

𝜌1𝑎11 + 𝜌2𝑎12
))

,
and corresponds to the half-line 𝑥2 = 𝑥1 𝜌2

(

𝜌1𝑎11 + 𝜌2𝑎12
)

∕
(

𝜌1
(

𝜌1𝑎21 + 𝜌2𝑎22
)) in the positive orthant.371

The intersection of  and  is therefore:372

𝑥𝑠𝑒 =

(

(𝜌1 − 𝜌2)
(

𝜌1𝑎21 + 𝜌2𝑎22
)

𝜌2
(

𝜌1𝑎11 − 𝜌1𝑎21 + 𝜌2𝑎12 − 𝜌2𝑎22
) ,

(𝜌1 − 𝜌2)
(

𝜌1𝑎11 + 𝜌2𝑎12
)

𝜌1
(

𝜌1𝑎11 − 𝜌1𝑎21 + 𝜌2𝑎12 − 𝜌2𝑎22
)

)

. (17)

Now we investigate the existence of a singular control in the optimal policy near the point 𝑥𝑠𝑒. Outside the set , (𝑋, 𝑌 ) is a373

frame and we write374

[𝑌 ,𝑋](𝑥) = 𝛼(𝑥)𝑋(𝑥) + 𝛽(𝑥)𝑌 (𝑥),
where375

𝛼(𝑥) =
det([𝑌 ,𝑋], 𝑌 )(𝑥)
det(𝑋, 𝑌 )(𝑥)

=
𝜌1𝑥2

(

𝜌1𝑎21 + 𝜌2𝑎22
)

− 𝜌2𝑥1
(

𝜌1𝑎11 + 𝜌2𝑎12
)

𝜌1(𝑥2 − 1) − 𝜌2(𝑥1 − 1)
, 𝛽(𝑥) =

det(𝑋, [𝑌 ,𝑋])(𝑥)
det(𝑋, 𝑌 )(𝑥)

.
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Using this decomposition to compute Lie brackets of length 3 we obtain376

[[𝑌 ,𝑋], 𝑌 ] = [𝛼𝑋, 𝑌 ] + [𝛽𝑌 , 𝑌 ] = 𝑋∇𝛼⊺𝑌 + 𝛼[𝑋, 𝑌 ] + 𝑌∇𝛽⊺𝑌 = (−𝛼2 + 𝑌 ⋅ ∇𝛼)𝑋 + (−𝛼𝛽 + 𝑌 ⋅ ∇𝛽)𝑌 (18)
and377

[[𝑌 ,𝑋], 𝑋] = [𝛼𝑋,𝑋] + [𝛽𝑌 ,𝑋] = (𝑋 ⋅ ∇𝛼 + 𝛼𝛽)𝑋 + (𝑋 ⋅ ∇𝛽 + 𝛽2)𝑌 .
Two necessary conditions are (i) the singular control is admissible i.e. 𝑢𝑠 ∈ [0, 1] and (ii) the strong generalized Legendre-378

Clebsch condition is satisfied.379

The singular control denoted 𝑢𝑠 is computed using380

𝑝 ⋅
(

[[𝑌 ,𝑋] , 𝑋] (𝑥) + 𝑢𝑠 [[𝑌 ,𝑋] , 𝑌 ] (𝑥)
)

= 0

and since 𝑝 is also orthogonal to 𝑌 (𝑥) on  , we obtain for 𝑥 ∈  ⧵ {𝑥𝑠𝑒}381

𝑢𝑠 = −
det(𝑌 , [[𝑌 ,𝑋], 𝑋])
det(𝑌 , [[𝑌 ,𝑋], 𝑌 ]])

= −𝑋 ⋅ ∇𝛼
𝑌 ⋅ ∇𝛼

=
𝑥1

(

𝜌1𝑎21 + 𝜌2𝑎12
)

𝜌1
(

𝜌1𝑎21 + 𝜌2𝑎22
) +

−𝑎11 − 𝑎12 + 𝑎21 + 𝑎22
𝜌1𝑎11 − 𝜌1𝑎21 + 𝜌2𝑎12 − 𝜌2𝑎22

and the value of 𝑢𝑠 at 𝑥𝑠𝑒 is382

𝑢𝑠(𝑥𝑠𝑒) =
−𝜌1𝜌2𝑎11 + 𝜌1

(

𝜌1𝑎21 + 𝜌2𝑎22
)

− 𝑎12𝜌22
𝜌1𝜌2

(

𝜌1𝑎11 − 𝜌1𝑎21 + 𝜌2𝑎12 − 𝜌2𝑎22
) .

On  , we have 𝛼 = 0, 𝑝 ⋅ 𝑌 = 0 and from (18) the strong generalized Legendre-Clebsch condition yields383

0 < 𝑝 ⋅ [[𝑌 ,𝑋], 𝑌 ] = 𝑝 ⋅ (𝑌 ⋅ ∇𝛼)𝑋,

which is equivalent to 𝑌 ⋅∇𝛼 > 0 (we oriented 𝑝 such that 𝑝 ⋅𝑋 ≥ 0). Geometrically this means that 𝑌 has to point in the region384

where 𝛼 > 0.385

4.2 Computation in the higher dimensional cases386

4.2.1 Classification of singular trajectories387

In the 𝑁 ≥ 3 dimensional case the classification of singular trajectories is a very rich problem as illustrated by the 3d-case that388

we present next.389

Let (𝑋, 𝑌 ) be a pair of vector fields and we introduce the following determinants :390

• 𝐷𝑋,𝑌 = det(𝑌 , [𝑌 ,𝑋], [[𝑌 ,𝑋], 𝑌 ]),391

• 𝐷′𝑋,𝑌 = det(𝑌 , [𝑌 ,𝑋], [[𝑌 ,𝑋], 𝑋]),392

• 𝐷′′𝑋,𝑌 = det(𝑌 , [𝑌 ,𝑋], 𝑋).393

Proposition 8. The singular trajectories of order 2 are defined by the dynamics:394

𝑥̇ = 𝑋𝑠(𝑥) = 𝑋(𝑥) −
𝐷′(𝑥)
𝐷(𝑥)

𝑌 (𝑥)

on ℝ3.395

Proof. In the 3d-case, the adjoint vector 𝑝 can be eliminated using the relations:396

𝑝 ⋅ 𝑌 (𝑥) = 𝑝 ⋅ [𝑌 ,𝑋](𝑥) = 𝑝 ⋅
(

[[𝑌 ,𝑋] , 𝑋] (𝑥) + 𝑢𝑠 [[𝑌 ,𝑋] , 𝑌 ] (𝑥)
)

,

where 𝑢𝑠 is the singular control. Hence it is given by the feedback: 𝑢𝑠 = −𝐷′(𝑥)
𝐷(𝑥)

.397

Proposition 9. In dimension 3, the feedback group acts as change of coordinates only and 𝜆1 ∶ (𝑋, 𝑌 ) → 𝑋𝑠(𝑥) = 𝑋(𝑥) −398

𝐷′(𝑥)
𝐷(𝑥)

𝑌 (𝑥) is a covariant i.e. the following diagram is commutative:399

(𝑋, 𝑌 ) 𝑋𝑠

(𝑋′, 𝑌 ′) 𝑋′
𝑠

𝜆1

𝐺𝑓 𝐺𝑓↺ .

400
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Proof. Direct computations give us:
𝐷𝜙∗𝑋,𝜙∗𝑌 (𝑥) = det

(

𝜕𝜙
𝜕𝑥

)

𝐷𝑋,𝑌 (𝜙−1(𝑥)), 𝐷′𝜙∗𝑋,𝜙∗𝑌 (𝑥) = det
(

𝜕𝜙
𝜕𝑥

)

𝐷′𝑋,𝑌 (𝜙−1(𝑥)),
𝐷′′𝜙∗𝑋,𝜙∗𝑌 (𝑥) = det

(

𝜕𝜙
𝜕𝑥

)

𝐷′′𝑋,𝑌 (𝜙−1(𝑥)), 𝐷𝑋+𝛼𝑌 ,𝛽𝑌 (𝑥) = 𝛽4𝐷𝑋,𝑌 (𝑥),
𝐷′𝑋+𝛼𝑌 ,𝛽𝑌 (𝑥) = 𝛽3𝐷′𝑋,𝑌 (𝑥), 𝐷′′𝑋+𝛼𝑌 ,𝛽𝑌 (𝑥) = 𝛽2𝐷′′𝑋,𝑌 (𝑥).

401

Hence 𝜆1 is a covariant.402

Moreover we have:403

Corollary 1. The sets 𝐷′′ = 0 , 𝐷𝐷′′ > 0 and 𝐷𝐷′′ < 0, foliated respectively by exceptional, hyperbolic and elliptic singular404

arcs, are invariant for the solutions of 𝑥̇ = 𝑋𝑠(𝑥).405

Proof. We use the relation406

(𝑢 ∧ 𝑣) ⋅𝑤 = det(𝑢, 𝑣,𝑤)
to deduce407

(𝑌 ∧ [𝑌 ,𝑋]) ⋅𝑋 = det(𝑌 , [𝑌 ,𝑋], 𝑋)
(𝑌 ∧ [𝑌 ,𝑋]) ⋅ 𝑌 = det(𝑌 , [𝑌 ,𝑋], 𝑌 )

to classify singular trajectories with the strong generalized Clebsch condition408

(𝑝 ⋅𝑋(𝑥))(𝑝 ⋅ [[𝑌 ,𝑋] , 𝑋] (𝑥)) > 0

with 𝑝 ⋅ 𝑌 (𝑥) = 𝑝 ⋅ [𝑌 ,𝑋] (𝑥) = 0. This gives the determinantal conditions.409

4.2.2 Computations for the GLV–model.410

In the 3–dimensional GLV–model, the expressions of 𝐷,𝐷′, 𝐷′′ in the original coordinates are:411

𝐷(𝑥)∕𝑥1𝑥2𝑥3 =
(

𝜀21𝑥1𝑎21 + 𝜀1
(

𝜀2
(

𝑥2𝑎22 − 𝑥1𝑎11
)

+ 𝜀3𝑥3𝑎23
)

− 𝜀2
(

𝜀2𝑥2𝑎12 + 𝜀3𝑥3𝑎13
))

(

𝜀21𝑥1𝑎31 + 𝜀22𝑥2𝑎32 + 𝜀23𝑥3𝑎33
)

+
(

𝜀21𝑥1𝑎11 + 𝜀22𝑥2𝑎12 + 𝜀23𝑥3𝑎13
) (

𝜀22𝑥2𝑎32 + 𝜀3𝜀2
(

𝑥3𝑎33 − 𝑥2𝑎22
)

− 𝜀23𝑥3𝑎23 + 𝜀1𝑥1
(

𝜀2𝑎31 − 𝜀3𝑎21
) )

−
(

𝜀21𝑥1𝑎21 + 𝜀22𝑥2𝑎22 + 𝜀23𝑥3𝑎23
)

(

𝜀21𝑥1𝑎31 + 𝜀1
(

𝜀2𝑥2𝑎32 + 𝜀3
(

𝑥3𝑎33 − 𝑥1𝑎11
))

− 𝜀3
(

𝜀2𝑥2𝑎12 + 𝜀3𝑥3𝑎13
))

,
412

𝐷′(𝑥)∕𝑥1𝑥2𝑥3 =
(

−𝜀21𝑥1 𝑎21 + 𝜀1
(

𝜀2
(

𝑥1𝑎11 − 𝑥2𝑎22
)

− 𝜀3𝑥3𝑎23
)

+ 𝜀2
(

𝜀2𝑥2𝑎12 + 𝜀3𝑥3𝑎13
))

(

𝜀2𝑥2
(

𝑥1𝑎12𝑎31 − 𝑎32
(

𝑥1𝑎21 + 𝑥3
(

𝑎23 − 𝑎33
)

+ 𝑟2
))

− 𝜀1𝑥1
(

𝑟1𝑎31 + 𝑥3
(

𝑎13 − 𝑎33
)

𝑎31
+ 𝑥2

(

𝑎12𝑎31 − 𝑎21𝑎32
))

+ 𝜀3𝑥3
(

−𝑟3𝑎33 + 𝑥1𝑎31
(

𝑎13 − 𝑎33
)

+ 𝑥2𝑎32
(

𝑎23 − 𝑎33
)) )

+
(

𝜀22
(

−𝑥2
)

𝑎32 + 𝜀3𝜀2
(

𝑥2𝑎22 − 𝑥3𝑎33
)

+ 𝜀23𝑥3𝑎23 + 𝜀1𝑥1
(

𝜀3𝑎21 − 𝜀2𝑎31
))

(

− 𝜀1𝑥1
(

𝑟1𝑎11 + 𝑥2𝑎12
(

𝑎11 − 𝑎21
)

+ 𝑥3𝑎13
(

𝑎11 − 𝑎31
))

+ 𝜀2𝑥2
(

𝑥3𝑎13𝑎32 − 𝑎12
(

𝑥1
(

𝑎21 − 𝑎11
)

+ 𝑥3𝑎23 + 𝑟2
))

− 𝜀3𝑥3
(

𝑎13
(

𝑥1
(

𝑎31 − 𝑎11
)

+ 𝑥2𝑎32 + 𝑟3
)

− 𝑥2𝑎12𝑎23
) )

−
(

𝜀21
(

−𝑥1
)

𝑎31 + 𝜀1
(

𝜀3
(

𝑥1𝑎11 − 𝑥3𝑎33
)

− 𝜀2𝑥2𝑎32
)

+ 𝜀3
(

𝜀2𝑥2𝑎12 + 𝜀3𝑥3𝑎13
))

(

𝜀1𝑥1
(

𝑥3𝑎23𝑎31 − 𝑎21
(

𝑥3𝑎13 + 𝑥2
(

𝑎12 − 𝑎22
)

+ 𝑟1
))

+ 𝜀2𝑥2
(

− 𝑟2𝑎22 + 𝑥1𝑎21
(

𝑎12 − 𝑎22
)

+ 𝑥3𝑎23
(

𝑎32 − 𝑎22
) )

+ 𝜀3𝑥3
(

𝑥1𝑎13𝑎21 − 𝑎23
(

𝑥1𝑎31 + 𝑥2
(

𝑎32 − 𝑎22
)

+ 𝑟3
)) )

,
413

𝐷′′(𝑥)∕𝑥1𝑥2𝑥3 =
(

−𝜀21𝑥1𝑎21 + 𝜀1
(

𝜀2
(

𝑥1𝑎11 − 𝑥2𝑎22
)

− 𝜀3𝑥3𝑎23
)

+ 𝜀2
(

𝜀2𝑥2𝑎12 + 𝜀3𝑥3𝑎13
))

(

𝑥1𝑎31 + 𝑥2𝑎32 + 𝑥3𝑎33 + 𝑟3
)

+
(

− 𝜀22𝑥2𝑎32 + 𝜀3𝜀2
(

𝑥2𝑎22 − 𝑥3𝑎33
)

+ 𝜀23𝑥3𝑎23 + 𝜀1𝑥1
(

𝜀3𝑎21
− 𝜀2𝑎31

)) (

𝑥1𝑎11 + 𝑥2𝑎12 + 𝑥3𝑎13 + 𝑟1
)

+
(

𝜀21𝑥1𝑎31 + 𝜀1
(

𝜀2𝑥2𝑎32 + 𝜀3
(

𝑥3𝑎33 − 𝑥1𝑎11
))

− 𝜀3
(

𝜀2𝑥2𝑎12 + 𝜀3𝑥3𝑎13
) ) (

𝑥1𝑎21 + 𝑥2𝑎22 + 𝑥3𝑎23 + 𝑟2
)

.
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4.3 Numerical methods414

We consider the controlled system 𝑥̇ = 𝑋 + 𝑢 𝑌 , 𝑋 = diag 𝑥𝐴 (𝑥 − 𝟏) , 𝑌 = −diag 𝑥𝐴𝜌. The aim is to reach in minimum time415

an healthy region defined by 𝑵(𝑥) ≤ 0 and the formulation of this class of problems is416

(𝑃 )
min𝑢(⋅) 𝑵(𝑥(𝑇 ))

𝑥̇(𝑡) = 𝑋(𝑥(𝑡)) + 𝑢(𝑡) 𝑌 (𝑥(𝑡)), 𝑢(𝑡) ∈ [0, 1], 𝑎.𝑒. 𝑡 ∈ [0, 𝑇 ]
𝑥(0) = 𝑥0 (given).

We provide numerical results from a standard direct approach via the Bocop software (see https://www.bocop.org/) and an417

intuitive model predictive control method described hereafter.418

Direct method419

It is usually a quite robust method with respect to the initialization, easy to implement but the method does not exploit the420

geometric properties of the problem, which give the structure of the optimal control. The method goes as follows. Discretizing421

the state and the control spaces for (𝑃 ), we obtain a nonlinear finite optimization problems where the derivatives are computed422

using automatic differentiation and the optimization variables are the values of the control at each time step. Then a primal dual423

interior point algorithm is used to solve this optimization problem.424

Model predictive control method425

While the direct method discretizes the problem on the whole interval of time, which may be inefficient, a model predictive426

control (MPC) method solves iteratively finite dimensional optimization problems of smaller sizes i.e. on a reduced time interval.427

In terms of the problem (𝑃 ), we consider an iterative variable 𝑥𝑐 , standing for the current state of the system and initialized to428

𝑥0. We solve iteratively optimal control problems of the form429

(𝑃 ′)
min𝑢1,…,𝑢ℎ∈[0,1] 𝑵(𝑥(𝑡ℎ))

𝑥̇(𝑡) = 𝑋(𝑥(𝑡)) + 𝑢𝑖 𝑌 (𝑥(𝑡)), 𝑡 ∈ [𝑡𝑖, 𝑡𝑖+1], 𝑖 = 0,… , ℎ − 1
𝑥(0) = 𝑥𝑐

where ℎ is the horizon and 0 = 𝑡0 < 𝑡1 < ⋯ < 𝑡ℎ are given fixed times.430

Therefore the main steps of our MPC algorithm are:431

1. Initialization :432

• horizon : 𝑡ℎ,433
434

• Number of controls on [0, 𝑡ℎ] : ℎ,435
436

• outer time step : 𝛿 ≪ 𝑡ℎ,437
438

• current state state 𝑥𝑐 = 𝑥0,439
440

• ℎ optimization variable : 𝑢 = (𝑢1,… , 𝑢ℎ),441
442

• threshold 𝜂 > 0.443

2. Iterations : While 𝑵(𝑥𝑐) > 𝜂444

𝑢 ← min(𝑃 ′)445

𝑥𝑐 ← 𝑥(𝛿; 𝑥𝑐 , 𝑢1) : solution of 𝑥̇(𝑡) = 𝑋(𝑥(𝑡)) + 𝑢1 𝑌 (𝑥(𝑡)) at time 𝑡 = 𝛿 starting at 𝑥𝑐 at time 0.446

This algorithm is implemented in the WOLFRAM LANGUAGE : inside the conditional loop, solutions of (𝑃 ′) are computed447

with the routine FINDMINIMUM based on an interior point method and the point 𝑥(𝛿; 𝑥𝑐 , 𝑢1) is computed with the routine448

NDSOLVEVALUE based on an explicit Runge–Kutta scheme.449

4.3.1 Two dimensional case450

In this case, the geometric computations were presented in Section 4.1. We make further normalization to obtain the following451

geometric picture:452

• the persistent equilibrium located at (1, 1) is a node,453
454

• the collinearity locus  intersects the singular locus  at 𝑥𝑒𝑠 (given by (17)),455
456

• the singular control is admissible at 𝑥𝑒𝑠 and the strong generalized Legendre-Clebsch condition is satisfied in a half–457

neighborhood of 𝑥𝑒𝑠,458
459

https://www.bocop.org/
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FIGURE 13 Geometric picture corresponding to Example 1. (left) The trajectory 𝑥0 = (7∕5, 8∕5) obtained with a direct method
is bang–singular–bang (continuous line) and the MPC trajectory (dashed line) seems to reproduce the singular behavior. (right)
Time evolution of the control for the direct and MPC methods.

• singular trajectories go toward 𝑥𝑒𝑠 for positive times,460
461

• the boundary of the healthy region 𝑵(𝑥) ≤ 0 is the parabola of equation462

ℎ
(

𝑃 .(𝑥 − 𝑥𝑆)
)

= 0, (19)
where ℎ(𝑥1, 𝑥2) = 𝑥2 − 𝑥21, 𝑃 =

(

𝜇 𝜈
−1 𝜈𝜇

)

with 𝜇 = 𝜌2(𝜌1𝑎11+𝜌2𝑎12)
𝜌1(𝜌1𝑎21+𝜌2𝑎22) and 𝜈 ∈ ℝ, 𝑥𝑆 ∈ ℝ2 are parameters precised below.463

We examine two instances of the problem (𝑃 ) by choosing the values of the parameters thanks to Proposition 7.464

Example 1. In this example, 𝐴 =
(

−6 1
−2 −1

)

, 𝜌1 = −4∕5, 𝜌2 = −1∕2 and the persistent equilibrium is an attracting focus. The465

parabola 𝑵 is defined by (19) with 𝜈 = −1∕20 and 𝑥𝑆 is the point  ∩ {𝑥1 = 0.8} and 𝑥0 is chosen so that 𝑵 can be reached466

with bang and singular arcs, see Fig.13. Note that we do not expect the optimal trajectory to cross the collinearity set .467

The direct method gives a bang–singular–bang solution depicted in Fig.13. In the same figure, the model predictive control468

trajectory with an horizon 𝑡ℎ = 1, ℎ = 4 seems to faced with a "singular behavior" as in the permanent case.469

Example 2. We take 𝐴 =
(

−13 18
12 −20

)

, 𝜌1 = −11∕20, 𝜌2 = 7∕10 and the persistent equilibrium is an attracting node.470

(a) in this example, we take 𝑥0 = (3∕2, 1∕5) and 𝑵 is the parabola (19) defined by 𝜈 = 1∕6, 𝑥𝑆 is the point  ∩ {𝑥1 = 0.5}471

translated by (0.1, 0). 𝑵 is accessible from 𝑥0 with bang and singular arcs and we do not expect the collinearity set to play472

any role, see Fig.14 (left). The trajectories for both methods differ significantly from each other: the direct method gives a473

bang–bang–singular–bang solution while the MPC trajectory with ℎ = 4 reaches 𝑵 with a bang arc followed by an arc with474

intermediate control values.475

(b) Here we choose 𝑥0 = (3∕2, 1∕5) and 𝑵 is the parabola (19) defined by 𝜈 = 1∕6, 𝑥𝑆 is the point ∩{𝑥1 = 0.5} translated by476

(−0.1, 0). In this case the optimal trajectory necessarily crosses the collinearity and singular loci, see Fig.14 (right). While477
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FIGURE 14 Geometric picture corresponding to Example b (a) (left) and Example b (b) (right) together with the trajectories
obtained from the direct and MPC methods.

the policy from the direct method has again the bang–bang–singular–bang structure, the MPC method with 𝑡ℎ = 1, ℎ = 4478

does not reach 𝑵 and terminates on the collinearity locus . This is expected since the horizon ℎ of the MPC method is479

intricately related to the local controllability of the system. Below , the system can move in the direction of positive 𝑥1480

(since 𝑋 points in this direction and det(𝑋, 𝑌 ) > 0), while on 𝐶 we need global policy to reach 𝑵 , that is a larger horizon481

has to be chosen otherwise the system stays on a forced equilibrium.482

4.3.2 Three dimensional case and the May and Leonard model483

Uncontrolled dynamics484

We begin by recalling the qualitative properties of the May and Leonard example (see also [22] and Appendix B):485

𝑥̇ = diag 𝑥 (𝟏 − 𝐴𝑥), (20)

where 𝑥 = (𝑥1, 𝑥2, 𝑥3)⊺, 𝟏 = (1, 1, 1)⊺ and 𝐴 =
⎛

⎜

⎜

⎝

1 𝛼 𝛽
𝛽 1 𝛼
𝛼 𝛽 1

⎞

⎟

⎟

⎠

, 𝛼 > 0, 𝛽 > 0.486

Contrary to the two dimensional case where the Poincaré-Bendixon applies, the analysis of the long term dynamics for three487

dimensional systems is intricate. Yet, one striking properties is the existence of a unique two dimensional Lipschitz manifold,488

called carrying simplex, containing all limit sets of (20) in the competitive case.489

In the case where 𝛼 + 𝛽 > 2 and 𝛼 < 1, the interior equilibrium 𝑥𝑒𝑠 = 𝜅 𝟏, 𝜅 = 1∕(1 + 𝛼 + 𝛽) is unstable and the trajectories490

are getting closer and closer the three lines {𝑥1 + 𝑥2 + 𝑥3 = 1} ∩ {𝑥𝑖 = 0}, 𝑖 = 1, 2, 3, see Fig.15. Biologically speaking this491

means that a limit cycle among the three species can be produced.492

Stratification of the terminal manifold493

The plane  ∶ 𝑥 + 𝑦 + 𝑧 = 3𝜅 is the tangent plane of the carrying simplex at 𝑥𝑒𝑠. Write494

𝑃 =
⎛

⎜

⎜

⎝

1 −1 1
0 2 1
−1 −1 1

⎞

⎟

⎟

⎠
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FIGURE 15 Trajectories of the May and Leonard system (20) which become recurrently closer to the orange dashed triangle.

and consider the boundary 𝑵 = 0 of the healthy region as the paraboloid with vertex 𝑥𝑒𝑠 and such as  is the tangent plane of495

𝑵 at 𝑥𝑒𝑠. More precisely, the equation of 𝑵 is 𝑔(𝑃 (𝑥 − 𝑥𝑒𝑠)) = 0, where 𝑔 is the paraboloïd : 𝑔(𝑥) ∶= 𝑥3 − 𝑥22 − 𝑥21.496

Our objective here is to determine the local optimal policy to reach 𝑵 in minimum time.497

An extremal 𝑧(.) = (𝑥(.), 𝑝(.)) arriving at time 𝑡 = 0 at 𝑥(0) ∈ 𝑵 is associated to the adjoint vector 𝑝(0) = ∇𝑔(𝑃 (𝑥 −498

𝑥𝑒𝑠))∣𝑥=𝑥(0). We consider the case 𝑥𝑒𝑠 ∈ Σ1 ∩Σ2, fulfilled when 𝜀1 = −𝜀2 − 𝜀3 and this forces 𝑥𝑒𝑠 ∈ 0 ∩ 1, where Σ1,Σ2, 0, 1499

are the strata:500

0 ∶= 𝑵 ∩ {𝑝(0) ⋅ 𝐹 (𝑥) = 0}
= 𝑵 ∩

{

3𝑠2
(

𝛼2 + 𝛼(2𝛽 − 3) + (𝛽 − 3)𝛽 − 1
)

+𝑤2 (𝛼2 + 𝛼(2𝛽 − 7) + (𝛽 − 7)𝛽 + 1
)

+ 6𝑠𝑤(𝛼 − 𝛽) + 𝑜(|(𝑤, 𝑠)|2) = 0
}

1 ∶= 𝑵 ∩ {𝑝(0) ⋅ (𝐹 (𝑥) + 𝐺(𝑥)) = 0}
= 𝑵 ∩

{

𝜀2(3𝑠(𝛼 + 𝛽) −𝑤(𝛼 + 𝛽 − 2)) − 2𝜀3𝑤(𝛼 + 𝛽 − 2) + 𝑜(|(𝑤, 𝑠)|) = 0
}

Σ1 ∶= 𝑵 ∩ {𝑝(0) ⋅ 𝐺(𝑥) = 0}

= 𝑵 ∩
{

𝜀2

(

𝑠
(

𝛼 + 𝛽
𝛼 + 𝛽 + 1

− 1
3
𝑤(3𝑤 + 4)

)

+𝑤
(

1
𝛼 + 𝛽 + 1

+𝑤2 +𝑤 − 1
3

)

− 𝑠3 + 𝑠2(𝑤 − 1)
)

+ 2
3
𝜀3𝑤

(

3
𝛼 + 𝛽 + 1

+ 𝑠(3𝑠 − 4) + 3𝑤2 − 1
)

= 0
}

Σ2 ∶= 𝑵 ∩ {𝑝(0) ⋅ [𝐺, 𝐹 ](𝑥) = 0}

= 𝑵 ∩
{

𝜀2
(

𝑤
(

𝛼2 − 𝛼(𝛽 + 7) − 𝛽(2𝛽 + 1)
)

+ 3𝑠(𝛼(𝛼 + 𝛽 + 3) + 3𝛽 + 1) +𝑤
)

+ 𝜀3((𝛼 + 𝛽)(3𝑠(𝛼 − 𝛽) −𝑤(𝛼 + 𝛽 + 8)) + 2𝑤) + 𝑜(|(𝑤, 𝑠)|2) = 0
}

and 𝑥𝑒𝑠 is an isolated point in 0. Moreover, since 𝑝(0) ⋅ 𝐺(𝑥𝑒𝑠) = 𝑝(0) ⋅ [𝐺, 𝐹 ] (𝑥𝑒𝑠) = 𝑝(0) ⋅ [[𝐺, 𝐹 ] , 𝐹 ] (𝑥𝑒𝑠) = 0 and501

𝑝(0) ⋅ [[𝐺, 𝐹 ] , 𝐺] (𝑥𝑒𝑠) = 2
(

𝜀22 + 𝜀3𝜀2 + 𝜀23
)

∕(𝛼 + 𝛽 + 1) > 0, 𝑥𝑒𝑠 is a singular point of the singular dynamics.502

For 𝑥(0) ∈ 𝑵 ⧵ Σ1, a simple rule to determine the bang control 𝑢(0) ∈ {0, 1} reaching 𝑵 is given by the relative position of503

𝐹 and 𝐹 + 𝐺 with respect to 𝑵 :504

(i) if 𝑝(0) ⋅𝐹 (𝑥(0)) and 𝑝(0) ⋅ (𝐹 +𝐺)(𝑥(0)) have the same sign then 𝑢(0) = (1 + sign 𝑝(0) ⋅ 𝐺(𝑥(0))) ∕2 (see Fig. 17 (right)),505
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FIGURE 16 Stratification of the terminal manifold 𝑵 . The wavy white region corresponds to the case where 𝑝(0) ⋅ 𝐹 (𝑥(0))
and 𝑝(0) ⋅ (𝐹 + 𝐺)(𝑥(0)) have opposite signs. In the other region the value of the control reaching a point 𝑥(0) ∈ 𝑵 ⧵ Σ1 is
𝑢(0) = (1 + sign 𝑝(0) ⋅ 𝐺(𝑥(0))) ∕2.

FIGURE 17 Control policy at an ordinary point. (left) Case (i). (right) Case (ii).

(ii) if 𝑝(0) ⋅ 𝐹 (𝑥(0)) and 𝑝(0) ⋅ (𝐹 + 𝐺)(𝑥(0)) have opposite signs then there is only one 𝑢 ∈ {0, 1} that reaches 𝑵 (see Fig.506

17 (left)).507

The situation 𝑥(0) ∈ Σ1 ⧵ Σ2 may occur and in this case, the transversality condition yields 𝑢(0) =508

(1 + sign 𝑝(0) ⋅ [𝐺, 𝐹 ](𝑥(0))) ∕2. Figure 16 summarizes the stratification and details the time minimal control reaching 𝑵 for509

the parameters 𝛼 = 0.5, 𝛽 = 2, 𝜀1 = 0, 𝜀2 = −1.510

For higher codimensional cases the local time optimal policy can also be determined using the dictionary of syntheses pre-511

sented in Section 3.4 and the method described in [17]. In our example, the case 𝑥(0) = 𝑥𝑒𝑠 highlights such higher codimensional512

case and was analyzed in [7].513

Direct and Model predictive control methods514

The previous paragraph was devoted to determine local optimal policies – near the terminal surface 𝑵 . To compute global time515

optimal policies, we run both direct and MPC methods for the May and Leonard model with the following parameters : 𝛼 = 0.5,516

𝛽 = 2, 𝜀1 = 0, 𝜀2 = −1, 𝜀3 = 1, 𝑥0 = (0.2, 0.25, 0.35) and the terminal surface is the paraboloïd 𝑵 introduced in the previous517

paragraph.518
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FIGURE 18 Time evolution of the states trajectories (left) and controls (right) for both direct (continuous lines) and MPC
(dashed lines) methods reaching in minimum time the paraboloïd 𝑵 for the May and Leonard system. The direct solution has
bang-singular-bang structure while the MPC policy is "bang-singular".

The direct methods exhibits a 𝜎−𝜎𝑠𝜎+ structure for the computed trajectory defined on [0, 11.46]. The MPC method computes519

a trajectory defined on [0, 12.05], which behaves like a 𝜎+𝜎𝑠 arc, see Figure 18. Parameters used for this simulations are: ℎ = 3,520

𝑡ℎ = 0.75, 𝛿 = 0.05 (outer time step) and 𝜂 = 10−8 (stopping criterion).521

CONCLUSION522

In this article we have presented mainly the techniques from geometric control theory to analyze reduction of the infection of523

a gut microbiote by a pathogenic agent using a controlled Lotka–Volterra model in dimension 𝑁 = 11, which can admit up to524

211 = 2048 interacting equilibria.525

In the optimal control context the problem can be analyzed combining indirect or direct schemes in the permanent or526

sampled–data control frame both aspects are complementary. They were applied to the 2𝑑–case but can be generalized to the527

𝑁–dimensional case, the limit being the computational complexity.528

The problem illustrates the role of two feedback invariants, which are the collinearity and the singular loci to determine the529

optimal solution.530

In the 2𝑑–case, each locus is a straight-line but in higher dimension the problem boils down to analyze the singular locus,531

which is foliated by singular trajectories and captures the nonlinearity of the model in the optimal control frame. Such a study532

has to be made in parallel with the geometry of the free dynamics introduced by Lotka–Volterra to model different interactions533

of the species defining cooperative or non cooperative interactions.534

Hence a challenge in the control problem is to extend the study from the 2𝑑 to the 3𝑑 case. This leads to classify the singular535

dynamics and compute optimal solutions, combining geometric study with direct and indirect numerical methods. In this context536

the innovation of this article is to set the Lie algebraic frame in relation with robustness of the computations with respect to537

model uncertainties. A first step in this direction are the preliminary computations in the May–Leonard model.538

In this article we restrict mainly to a single antibiotic or probiotic treatment. However the sampled-data control frame allows539

to treat a medical protocol combining different treatments with a dynamics described by:540

d𝑥
d𝑡

= 𝑋(𝑥(𝑡)) +
∑

antibiotic,
probiotic

𝑢𝑖(𝑡) 𝑌𝑖(𝑥(𝑡)) +
∑

transplantation,
bactericide

𝑢′𝑖(𝑡) 𝑌
′
𝑖 (𝑥(𝑡)).

Additionally, it leads to compute the control as a closed loop control.541
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APPENDIX543

A A RECAP OF ACCESSIBILITY RESULTS COMING FROM GEOMETRIC CONTROL544

Definition 9. We shall denote by 𝑀 a 𝐶𝜔-manifold of dimension 𝑁 connected and second countable which can be identified545

to ℝ𝑁 and 𝑉 (𝑀) is the set of 𝐶𝜔-vector field on 𝑀 . If 𝐹 ,𝐺 ∈ 𝑉 (𝑀), the Lie bracket is computed with the convention546

[𝐹 ,𝐺] (𝑥) = 𝜕𝐹
𝜕𝑥

(𝑥)𝐺(𝑥) − 𝜕𝐺
𝜕𝑥

(𝑥)𝐹 (𝑥) .

If 𝐹 ∈ 𝑉 (𝑀), we denote by 𝑥(𝑡, 𝑥0) the maximal solution on 𝐽 of the Cauchy problem: d𝑥
d𝑡

= 𝐹 (𝑥), 𝑥(0) = 𝑥0. We denote by547

{exp 𝑡𝐹 ; 𝑡 ∈ 𝐽} the (pseudo) one parameter group defined by (exp 𝑡𝐹 ) (𝑥0) = 𝑥(𝑡, 𝑥0). Consider a control system of the form548

d𝑥
d𝑡

= 𝐹 (𝑥, 𝑢), where 𝑢 ∈  and  denotes the set of admissible controls which consists into the set of measurable mappings549

valued in the fixed control domain 𝑈 . Taking 𝑢 ∈ 𝐿∞ [0, 𝑇 ], the fixed time extremity mapping is the map550

𝐸𝑥0,𝑇 ∶ 𝑢 ∈  → 𝑥(𝑇 , 𝑥0, 𝑢) ,

where we assume that the response is defined on the whole [0, 𝑇 ] and the extremity mapping is the map551

𝐸𝑥0 ∶ 𝑢 ∈  → 𝑥(⋅, 𝑥0, 𝑢) .

In our accessibility study we can restrict to the set of piecewise constant mappings valued in 𝑈 . Hence this leads to introduce552

the polysystem 𝐷 = {𝐹 (𝑥, 𝑢) ; 𝑢 ∈ 𝑈}. We denote by 𝑆(𝐷) the pseudo-semigroup generated by {exp 𝑡𝐹 ; 𝐹 ∈ 𝐷 , 𝑡 > 0} and553

𝐺(𝐷) the pseudogroup generated by 𝑆(𝐷).554

Taking 𝑥0, 𝑥1 we say that 𝑥1 is accessible to 𝑥0 in time 𝑇 if there exists 𝑡1,… , 𝑡𝑘 > 0 such that 𝑥1 = 𝜑
(

𝑡1,… , 𝑡𝑘
)

=555
(

exp 𝑡𝑘𝐹𝑘◦… ◦ exp 𝑡1𝐹1
)

(𝑥0), 𝑡𝑖 > 0, 𝑡1 + 𝑡2 +…+ 𝑡𝑘 = 𝑇 and 𝑥1 is normally accessible to 𝑥0 in time 𝑇 if additionally 𝜑 is a556

submersion. We denote by 𝐴+(𝑥0, 𝑇 ) the set of accessible points in time 𝑇 and 𝐴+(𝑥0) = ∪𝑇>0𝐴+(𝑥0, 𝑇 ) the accessibility set.557

Reversing time, one can define similarly the sets 𝐴−(𝑥0, 𝑇 ), 𝐴−(𝑥0) of points which can be steered to 𝑥0. The polysystem 𝐷 is558

controllable in time 𝑇 if for each 𝑥0, 𝐴+(𝑥0, 𝑇 ) = 𝑀 and controllable if, for each 𝑥0, 𝐴+(𝑥0) = 𝑀 .559

One has the following lemma.560

Lemma 2. 𝐴+(𝑥0) = 𝑆(𝐷)(𝑥0) (orbits of the pseudo-semigroup 𝑆(𝐷)) and the system is controllable if 𝑆(𝐷) acts transitively561

on 𝑀 .562

Definition 10. The polysystem 𝐷 is called weakly controllable if for each 𝑥0, 𝐺(𝐷)(𝑥0) = 𝑀 .563

This leads to the Chow-Rashevskii theorem that we formulate next.564

Proposition 10. Let 𝐹 ,𝐺 ∈ 𝑉 (𝑀) and 𝜑 ∈ diff(𝑀). Denote 𝜑 ∗ 𝐹 the image of 𝐹 defined by 𝜑 ∗ 𝐹 ∶= d𝜑
(

𝐹◦𝜑−1). We565

have:566

1. The one parameter pseudo-group of 𝐺 = 𝜑 ∗ 𝐹 is given by567

exp 𝑡𝐺 = 𝜑◦ exp 𝑡𝐹◦𝜑−1 .

2. 𝜑 ∗ [𝐹 ,𝐺] = [𝜑 ∗ 𝐹 , 𝜑 ∗ 𝐺] .568

3. The Baker-Campbell-Hausdorff formula is:569

exp 𝑠𝐹◦ exp 𝑡𝐺 = exp 𝜉 (𝐹 ,𝐺)

where 𝜉 (𝐹 ,𝐺) belongs to the Lie algebra generated by {𝐹 ,𝐺} with:570

𝜉 (𝐹 ,𝐺) = 𝑠𝐹 + 𝑡𝐺 + 𝑠 𝑡
2
[𝐹 ,𝐺] + 𝑠 𝑡2

12
[[𝐹 ,𝐺] , 𝐺] − 𝑠2 𝑡

12
[[𝐹 ,𝐺] , 𝐹 ] − 𝑠2𝑡2

24
[𝐹 , [𝐺, [𝐹 ,𝐺]]] +… ,

the series being converging for 𝑠, 𝑡 small enough.571
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4. Denote by ad𝐹 ⋅ 𝐺 = [𝐹 ,𝐺] and 𝜑𝑡 = exp 𝑡𝐹 we have the ad-formulae
𝜑𝑡 ∗ 𝐺 =

∑

𝑘≥0

𝑡𝑘

𝑘!
ad𝑘𝐹 (𝐺)

and the series is converging for 𝑡 small enough.572

Given two vector fields, an important computational problem is introduced next.573

Definition 11. Let 𝐷 = {𝐹 } be a polysystem. We denote by 𝐷𝐿.𝐴. the Lie algebra generated by 𝐷 computed recursively using574

iterated Lie brackets:575

𝐷1 = span𝐷 , 𝐷2 = span {𝐷1 + [𝐷1, 𝐷1]} … , 𝐷𝑘 = span{𝐷𝑘−1 +
[

𝐷1, 𝐷𝑘−1
]

} ,

and576

𝐷𝐿.𝐴. = ∪𝑘≥1𝐷𝑘 .
If 𝑥 ∈ 𝑀 , we introduce the following sequences of integers: 𝑛𝑘(𝑥) = dim 𝐷𝑘(𝑥). Let the derived Lie algebra given by577
[

𝐷𝐿.𝐴., 𝐷𝐿.𝐴.
] and denote 𝐷0

𝐿.𝐴. the Lie algebra:578

{ 𝑝
∑

𝑖=1
𝜆𝑖𝐹

𝑖 + 𝐺 ; 𝑝 ∈ ℕ , 𝜆𝑖 ∈ ℝ ,
𝑝
∑

𝑖=1
𝜆𝑖 = 0 , 𝐹 𝑖 ∈ 𝐷 ,𝐺 ∈

[

𝐷𝐿.𝐴., 𝐷𝐿.𝐴.
]

}

.

Definition 12. Given two vectors fields 𝐹 , 𝐺, a Hall basis is a minimal set of generators of the free Lie algebra generated by 𝐹579

and 𝐺. Let 𝑥 ∈ 𝑀 , a frame of minimal lengths is a set of iterated Lie brackets with full rank equals to dim𝑀 at 𝑥 and where580

the sum of length of the iterated generators is minimal.581

In particular, the following results are useful in our computations.582

Lemma 3. Denote in short by 𝐹 𝐺 the Lie bracket [𝐹 ,𝐺]. If 𝐷 = {𝐹 ,𝐺} every Lie bracket of lengths smaller than 5 can be583

computed with the following 14Lie products:𝐹 ,𝐺,𝐹 𝐺,𝐹 2 𝐺,𝐹 𝐺2,𝐹 3 𝐺,𝐹 2 𝐺2,𝐹 𝐺3,𝐹 4 𝐺,𝐹 3 𝐺2,𝐹 4 𝐺,𝐹 3 𝐺2,𝐹 2 𝐺𝐹 𝐺,584

𝐹 𝐺𝐹 𝐺2, 𝐹 2 𝐺3, 𝐹 𝐺4.585

Application 1. Using log-coordinates one can compute, up to length 5, iterated Lie brackets of the polysystem586

𝐷 = {𝐹 , 𝐺}

with 𝐹 = 𝐴𝑒𝑦 + 𝑟, 𝐺 =
(

𝜀1,… , 𝜀𝑁
)𝑇 .587

Theorem 2 (Chow-Rashevskii). Let 𝐷 be a 𝐶𝜔-polysystem on 𝑀 . Assume that for each 𝑥 ∈ 𝑀 , dim 𝐷𝐿.𝐴.(𝑥) = dim 𝑀 . Then588

we have, for each 𝑥 ∈ 𝑀 :589

𝐺(𝐷)(𝑥) = 𝐺
(

𝐷𝐿.𝐴.(𝑥)
)

= 𝑀 .

Proof. The semi-constructive proof is to use Baker-Campbell-Hausdorff formula to construct a frame of iterated Lie brackets590

𝐹1,… , 𝐹𝑛 such that 𝜑 (

𝑡1,… , 𝑡𝑛
)

=
(

exp 𝑡1𝐹1
)

◦…
(

exp 𝑡𝑛𝐹𝑛
)

(𝑥) is a local diffeomorphism at 0.591

In particular, this gives controllability result for a symmetric polysystem 𝐷, that is if 𝐹 ∈ 𝐷, −𝐹 ∈ 𝐷. But the following592

weaker result is true [25] and we present Krener’s proof.593

Proposition 11. Let 𝐷 be a polysystem such that dim𝐷𝐿.𝐴.(𝑥) = dim 𝑀 for each 𝑥 ∈ 𝑀 . Then for every neighborhood 𝑉 of594

𝑥, there exists a non empty open set 𝑈 contained in 𝑉 ∩ 𝐴+(𝑥) (or 𝐴−(𝑥)).595

Proof. Let 𝑥 ∈ 𝑀 , if dim𝑀 ≥ 1, then there exists 𝐹1 ∈ 𝐷 such that 𝐹1(𝑥) ≠ 0. Consider the integral curve596

𝛼1 ∶ 𝑡 →
(

exp 𝑡 𝐹1
)

(𝑥) .

If dim 𝑀 ≥ 2, then there exists in every neighborhood 𝑉 of 𝑥, a point 𝑦 ∈ 𝑀 such that 𝑦 = exp 𝑡1𝐹1, 𝑡1 > 0, and a vector field597

𝐹2 ∈ 𝐷 such that 𝐹1 and 𝐹2 are not collinear at 𝑦. Consider the mapping598

𝛼2 ∶
(

𝑡1, 𝑡2
)

→
(

exp 𝑡2𝐹2
)

◦
(

exp 𝑡1𝐹1
)

(𝑥) .

If dim 𝑀 ≥ 3, one can iterate the construction at a point of the image for 𝑡1, 𝑡2 > 0.599
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In Chow-Rashevskii’s theorem, the semi-group action is extended to the group action, which amounts to use non-feasible600

controls for each leg exp 𝑡𝑖𝐹𝑖 if 𝑡𝑖 < 0, 𝑖 = 1,… , 𝑁 . But a simple approach to obtain controllability is to replace each of such601

leg joining 𝑥 to 𝑦 by a leg of the form exp 𝑡′𝑖𝐹
′
𝑖 , with 𝑡′𝑖 > 0.602

This leads to the following.603

Definition 13. Let 𝐹 ∈ 𝑉 (𝑀). The point 𝑥0 ∈ 𝑀 is said Poisson stable if for every 𝑇 > 0 and every neighborhood 𝑉 of 𝑥0604

there exist 𝑡1, 𝑡2 ≥ 𝑇 such that exp 𝑡1𝐹 (𝑥0) ∈ 𝑉 and exp −𝑡2𝐹 (𝑥0) ∈ 𝑉 . The vector field 𝐹 is called Poisson stable if the set of605

Poisson stable points is dense in 𝑀 .606

Proposition 12. Let 𝐷 be a polysystem and assume the following:607

1. for every 𝑥 ∈ 𝑀 , 𝑟𝑎𝑛𝑘𝐷𝐿.𝐴.(𝑥) = dim 𝑀 ;608

2. every vector field 𝐹 ∈ 𝐷 is Poisson stable.609

Then the system is controllable.610

Outline of the proof. See [20] for the details. Taking 𝑥, 𝑦 ∈ 𝑀 , using Chow-Rashevskii’s theorem one can write:611

𝑦 = exp 𝑡𝑘𝐹𝑘◦… ◦ exp 𝑡1𝐹1(𝑥),

where 𝑡1,… , 𝑡𝑘 are positive or negative.612

In the previous sequence, each element of the form exp 𝑠𝐹 with 𝑠 < 0 can be nearby replaced by an arc exp 𝑠′𝐹 , 𝑠′ > 0613

using the Poisson stability property of 𝐹 . The proof follows using Proposition 11.614

Next we present another approach to the accessibility problem [13], which can be applied to polynomic systems due to the615

work of [15].616

Definition 14. Let 𝐷, 𝐷′ be polysystems satisfying the 𝑟𝑎𝑛𝑘 condition dim 𝐷𝐿.𝐴.(𝑥) = dim 𝐷′
𝐿.𝐴.(𝑥) = dim 𝑀 ,∀𝑥. They are617

called equivalent if, for every 𝑥 ∈ 𝑀 , 𝑆(𝐷)(𝑥) = 𝑆(𝐷′)(𝑥). The union of all polysystems 𝐷′ equivalent to 𝐷 is called the618

saturated of 𝐷 and is denoted by sat𝐷.619

Next, we present the set of operations to compute the saturated of 𝐷.620

Proposition 13. Let 𝐷 be a polysystem. Then:621

1. If 𝐹 , 𝐺 ∈ 𝐷, then the convex cone generated by 𝐹 and 𝐺 belongs to 𝑠𝑎𝑡𝐷;622

2. Let 𝐹 ∈ 𝐷 and assume that 𝐹 is Poisson stable, then −𝐹 ∈ sat𝐷;623

3. If ±𝐹 , ±𝐺 ∈ 𝐷, then ± [𝐹 ,𝐺] ∈ sat𝐷;624

4. The normalizer 𝑁(𝐷) is the set of diffeomorphisms 𝜑 on 𝑀 such that, for every 𝑥 ∈ 𝑀 , 𝜑(𝑥) and 𝜑−1(𝑥) belongs to625

𝑆(𝐷)(𝑥). One has:626

(a) If 𝜑 ∈ 𝑁(𝐷) and 𝐹 ∈ 𝐷 then 𝜑 ∗ 𝐹 ∈ sat𝐷;627

(b) If ±𝐹 ∈ 𝐷 and 𝐺 ∈ 𝐷 then for 𝜑𝜆 = exp 𝜆𝐹 ∈ sat𝐷, we have 𝜑𝜆 ∗ 𝐺 ∈ sat𝐷, for every 𝜆.628

Remark 3. Remarks on the properties of Proposition 13:629

• Property 2. comes from Proposition 12;630

• Property 3. is a reformulation of Theorem 2;631

• the concept of normalizer introduced in Property 4. is an important tool in the construction of sat𝐷, in particular in632

relation with the 𝑎𝑑-formula of Proposition 10.633

Application 2. Accessibility properties of the pair 𝐷 = {𝐹 ,𝐺}, 𝐹 = 𝐴𝑒𝑦 + 𝑟, 𝐺 =
(

𝜀1,… , 𝜀𝑁
)𝑇 can be analyzed using the634

previous techniques in relation with the analysis of the controlled GLV-equation. Nevertheless, a negative controllability result635

is the following.636
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Proposition 14. Consider on ℝ2∖{0} the pair of linear vectors fields {𝐴1𝑥,𝐴2𝑥} and assume that 𝐴1, 𝐴2 are hyperbolic, that637

is, 𝐴𝑖 ∼
(

𝜆1 0
0 𝜆2

)

, 𝜆1𝜆2 < 0. Then accessibility can be characterized by the intertwining of the stable and unstable directions.638

Proof. Let 𝑎 > 0 and 𝑎′ < 0 denote the eigenvalues of 𝐴 and 𝑏 > 0 and 𝑏′ < 0 the eigenvalues of 𝐵. Clearly dim{𝐴𝑥,𝐵𝑥}𝐿.𝐴. =639

ℝ2 ⧵ {0} if and only if 𝐴 and 𝐵 have no common eigenvalues.640

Let 𝑀1 denote one intersection of the eigenspace of 𝑎 with the unit circle and, using the positive orientation starting from641

𝑀1, denote 𝑀2, 𝑀3, 𝑀4 the first intersection with the unit circle of the eigenspaces associated respectively to 𝑎′, 𝑏 and 𝑏′.642

Then the only controllable polysystems {𝐴𝑥,𝐵𝑥} on ℝ2 ⧵ {0} are associated to (𝑀1,𝑀2,𝑀3,𝑀4) or (𝑀1,𝑀4,𝑀3,𝑀2). This643

is clear since controllable pairs are such that for every 𝑥 ∈ ℝ2 ⧵ {0} there exists a periodic path surrounding 0 of the form:644

exp 𝑡1𝑋1◦… ◦ exp 𝑡𝑘𝑋𝑘(𝑥), with 𝑡𝑖 > 0 and 𝑋𝑖 in the polysystem {𝐴𝑥,𝐵𝑥}.645

Corollary 2. Let the polysystem {𝐴𝑥,𝐵𝑥 + 𝑏}, where 𝐴 and 𝐵 are hyperbolic and 𝑏 is non zero. Then it is controllable on ℝ2
646

if {𝐴𝑥,𝐵𝑥} is controllable on ℝ2 ⧵ {0}.647

B COMPETITIVE LOTKA VOLTERRA SYSTEMS648

In this appendix we use the reference [2].649

Definition 15. A competitive Lotka-Volterra system between 𝑛-species is given by650

d𝑥𝑖
𝑑𝑡

= 𝑥𝑖(𝑟𝑖 −
∑

𝑗=1,…,𝑛
𝑎𝑖𝑗𝑥𝑗),

where 𝑎𝑖𝑗 > 0, 𝑟𝑖 > 0. We restrict the solutions to the non-negative cone 𝐶 = ℝ𝑛
+. The origin 𝑂 is a repeller.651

A special case of interest is the assymetric May-Leonard system which takes the form652

d𝑥1
𝑑𝑡

= 𝑥1(1 − 𝑥1 − 𝑎12𝑥2 − 𝑎13𝑥3),

d𝑥2
𝑑𝑡

= 𝑥2(1 − 𝑥2 − 𝑎21𝑥1 − 𝑎23𝑥3),

d𝑥3
𝑑𝑡

= 𝑥3(1 − 𝑥3 − 𝑎31𝑥1 − 𝑎32𝑥2)

The cone 𝐶 contains an unique two-dimensional, compact invariant Lipschitz manifold called the carrying simplex denoted653

Σ which corresponds to the boundary of the basin of repulsion of the origin and attract every orbits except the origin. More654

generally the dynamics in the carrying simplex can be studied. The interior equilibrium 𝐸 can be normalized to (1, 1, 1) taking655

the normalization 𝑟 =
∑

𝑗 𝑎𝑖𝑗 . See [10] for the details of the dynamics, in particular for the number of limit cycles in the carrying656

simplex, in relation with the 16th Hilbert problem.657

C MODEL PARAMETERS658

The following tables give the parameters for the CDI model presented in [24].659
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Genera (sorted by susceptibility) Growth (𝜌𝑖) Susceptibilities (𝜀𝑖)
Barnesiella 0.36807 -3.2926
undefined genus of Lachnospiraceae 0.31023 -3.0354
unclassified Lachnospiraceae 0.3561 -2.0909
Other 0.54006 -1.9395
Blautia 0.70898 -1.3491
undefined genus of unclassified Mollicutes 0.47064 -1.1018
Akkermansia 0.2297 -0.92446
Coprobacillus 0.83005 -0.79401
Clostridium difficile 0.39181 -0.31272
Enterococcus 0.29075 1.0671
undefined genus of Enterobacteriaceae 0.32367 3.7009

Bar. Und. Lac. Uncl. Lac. Other Bla. Und. Mol. Akk. Cop. Und. En. Ent. C. diff.
Bar. -0.205 0.098 0.167 -0.164 -0.143 0.019 -0.515 -0.391 -0.268 0.008 0.346
Und. Lac. 0.062 -0.104 -0.043 -0.154 -0.187 0.027 -0.459 -0.413 -0.196 0.022 0.301
Uncl. Lac. 0.143 -0.192 -0.101 -0.139 -0.165 0.013 -0.504 -0.772 -0.206 -0.006 0.292
Other 0.224 0.138 0.000 -0.831 -0.223 0.220 -0.205 -1.009 -0.400 -0.039 0.666
Bla. -0.180 -0.051 0.000 -0.054 -0.708 0.016 -0.507 0.553 0.106 0.224 0.157
Und. Mol. -0.111 -0.037 -0.042 0.041 0.261 -0.422 -0.185 -0.432 -0.264 -0.061 0.164
Akk. -0.126 -0.185 -0.122 0.380 0.400 -0.160 -1.212 1.389 -0.096 0.191 -0.379
Cop. -0.071 0.000 0.080 -0.454 -0.503 0.169 -0.562 -4.350 -0.207 -0.223 0.443
Und. Ent. -0.374 0.278 0.248 -0.168 0.084 0.033 -0.232 -0.395 -0.384 -0.038 0.314
Ent. -0.042 -0.013 0.024 -0.117 -0.328 0.020 0.054 -2.096 0.023 -0.192 0.111
C. diff. -0.037 -0.033 -0.049 -0.090 -0.102 0.032 -0.181 -0.303 -0.007 0.014 -0.055

TABLE C1 (top) Growth rates 𝜌𝑖 and susceptibilities 𝜀𝑖 of each microbial population 𝑖 of the CDI model. (bottom) Interactions
between pairwise microbial populations of the CDI model. These values are excerpted from the supplementary material of [24].
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