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Highlights

Robust Nonlinear Control of a Power Flow Controller for Meshed DC Grids

Tanguy Simon, Jean-François Trégouët, Xuefang Lin-Shi, Hervé Morel

� Robustness to high parametric variations is necessary
for power flow controllers.

� This new control law is robust to any relevant grid
parameters

� The tuning of the control law is simple and intuitive.

� Formal proofs of stability are given based on Singular
Perturbations theory.

� Experimental results validate the approach.
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Abstract

The studied power flow controller is an electronic device capable of controlling the power flows at a node in a meshed
low voltage DC grid. It is made of m buck-boost converters connected in parallel on their high voltage-side to a reservoir
capacitor. This paper proposes a nonlinear control method achieving robust regulation of the power in each line and of
the reservoir voltage inside the converter. This control law only requires measurements of local currents and voltages,
and the knowledge of the maximum possible resistance of the grid, whereas prior control laws required the full knowledge
of some nominal parameters. Proofs of stability are given for every possible uncertain parameters of the studied grid
model whereas prior control laws were only valid at nominal parameters and their neighbourhood. The performance
of this control method is asserted through a tenth-scale experimental set-up. Stochastic simulations are conducted to
estimate the basin of attraction.

Keywords: Power flow controller, Microgrid, Meshed DC grid, Singular perturbations, Robust control

1. Introduction

Microgrids are small-scale electric networks made of dis-
tributed generation units, loads and a control system, and
are either connected to a main utility grid or islanded from
it. By their local scale and their flexibility, microgrids are
a key enabler of Renewable/Citizen Energy Communities
(R/CECs), detailed in (Caramizaru and Uihlein, 2020).
Generally designed to ease the integration of distributed
renewable energy generators, microgrids can play an im-
portant role in the transition to a greener grid, as some of
the intermittency can be coped with locally (adaptation
of the demand to the local production, local storage). See
(Hatziargyriou, 2014) for more details on microgrids.

The use of DC instead of AC brings various advan-
tages such as removing the problem of reactive power and
limiting the number of power converters when many DC
loads and generation units are used (Anand and Fernan-
des, 2010). In particular, it has been shown that – de-
pending on the utilization, structure, and layout of the
buildings and the efficiency of the main Voltage Source
Converter – the transition to DC could improve the envi-
ronmental impact of microgrids (Kockel et al., 2022).

The meshed structure in microgrids improves its re-
siliency, flexibility and is the natural structure when loads
and renewable generators are randomly distributed, see
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(Mackay et al., 2015), (Simon et al., 2021b) and the re-
cent surveys (Fotopoulou et al., 2021; Mackay et al., 2017;
Prakash et al., 2016).

The Power Flow Controllers (PFC)1 are also called Cur-
rent Flow Controllers (Balasubramaniam et al., 2019), Dy-
namic Energy Routers (Ramirez et al., 2014) or Smart
Nodes (Zafeiratou et al., 2018). They are necessary power
electronic devices in the context of meshed grids to man-
age the distribution of the power between the multiple
paths and prevent the overloading of some lines. They
can also be useful to manage power exchanges between
microgrids (Vuyyuru et al., 2019). This can be done with
series-connected converters, which insert a small voltage in
series with the line (Balasubramaniam et al., 2019; Pur-
gat et al., 2017) or with shunt-connected converters which
modify the power flow by controlling the line voltage, and
which are mainly designed for low voltage grids (Jovcic and
Ooi, 2010; Natori et al., 2018). Although series-connected
PFCs are generally more efficient than shunt-connected
ones (Natori et al., 2017), the latter are capable of filling
in other essential functions such as DC circuit breaking
and line voltage regulation. They are therefore a more
versatile module for the control of renewable-based micro-
grids.

This paper is focused on the control of a multi-terminal
shunt-connected DC PFC placed at a node of the grid,
as drawn in Fig. 1. The architecture of the converter is
presented in Fig. 2 . The work presented in this paper lies
at the lowest (primary) control level: It is assumed that

1Note that Power Flow Controller refers to a physical device and
not a control law.
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Figure 1: The PFC at an m-terminal node in the grid

the power references to be tracked are given by a higher
(secondary) level controller such as the ones discussed in
(Nasirian et al., 2015; Casavola et al., 2017; Cucuzzella
et al., 2019). For these papers and power flow studies such
as (Benedito et al., 2019; Jeeninga et al., 2020), the PFC
can be seen as a controllable power router, adding a degree
of freedom in distributed or centralised control schemes.

The control of shunt-connected DC PFCs has been ad-
dressed in a few papers. Among them, recall a multi-
terminal PFC (Takahashi et al., 2015) improved in (Na-
tori et al., 2018), a similar three-branch PFC in (Ramirez
et al., 2014) and a PFC made of two separate Split-PI con-
verters (Barara et al., 2017). The main shortcomings of
(Takahashi et al., 2015; Natori et al., 2018; Barara et al.,
2017) are the absence of dynamic model, proof of stability
and proof of robustness. No direct control of the power is
achieved, and the control laws are applied to two-terminal
devices, which do not constitute a node. Each converter
connected to a grid should be able to function with min-
imal non-local information to reduce the need for heavy
communication infrastructures and the vulnerability to
loss of information and cyber-attacks. In (Takahashi et al.,
2015), the control law is a constant ratio determined by
a look-up table, based on the knowledge of the voltage at
the end of the line, an uncertain parameter in practice. In
(Natori et al., 2018), a PI controller is used to regulate the
current instead of the power, whose reference is again com-
puted using the voltage at the end of the line. Moreover,
the reservoir voltage, which is the voltage on a capacitor
inside the converter, is not controlled and can drift outside
the physical boundaries. The experiments are conducted
by imposing this voltage using an auxiliary power supply.
In (Ramirez et al., 2014), different control strategies are
proposed: a PI controller and an approximated feedback
linearisation controller. These strategies are based on cur-
rent control, with a current reference computed by divid-
ing the power reference by the line voltage. This voltage
is a state of the system and evolves on the same timescale
as the current. As detailed further in Sec. 4, this implies
that the method used to compute the gains does not ensure
the stability of the equilibrium. Moreover, no asymptotic
convergence to the objectives is observed with both con-
trollers. Eventually, in (Barara et al., 2017), the authors
propose a current-limited voltage controller using the RST
technique with hysteresis switching. The reservoir voltage
is properly controlled but direct power flow control is not
achieved.

This article continues a series of studies on the regula-
tion of an m-terminal low voltage DC PFC drawn in Fig.2

(Simon et al., 2021b; Lin-Shi et al., 2021; Simon et al.,
2021a). As explained in (Simon et al., 2021b), the system
formed by the PFC and the microgrid can be modelled
using a bilinear state-space model with uncertain param-
eters and a second-order polynomial output. While many
papers dealing with stabilisation problems for bilinear sys-
tems can be found in the literature (see for instance, (Gut-
man, 1981; Longchamp, 1980; Tarbouriech et al., 2009)),
very few addressed the more general problem of output
regulation, e.g., (Grasselli et al., 1979), and more recently
(Cisneros et al., 2015; Tang et al., 2006). Moreover, all of
them focus on systems having a pure linear output and are
therefore not directly applicable to the problem explained
above. After the addition of integrators on the output
error for steady-state accuracy, the augmented system be-
comes polynomial with uncertain coefficients. Since the
aim is to prove the stability of such a system on a large
parametric set, no systematic method exists.

The Forwarding method (Astolfi and Praly, 2017; Zitte
et al., 2020), can be applied to nonlinear systems with
nonlinear outputs with some local robustness properties.
It has been applied to the PFC problem in (Simon et al.,
2021a), yielding interesting results. The main concern
of our paper is to improve the theoretical results of (Si-
mon et al., 2021a) through a new control method designed
specifically for the PFC problem. First, in (Simon et al.,
2021b,a), the proofs of stability are given for a nominal
vector of parameters and nominal references. Although it
is proven in (Simon et al., 2021a) that sufficiently small
disturbances of those parameters or references would not
destabilise the system, it is unclear whether or not these
control laws would be suitable for the high uncertainty
of a microgrid. In (Lin-Shi et al., 2021), the uncertainty
of the grid is not taken into account directly, and strong
hypotheses are taken to simplify the design. Second, the
previous control laws rely on the measurement of at least
the current and the voltage in each line in addition to a
reservoir voltage inside the controller. Third, the tuning
of those laws is not straightforward since it involves pole
placement or the choice of gain matrices. Eventually, since
these control laws are only valid for a nominal set-point
and its neighbourhood, a question is left in the design:
Which is the best ”nominal set-point” around which the
control law can be designed to achieve the best robustness?

In regard to these limitations, the proposed method
achieves the following contributions: 1) Proofs of stability
are given for all possible parameters and references describ-
ing the microgrid. 2) The necessary measurements are re-
duced to the current in each line in addition to the reservoir
voltage inside the converter instead of a full state feedback.
This improves the implementability of the control law and
means that a simple 3-phase inverter can be re-purposed
to create a 3-terminal PFC by adding an LC filter on each
phase. 3) Only three gains need to be tuned, and their
tuning is intuitive. 4) The control law only requires the
knowledge of the maximum resistance in the grid for its
tuning, and is valid for every possible set-point. There is
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Table 1: Nomenclature

Electrical
CR Reserv. cap. vR Reserv. volt. (on CR)
L Filter induct. ik, ik Filter current (in L)
C Filter cap. vk, vk Line voltage (on C)
LGk Grid induct. iGk, iGk Grid current
RGk Grid resist. VGk Grid voltage
Pk Power in line k d Duty cycle vector

State-space
zk Power Integrator θ Parameter vector
ζ, ζ Voltage integrator r Reference vector
x Slow state vector (θ, r) Set-point vector
η Fast state vector ψk Slow state

Sets
Θ Possible param. E(θ, r) Controlled equi. points
R Possible ref. S Admiss. set-points

Indexes and exponents
bold Absolute coord. r Reference
slim Error coord. ⋆ Equilibrium

no need to choose which ”nominal set-point” would be the
best.

The paper is organised as follows: In Sec. 2, the con-
verter topology is presented, its dynamic model is given
along with the conditions for the existence of solutions. In
Sec. 3, the proposed control law is given in the main theo-
rem, and its proof follows. In Sec. 4, the proposed control
law is compared to the relevant published literature. The
experimental results are presented in Sec. 5 along with
stochastic simulations, and the conclusion is written in
Sec. 6. The technical proofs of lemmas and propositions
are postponed to the appendix.
Notation. The operator “diag {}” builds a diagonal ma-
trix from entries of the input vector argument. “Im(·)”
builds the linear space spanned by its input vectors. Given
a vector a ∈ Rn, the notation ak refers to the k-th element
of a, with 1 being the index of the first element. The null
matrix of size m×n is denoted by 0m×n while 0m denotes
column vectors. Dimensions are omitted when obvious
from the context. Note J1,mK as every integer between 1
and m included, i.e. J1,mK = {1, . . . ,m}. Given a set S,
card(S) denotes its cardinality. A summary of the nota-
tion used is shown in Table 1 to aid the reader.

2. Problem Statement and Modelling

2.1. Converter topology

The chosen topology for the PFC to function as a smart-
node as shown in Fig. 1 is given in Fig. 2, where the in-
teger m refers to the number of branches. This number
should be greater than one for it to properly operate (at
least one power input and one power output), and greater
than two to have a node. The device is made of m buck-
boost converters connected in parallel on their high-side

to a reservoir capacitor CR, which acts as a small energy
buffer between the branches. Each line is connected to
the positive and negative terminals of a branch (+(k) and
−(k)).
Note the following fact.

Fact 1. The reservoir voltage is always strictly positive:
vR(t) > 0 ∀t ≥ 0. △
Indeed, in any relevant operating conditions, as long as

the microgrid is turned on, at least one of the line voltages
vk is strictly positive. If vR < maxk(vk), the anti-parallel
diode of the corresponding upper IGBT opens, and a cur-
rent flows through it, charging CR until vR ≈ maxk(vk).
This is a rapid phenomenon independent of the control law
driving the IGBTs.

2.2. Specifications and Control Objectives
The PFC modifies the power flow in the grid by slightly

changing the line voltage at each terminal. The grid con-
text adds a strong constraint: These line voltages should
be maintained within a tolerance of ±∆v around the nom-
inal voltage vn > 0. In this paper, only steady-state volt-
age constraints are considered, i.e. v(t) might escape from
vn ±∆v during transient but must asymptotically reach
a constant value within this interval.

Assumption 1. The steady-state maximum required
voltage deviation satisfies ∆v < 1

3v
n⇔ ∆v

vn < 1
3 . △

Typically, the required tolerance does not exceed
∆v/vn = 10%, so that the previous assumption is veri-
fied in any relevant practical situation (IEEE-SA, 2009).
In other words, the required assumption is less demanding
than the tolerances required by the power grid application.

The objective of the PFC is to control the electric power
flowing through each of its terminals. For any stationary
steady-state, the voltage vR is kept constant. Therefore,
its energy is also constant, which implies that the sum
of steady-state powers Pk is zero. As a consequence, if
P1, . . . ,Pm−1 and vR are maintained at a constant refer-
ence, then the last power Pm will naturally converge to
the overall power balance and is therefore not included in
the control objectives.

In Fig. 3 the k−th branch of the PFC is drawn on the
left, while the right side of the dashed line is an equiva-
lent circuit model of the rest of the grid as seen by this
branch. In this paper, PWM switching of each branch is
assumed, and the converter is controlled through the duty
cycles (ratios) dk, which take values in [0, 1]. Note that
the average voltage at the middle point of the half-bridge
is vRdk. It follows that for a given middle point voltage,
the lower vR is, the higher the duty cycles will be, with a
risk of saturation of dk at the upper bound. The reservoir
voltage should therefore be maintained at a sufficiently
high reference. The references to be tracked are therefore
contained in the set R ⊆ Rm, defined as follows:

R :=
{
r = (Pr

1, . . . ,P
r
m−1,vR

r) ∈ Rm : vR
r > vn+∆v

}
.

(1)
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These references are considered given by a higher level
algorithm, and their tracking should be achieved despite
the high variability of the grid.

2.3. Modelling

In Fig. 3, the grid parameters (LGk, RGk and VGk) for
each line are considered unknown from the PFC’s view-
point. The dynamical model forGridk in Fig. 3 will there-
fore be uncertain. The filter current vector is denoted by
i, the line voltage vector by v and the grid current vec-
tor by iG. Refer to Tab. 1 for the nomenclature. The
dynamic model of the system can be found using the elec-
trical laws for the current and voltage in inductors and
capacitors, respectively, while assuming ideal components
and switches (see (Simon et al., 2021b)). The signals are
averaged over a switching period and the input vector
d = [d1, . . . ,dm]⊺ ∈ Rm is made of the duty ratios. The
state-space model then writes:

d
dtvR = 1

CR

m∑
k=1

ikdk, (2a)

d
dt ik = 1

L (vk − vRdk), (2b)
d
dtvk = 1

C (iGk − ik), (2c)
d
dt iGk = 1

LGk
(VGk − vk −RGkiGk), (2d)

Pk = ikvRdk, (2e)

for k ∈ J1,mK.
The uncertain model parameters are gathered in the vec-

tor θ ∈ R3m. Let Θ ⊂ R3m be the non-empty set of possi-
ble parameters that are compatible with the physics of the
system and the constraints of the application. It is defined
as

Θ :=
{
θ ∈ R3m : LGk > 0, R ≤ RGk ≤ R̄,

0 ≤ VGk ≤ vn +∆v), (k ∈ J1,mK)
}
. (3)

These constraints are justified as follows: LGk, RGk repre-
sent physical properties (inductance and resistance) which
are always strictly positive, hence R > 0. The bounds
on RGk must be chosen to appropriately represent possi-
ble loads and lines on the grid (See Sec. 5 for numerical
values). It is considered that, should the PFC be turned
off, the line voltage does not naturally become negative or
surpass its maximum vn +∆v, hence the bounds on VGk.
Values below vn − ∆v are considered to allow for grid
models behaving in steady-state as pure resistive loads.

2.4. Problem formulation

Before defining the precise control problem tackled in
this paper, it is necessary to define the conditions under
which it will be feasible.

As stated before, the line voltage vk should be contained
in ]vn −∆v,vn +∆v[. In regard to these constraints, not

all the equilibrium points (v⋆
R, i

⋆,v⋆, i⋆G,d
⋆) ∈ R4m+1 will

be acceptable.
Define the set E(θ, r) as the set of appropriate controlled

equilibrium points.

E(θ, r) :=
{
(v⋆

R, i
⋆,v⋆, i⋆G,d

⋆) : (2a) to (2d) = 0,

vn −∆v < v⋆
k < vn +∆v, (k ∈ J1,mK)

P⋆
k = Pr

k, (k ∈ J1,m− 1K),v⋆
R = vR

r
}
. (4)

The set S gathers the parameters and references such that
there exists a controlled equilibrium point, i.e.

S :=
{
(θ, r) ∈ Θ×R : card

(
E(θ, r)

)
> 0
}
. (5)

As stated in the following lemma, this set can be defined
more explicitly. Its proof can be found in Appendix A.

Lemma 1. The set S reads

S =
{
(θ, r) ∈ Θ×R : Πk(θ, r) > 0,

vn−∆v < 1
2

(
VGk +

√
Πk(θ, r)

)
< vn+∆v, (k ∈ J1,mK)

}
,

with

Πk(θ, r) := V 2
Gk − 4RGkP

r
k, (6)

Pr
m := −

m−1∑
k=1

Pr
k. (7)

Furthermore, for any (θ, r) ∈ S, card
(
E(θ, r)

)
= 1.

The set S gathers all the set-points for which the sta-
bility should be proven.

Remark. It is assumed that the references in r are given
by a higher level algorithm, such as the microgrid super-
visor. These references are supposed to be appropriately
computed, i.e. such that (θ, r) ∈ S. ⌟

The control problem can now be formulated:

Problem 1. Find mappings α and β such that for any
parameters θ and references r such that (θ, r) ∈ S, the
resulting trajectories of system (2) in closed-loop with the
regulator

σ̇ = α(σ,vR, i,v, iG), (8)

d = β(σ,vR, i,v, iG) (9)

are bounded forward in time and limt→+∞ y(t) = r, with
y := (P1, . . . ,Pm−1,vR). •

3. Main Results

The main result of this paper is given by the following
theorem:
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Figure 2: The chosen topology for the PFC, made of m buck-boost converters connected to a single reservoir capacitor CR.
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Figure 3: Detail of the k-th branch of the PFC (left) and the proposed
grid model as seen by this terminal (right)

Theorem 1. For any kiv > 0, kp ≥ 0, δ such that 0 <
δ < vn − 3∆v and kiP > mkiv/l(δ), with

l(δ) =
δ

R̄+ kp
, (10)

there exists ε̄ > 0 such that for all 0 < ε < ε̄, the control
law

żk = εkiP (Pk −Pr
k), (k ∈ J1,m− 1K), (11a)

ζ̇ = εkiv(ν(vR)− ν(vR
r)), (11b)

dk = 1
vR

(kpik + zk + ζ) , (k ∈ J1,m− 1K), (11c)

dm = 1
vR

(
kpim + ζ + ν(vR)− ν(vR

r)−
m−1∑
k=1

zk

)
,

(11d)

where ν : R → R reads

ν(vR) = 1
2εkiPCRvR

2, (12)

solves Problem 1.

Remark. Under Assumption 1, vn − 3∆v > 0 holds, so
that the interval in which δ is to be selected is non empty.

⌟

Remark (Interpretation of the proposed control law).
Looking at (2b), it becomes apparent that the change of
input variable dk 7→ uk := vRdk (therefore, the choice of
dk = 1

vR
uk) makes the dynamics of ik linear. This also

decouples the LC filter and grid models whose states are
ηk := [ik,vk, iGk]

⊺ from the dynamics of vR.

The control law is designed in such a way that the
dynamics of ηk are fast compared to those of the inte-
grators and reservoir voltage. The separation into the
two timescales is performed by accelerating the dynam-
ics of ηk by adding a state-feedback uk = Kηk + . . . ,
where K = [kp, 0, 0], and by slowing down the dynamics
of z1,...,m−1, ζ,vR using the gain ε.

The term ν(vR) is the energy in the reservoir capacitor
multiplied by εkiP . Since its time-derivative is the sum
of powers, it closely resembles the dynamics of the power
integrators (11a), facilitating the proofs while achieving
the exact regulation of vR since ζ̇ = 0 is equivalent to
vR = vR

r under Fact 1. ⌟

Remark. Prob. 1 is a general formulation in which the
control law is a full state feedback (on vR, i,v and iG).
However, the proposed control law, given in Thm. 1 by
(11) only depends on the measurements of vR and i, both
of which can be acquired locally through classical voltage
and current sensors ⌟

This section (Subsections 3.1 through 3.5) is dedicated
to the proof of the theorem.

3.1. Existence of a closed-loop equilibrium point

Lemma 2. Select any (θ, r) ∈ S and consider the PFC
model (2) in closed-loop with the control law (11). For
this autonomous system, there exists a unique equilibrium
(z⋆1, . . . , z

⋆
m−1, ζ

⋆,v⋆
R, i

⋆,v⋆, i⋆G) satisfying

v := vn −∆v < v⋆
k < vn +∆v =: v̄, (k ∈ J1,mK).

5



This equilibrium reads:

z⋆k = v⋆
k − kpi

⋆
k − ζ⋆, (k ∈ J1,m− 1K), (13a)

ζ⋆ = 1
m

m∑
k=1

(v⋆
k − kpi

⋆
k), (13b)

v⋆
R = vR

r, (13c)

i⋆k = i⋆Gk = 1
RGk

(VGk − v⋆
k), (k ∈ J1,mK), (13d)

v⋆
k = 1

2

(
VGk +

√
Πk(θ, r)

)
, (k ∈ J1,mK). (13e)

Furthermore, at this equilibrium, the reference is achieved,
i.e. not only (13c) but also P⋆

k = Pr
k, (k ∈ J1,m−1K) hold.

The proof can be found in Appendix B. Note that by
definition of Θ, RGk ̸= 0, and by Lemma 1, Πk(θ, r) > 0.

Before the stability of this point can be addressed, a
change of state variables is performed.

3.2. Change of variables

Consider the change of state variables

T : R4m+1 → R4m+1

(z1, . . . , zm−1, ζ,vR, i,v, iG) 7→ (ψ1, . . . , ψm, ζ, η1, . . . , ηm),

parametrised by the equilibrium given in Lem. 2, and de-
fined by

ψk := zk − z⋆k + ζ − ζ⋆, (k ∈ J1,m− 1K), (14a)

ψm := ζ − ζ⋆ + ν(vR)− ν(vR
r)−

m−1∑
k=1

(zk − z⋆k), (14b)

ζ := ζ − ζ⋆, (14c)

ηk := [ik,vk, iGk]
⊺ − [i⋆k,v

⋆
k, i

⋆
Gk]

⊺, (k ∈ J1,mK). (14d)

where ν is defined in (12). In the sequel, the elements of
ηk are denoted [ik, vk, iGk]

⊺. Let X be the subset of R4m+1

where the argument of T is such that vR > 0.

Lemma 3. The restriction of the map T to X is a diffeo-
morphism, and the PFC model (2) in closed-loop with the
control law (11) can be written in the new coordinates as
follows:

ẋ(t) =εf
(
x(t), η(t)

)
, (15a)

η̇(t) =g
(
x(t), η(t)

)
, (15b)

where

x := [ψ1, . . . , ψm, ζ]
⊺, η := [η⊺1 , . . . , η

⊺
m]⊺, (16)

f(x, η) =



kiP
(
(i1 + i⋆1)(kpi1 + ψ1) + i1v

⋆
1

)
+kiv(−mζ +

∑m
k=1 ψk)

...

kiP
(
(im + i⋆m)(kpim + ψm) + imv⋆

m

)
+kiv(−mζ +

∑m
k=1 ψk)

kiv(−mζ +
∑m

k=1 ψk)


,

(17)

g(x, η) =


A1(θ)η1 +Bψ1

...

Am(θ)ηm +Bψm

 , B =

−1
L
0
0

 , (18)

Ak(θ) =

−kp

L
1
L 0

−1
C 0 1

C

0 −1
LGk

−RGk

LGk

 , (k ∈ J1,mK). (19)

Proof. See Appendix C.

The system is now separated into a nonlinear subsystem
(15a) and m independent linear subsystems whose states
are ηk, governed by (15b). Note that the origin of (15)
is an equilibrium, so that this change of variable is also a
shift to error coordinates.

The stability of the origin of (15) is analysed along
the Singular Perturbations method, well explained in
(K.Khalil, 2002, p424); (15a) being the slow subsystem
and (15b) being the fast one.

3.3. Stability of the fast dynamics

Take the system (15) and assume that ε = 0, hence that
x is constant. The system then reduces to (15b) with x
acting as a constant parameter, i.e.

η̇(t) = g
(
x, η(t)

)
. (20)

Proposition 1 (Fast dynamics). For any (θ, r) ∈ S and
any given constant x, the system (20) admits a glob-
ally exponentially stable equilibrium point η = h(x) =
[h⊺1(x), . . . , h

⊺
m(x)]⊺, defined as

hk(x) :=

[ −1

RGk + kp
,

RGk

RGk + kp
,

−1

RGk + kp

]⊺
ψk. (21)

Proof. see Appendix D.

3.4. Stability of the slow dynamics

Consider the change of time-variable ts = εt. The sys-
tem (15) can be written in slow timescale:

d
dts
x(ts) =f

(
x(ts), η(ts)

)
, (22a)

ε d
dts
η(ts) =g

(
x(ts), η(ts)

)
. (22b)

Assume that ε = 0. This is equivalent to saying that
η has already converged to its quasi-steady-state. This
vector can then be replaced by h(x), leading to the reduced
system:

d
dts
x(ts) = f

(
x(ts), h(x(ts))

)
. (23)
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Proposition 2 (Slow dynamics). Select kiv, δ and kiP as
in Thm. 1. Pick any (θ, r) ∈ S. Then, the origin of system
(23) is locally exponentially stable. Moreover, given

λ :=
R̄+ kp
R̄

(2v − v̄ − δ) , (24)

the set

D :=
{
x ∈ Rm+1 : mζ2 +

m∑
k=1

ψ2
k < λ2

}
(25)

is included in the basin of attraction.

Proof. see Appendix E

Remark. Note that since R̄ > 0, kp ≥ 0 and δ < vn −
3∆v = 2v − v̄, it follows that λ > 0. ⌟

It has been proven that the slow and fast dynamics were
stable in the case of an infinite timescale separation. The
following subsection gives a proof of the stability of the
whole system (slow and fast dynamics together) for non-
infinite timescale separations.

3.5. Stability of the whole dynamics

Suppose now that ε > 0. Given any r, ρ ∈ R>0, define
Br := {x ∈ Rm+1 : ∥x∥ < r} and Bρ(x) := {η ∈ R3m :
∥η−h(x)∥ < ρ, (x ∈ Br)}. From the standard singular per-
turbations model (22), the following points can be verified
for all (θ, r) ∈ S:

� f(0,0) = 0 and g(0,0) = 0.

� From Prop. 1, the equation g(x, η) = 0 has a unique
root η = h(x), and h(0) = 0 for all x ∈ Br.

� For all x ∈ Br and η ∈ Bρ, the functions f , g, h and
their partial derivatives up to the second order are
bounded because they are polynomials.

� The origin of the reduced system d
dts
x = f(x, h(x)) is

exponentially stable, according to Proposition 2.

� According to Proposition 1, the system η̇ = g(x, η)
has a globally exponentially stable equilibrium point
h(x), uniformly in x. Then, the Boundary-Layer sys-
tem can be written by selecting the change of coordi-
nates η̃ = η − h(x), which gives ˙̃η = g(x, η̃ + h(x)),
whose origin is globally exponentially stable, uni-
formly in x.

Then, according to (K.Khalil, 2002, Thm. 11.4 p.456),
there exists a ε̄ > 0 such that for all 0 < ε < ε̄, the origin
of (22) (and, equivalently, (15)) is exponentially stable.
Since T is a diffeomorphism on the domain of interest

X according to Lem. 3, the properties of stability can be
propagated to the system in the original coordinates (2)
in closed-loop with the control law (11). This concludes
the proof of Theorem 1.

4. Comparison with prior studies

A new control law has been proposed though Thm. 1. In
this section, a detailed comparison is given to the relevant
published literature.

4.1. About (Ramirez et al., 2014)

This paper focuses on a two-terminal PFC, to which
an additional branch (third multiport) has been added to
compensate for the power losses inside the converter. Two
control strategies have been proposed: a PI controller and
a feedback linearisation controller. For the PI controller,
current references are computed using the line voltages via
irk(t) = Pr

k/vk(t), (k ∈ {1, 2, 3}) where Pr
2(t) = −Pr

1(t)

and Pr
3(t) =

∑3
k=1 i

2
k(t)rLk is an estimation of the con-

verter losses (rLk is the series resistance of the filter in-
ductors). The duty cycles are then given by

dk(t) = −Kp

(
ik(t)− irk(t)

)
−Ki

∫ t

0

(
ik(τ)− irk(τ)

)
dτ.

The controller gains are computed using standard linear
control techniques based on the linearisation of the system
around an operation point. This approach is local, and
the obtained stability certificate does not apply when the
time dependency of the references irk comes from that of
the other state vk. This last comment is even more critical
when vk (hence the reference irk) and the regulated current
evolve with similar dynamics, which is the case here (see
Fig. 6 (b)&(c)). The second control law uses the same
current references, but the duty cycles are computed via
an approximate feedback linearisation:

dk(t) =
1

vR(t)

[
vk(t)− rLkik(t)− Lk

dirk
dt

(t)
]

+
γk

vR(t)
Lk

(
ik(t)− irk(t)

)
,

where Lk are the filter inductors and γk are tuning gains.
This latter technique suffers from measurement noise due
to the derivative term, and requires a differentiation filter
for which no proof is given. It is said in the paper that
this control strategy leads to exponentially converging dy-
namics, but only the dynamics of the current are analysed
separately, this is not proven for the reservoir voltage. In
both of these strategies, steady-state errors remain on the
power objectives. The idea of estimating the converter
losses instead of including a feedback loop on the reser-
voir voltage measurement is fragile in essence because not
all losses can be modelled, and would necessarily lead to
a drift in the reservoir voltage. To overcome this limi-
tation, a proposition has been made in the last part of
the paper involving an outer PI loop on the tracking er-
ror of the reservoir voltage. Another proposition involved
the addition of a branch connected to a battery and fully
dedicated to the control of the reservoir voltage. Both of
these suggestions are heuristic. The first one is said to
bring marginal improvements, while the second achieves
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a better performance, at the cost of an extra converter
branch. These methods seem generalisable to more than
two terminals, although this claim should be tested. They
both require 2m+ 1 measurements.

4.2. About (Natori et al., 2018)

This paper focuses on a two-terminal PFC. It aims to
improve a previous study (Takahashi et al., 2015) by re-
moving an additional branch (compensation node) that
had been added to cope with the fluctuations in the reser-
voir voltage due to power imbalances in the converter. For
each branch, the proposed control strategy is the follow-
ing: A current reference is computed using the voltage at
the other end of the line: irk = Pr

k/VGk. The duty cycle is
then computed using the relation

dk =
1

vR

(
vk −Kp(ik − irk)−Ki

∫
(ik − irk)

)
.

As shown in the paper, this strategy effectively makes the
fluctuations of the power in the lines independent from
that of the reservoir voltage thanks to the term 1

vR
. How-

ever, the opposite is not true. As shown in (2a), the dy-
namics of the reservoir voltage depend on the duty cycle
and the current in each branch. No control strategy is pro-
posed for the regulation of vR. During the experiments,
this voltage has been controlled by an external power sup-
ply, suggesting that it may drift outside acceptable bound-
aries in practice. Moreover, the definition of the current
reference depends on a non-local information, VGk. The
analysis of stability is merely performed on a scalar linear
time invariant system representing the dynamics of the fil-
ter inductors, a highly simplified model in comparison to
the model given in (2). It seems generalisable to more than
two terminals, although this should be tested. It requires
2m+ 1 measurements.

4.3. About (Simon et al., 2021a)

This paper is the authors’ first control law for a three-
terminal PFC. In this paper, the model (2) is offered. To
this model, three integrators are added, respectively on
the error on the two first powers Pk−Pr

k, (k ∈ {1, 2}) and
the error on the reservoir voltage vR − vR

r. The model
is augmented with these integrators, linearised and a full
state feedback controller is derived:

d = Kpx+Kiz+ dFF ,

where x is the vector of every state of the system (accord-
ing to model (2)), z is the vector of integrators and dFF is
a constant feedforward term. This control law is the first
one to truly obtain a regulation of the reservoir voltage
as well as a regulation of all the power references without
any additional branch. It achieves local asymptotic sta-
bility of the equilibrium and local robustness properties
with regard to the uncertain model parameters. Limited
instructions are given to choose the poles of the system.
This strategy is generalisable to m terminals, but requires
3m+ 1 measurements.

4.4. About (Lin-Shi et al., 2021)

In this paper, another controller is derived based on flat-
ness techniques. The resulting controller is composed of
feedback linearising terms (inverse dynamics) followed by
nested PI tracking loops. Local proofs of stability can be
deduced from flatness theory, but these depend on a sim-
plified version of the model (2) in which the uncertainty
of the grid does not appear. The use of feedback linearis-
ing terms is also fragile to model uncertainties, especially
since all terms including the stabilising ones are cancelled
in the dynamics. A tuning procedure is given for the con-
trol gains. It does not require explicit knowledge of the
grid, but may depend implicitly on its uncertainties. This
technique is designed for an arbitrary number m of termi-
nals and requires 2m+ 1 measurements.

4.5. About (Simon et al., 2021a)

This last paper proposes a new control law for the PFC
based on Forwarding techniques. The model (2) is used,
and a nonlinear (polynomial) control law is derived. It
achieves semi-global stability of the equilibrium in the
state-space. This implies that for each subset of initial
conditions in the state-space X , it is shown how to tune
the control law to create an equilibrium which is asymp-
totically stable and whose basin of attraction contains the
given subset X of the state-space. Furthermore, this sta-
bility is local in the parametric space. This means that, in
the parametric space, there exists a neighbourhood Ŝ of
the nominal parameters where the existence of the equilib-
rium is guaranteed together with its asymptotic stability.
An important limitation of this paper is the lack of proof
of stability for every uncertain parameter in S: Ŝ may
be very small compared to the required set S. Limited
instructions are given to tune the gains, and the law is
implemented based on the knowledge of some nominal pa-
rameters of the grid. The control law is generalisable to
m terminals, but requires a full state feedback: 3m + 1
measurements.

4.6. Comparison with the new control law

The major improvement brought by the control law pro-
posed in this paper is the proof of existence and asymptotic
stability of the equilibrium for every parameter in S, based
on a realistic model of the system. This enables to cap-
ture the high uncertainty of the grid, and facilitates the
implementation of the control law. Indeed, the law does
not require any knowledge of the grid other than the max-
imum possible resistance RGk. Moreover, this control law
is designed for an arbitrary number m of branches and re-
quires only m+1 measurements. Three gains (kp, kiP , kiv)
have to be tuned via a precise method, allowing for a rapid
practical implementation, illustrated in the following sec-
tion.
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µLB

PFC

PS

Line1,2,3

EL,PS

Figure 4: Picture of the experimental set-up

5. Experimentations

The experiments are lead on a 3-terminal PFC (m = 3).
The experimental set-up is first described, before showing
how Thm. 1 can be applied in practice and presenting the
results.

5.1. Experimental set-up

The experimental set-up is presented on Fig. 4 and 5,
where the PFC corresponds to the circuit of Fig. 2. A
dSPACE MicroLabBox rapid prototyping system (noted
by µLB in Fig. 4&5) is programmed with the control law
and generates the gate signals for the IGBTs of the PFC.
For each line (marked by a black rectangle), thirty meters
of standard U1000 RV2 cable are used to approach real
conditions testing. The first line is connected to a load
made of a resistor in series with an electronic load (noted
by EL-R)2. The second line is connected to a bus on which
a power supply (PS) and an electronic load (EL) are con-
nected to allow for bidirectional power flows. The third
line is connected to a power supply (noted PS). Note that
all power supplies and electronic loads are voltage regu-
lated with the values VGk in Tab. 2.

5.2. Practical implementation and tuning of the control
parameters

Practical expression of the control law. Following Thm. 1,
the control law to be applied to the system is the following,

2The resistor is not visible on Fig. 4 due to a lack of space. It is
a high power wire wound resistor.

PFCEL

EL-R

PS

PS

µLB2

31

Figure 5: Drawing of the experimental set-up

where vR(t), i1(t), i2(t) and i3(t) are measured:

d1(t) =
1

vR(t)

(
kpi1(t) + z1(t) + ζ(t)

)
, (26a)

d2(t) =
1

vR(t)

(
kpi2(t) + z2(t) + ζ(t)

)
, (26b)

d3(t) =
1

vR(t)

(
kpi3(t) + ε 12kiPCR(vR(t)2 − (vR

r)2)

− z1(t)− z2(t) + ζ(t)
)
; (26c)

And the integrators are updated using the following law:

ż1(t) = εkiP
(
i1(t)vR(t)d1(t)−Pr

1

)
, (26d)

ż2(t) = εkiP
(
i2(t)vR(t)d2(t)−Pr

2

)
, (26e)

ζ̇(t) = 1
2ε

2kivkiPCR

(
vR(t)2 − (vR

r)2
)
. (26f)

Selection of δ. The test bench used for these experiments
is rated at a tenth scale: The value vn = 40 V has been
selected. A voltage tolerance of ∆v = 5% is assumed, i.e.
v = 38 V and v̄ = 42 V. In Thm. 1, δ must therefore be
chosen smaller than vn − 3∆v = 34 V. Remark from the
statement of the theorem that a small δ leads to kiv ≪
kiP , hence a very slow regulation of vR compared to Pk,
see (26d)-(26f). Remark also from (24) and (25) that a
large δ leads to a small basin of attraction D for the slow
subsystem. It appears that there is a trade-off between the
dynamic of vR and the size of the basin of attraction. For
these experiments, the middle value is taken, i.e. δ = 17 V.

Selection of the controller gains. Assume that the max-
imum resistance R̄ on this tenth-scale system is of 50Ω.
In comparison, the maximum value in the current set-up
is RG1 = 21.7 Ω (see Tab. 2). For kp = 2 Ω, it follows
that l(δ) = δ

R̄+kp
= 17/52 ≈ 0.33 A. Recall that vR is

an internal voltage in the converter which should simply
be maintained within a certain range, the main objec-
tive being the power regulation. Using the value of l(δ)
above, the theorem states that kiP should be greater than
mkiv/l(δ) ≈ 9kiv. It is clear that this choice of gains
complies with the control priorities. After temporarily
choosing ε = 1 and running precise simulations, the val-
ues kiv = 10, and therefore kiP = 100 gave satisfactory
results. Unless otherwise stated, these values are the ones
used in the following experiments and simulations.

The control law can be applied to the experimental set-
up for a small ε, increasing it until the required speed is
reached. An estimate of ε̄ can be found empirically, as
shown later.
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5.3. Robust Regulation

The results of the first experiment are displayed in
Fig. 6. At t = 0 s, the closed-loop system is at a
steady-state on a set-point described by θ in Tab. 2 and
r = [P1,P2,vR]⊺ = [−70 W, 75 W, 55 V]⊺.
Initially, the load on the first line is entirely supplied by

the second line, while the third is idled (P3 ≈ 0 W). Recall
that the generator convention is used, so supplying lines
have a positive power. Recall also that only the m−1 = 2
first lines have a power reference, allowing the last one to
naturally converge to the overall power balance: −Pr

1−Pr
2

plus the power losses in the converter.
At t = 15 ms, a large step is applied on the second power

reference, changing Pr
2 from 75 W to −100 W. Since the

power dynamics are much faster than the reservoir voltage
dynamics (because kiP = 10kiv), the power, current and
voltage transient are displayed in a zoomed graph. The
second line becomes a load while it was acting as a source,
the third line supplies the total power to the two first ones
and the first line sees little perturbation from this switch.
Moreover, observe on Fig. 7 that the duty cycles do not
saturate during this event. The reservoir voltage falls by
1.5 V (2.7 %). Recall that this voltage is internal to the
converter, which means it does not require a tight reg-
ulation, as long as it does not exceed its boundaries. As
shown with the next event, this slow regulation allows bet-
ter transients for the foremost control objectives Pr

1 and
Pr

2.
At t = 120 ms, a voltage step is provoked with the elec-

tronic load on the first line, changing VG1 from 1.6 V to
8.5 V. The regulation of the first power is properly man-
aged, and the fact that kiP = 10kiv allows the reservoir
voltage to act as an energy buffer that minimises the prop-
agation of this perturbation to the other lines. Indeed, the
reservoir experiences a larger overshoot (13 %). However,
observe on Fig. 7 that, due to the terms 1/vR in (26), the
duty cycles properly compensate for this overshoot, hereby
limiting its effect to the other lines.

Eventually, at t = 250 ms, the reservoir voltage reference
is increased, changing vR

r from 55 V to 60 V. It can be
observed in Fig. 6(d)-(f) that some energy is taken from
the lines to charge the reservoir capacitor. Since this effort
is shared between all the lines and since the capacitor is
quite small (60 µF), this perturbation is quickly handled.

Note that the set-points for this experiment have been
chosen near the boundaries of S: On Fig. 6(c), the line
voltages jump from one extreme value to the other (v⋆

k ∈
]38, 42[ V), illustrating the robustness of the proposed con-
trol method. Remark that the overshoots are both short
and of small magnitude.

Remark also in Fig. 6(b) that the currents are well con-
trolled, with i2 switching from 2 A to −2 A with little to
no overshoot.

5.4. Estimation of ε̄

In the Sec. 5.3, the results are obtained for ε = 1. In
this sub-section, the power step on Pr

2 that was performed

Table 2: Experiment numerical values

Parameter Initial value Unit
k = 1 k = 2 k = 3

θ
LGk 18 18 18 µH
RGk 21.7 1.30 1.23 Ω
VGk 1.6 40 42 V

L 750 mH C 20 µF CR 60 µF
tdead−time 0.3 µs FSW 15 kHz rL 1 Ω

at t = 15 ms is reproduced for different values of ε, and
displayed in Fig. 8. It can be seen that smaller values
of ε lead to slower dynamics, while larger values lead to
an oscillation of the power as the slow subsystem begins
to interact with the fast one. Even larger values lead to
the instability of the system. It appears that ε = 1 is an
appropriate choice for this system and these control gains,
and that ε̄ can be assumed greater than 2.5 for the value
of (θ, r) imposed at t = 15 ms.

5.5. Estimation of the Basin of Attraction

The estimation of the basin of attraction of the closed-
loop system is a complex task because it is nonlinear with
3m = 9 uncertain parameters and n + m = 4m + 1 =
13 states. It is however possible to grasp an idea of its
geometry through stochastic simulations:

First, select a set-point (θ, r) ∈ S ⊂ Θ×R using a ran-
dom uniform law. Note that in addition to the constraints
defined in R, Θ and S, other bounds must be defined on
LGk, Pk and ik to exclude unrealistic set-points. Com-
pute the single equilibrium point associated with (θ, r) in
E(θ, r) using (13).
Second, select initial line voltages and an initial reser-

voir voltage. The full basin of attraction lies in a 13-
dimensional space which cannot be graphed. Hence, only
the influence of different initial conditions on the first
line and on vR will be studied. v1 and vR are selected
using a random uniform law, in the intervals [0, 60] V
and [40, 100] V, respectively. To reduce the impact of
the initial conditions of the other lines, v2 and v3 are
initialised on their equilibrium value: vk(0) = v⋆

k =
1
2

(
VGk +

√
Πk(θ, r)

)
, (k ∈ J2, 3K). Compute the steady-

state initial conditions for the currents and the integrators
using

ik(0) = iGk(0) =
(
VGk − vk(0)

)
/RGk, (k ∈ J1, 3K),

ζ(0) = 1
3

3∑
k=1

(
vk(0)− kpik(0)

)
,

zk(0) = vk(0)− kpik(0)− ζ(0), (k ∈ J1, 2K).

Initial conditions yielding duty cycles above 1 or currents
outside [−20, 20] A are excluded.

Third, simulate the averaged model (2) in closed-loop
with the controller (26) tuned as in Sec. 5.2 with the set-
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(a) (b) (c)

(d) (e) (f)

Figure 6: Experimental measurements of (a) the reservoir voltage with its reference, (b) the inductor currents, (c) the line voltages and (d)-(f)
the power in each line with their references during the experiment of Sec. 5.3. The inner sub-figures are time-zooms between 12 and 18 ms
to exhibit transients, and the references are graphed in dashed-dotted blue lines.

Figure 7: Experimental recording of the duty ratios during the ex-
periment of Sec. 5.3

Figure 8: Experimental measurements of the tracking dynamics of
P2 for different values of ε

point (θ, r) and the new initial conditions. Stop the simu-
lation if one of the states exceeds a given unrealistic value.

Eventually, repeat the second and third steps for mul-
tiple initial conditions and repeat the whole algorithm for
multiple set-points.

Note beforehand that for a given steady-state line volt-
age, the line power can be expressed as P⋆

k = − 1
RGk

(v⋆
k)

2+
VGk

RGk
v⋆
k. Its graph is the inverted parabola drawn in thin

grey lines in Fig. 9&10. Fig. 9 is obtained through exper-
imental measurements. A single set-point (and equilib-
rium) is tested, along with four steady-state initial condi-
tions around it, corresponding to the constant duty cycles
d(0) = {0.6×13, 0.7×13, 0.8×13, 0.9×13}. The measured
trajectories of the closed-loop system are projected in the
v2 −P2 plane.

The experimentations of Fig. 9 are reproduced numer-
ically with the averaged model simulations for five set-
points and one thousand initial conditions each in Fig. 10.
The trajectories of the states between the initial conditions
and the equilibrium are omitted for clarity. The required
bounds on the line voltage v, v̄ are illustrated by the two
vertical lines.

The portions of the steady-state power parabolas for
which no point is drawn yielded excessively high initial
currents (ik(0) > 20 A) and were left out. No unstable
initial conditions have been found in these five thousand
simulations, despite the fact that some initial points have
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Figure 9: Experimental measurements of the trajectories of the
closed-loop system projected in the v2−P2 plane for one equilibrium
point and different initial conditions (corresponding to the constant
duty cycles d(0) = {0.6× 13, 0.7× 13, 0.8× 13, 0.9× 13}). The the
thin grey line is the steady-state power as a function of the steady-
state line voltage. Each trajectory is plotted in a different colour.
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Figure 10: Simulated stable initial conditions of the closed-loop sys-
tem for five random set-points in S projected in the v1 −P1 plane.
The two vertical lines indicate v and v̄, and the grey lines are the
steady-state power associated with each set-point as a function of the
steady-state line voltage. The color bar indicates the initial reservoir
voltage vR(0) in volts.

been taken very far from their equilibrium value. Note also
that the power parabolas associated with each set-point
are very different, showing that the proposed control law
is robust to large parametric uncertainties. Changing θ
affects the coefficients of the parabola. Changing r results
in sliding the diamond on the parabola, while remaining
within the two vertical lines (i.e. v < v⋆

k < v̄) and below
the grey curve’s maximum (i.e. P⋆

k = Pr
k < Pk,max :=

V 2
Gk/4RGk, which is equivalent to Πk(θ, r) > 0).

6. Conclusion

This paper proposed a new control law for a low voltage
DC PFC. The proofs of stability ensure a robustness to
any relevant grid parameters along the chosen model: it
is proven that for any of these relevant grid parameters,

there exists an equilibrium on which the control objectives
are met, and that this equilibrium remains asymptotically
stable. The necessary measurements are limited to one
current per branch and one voltage inside the converter,
and are all local measurements. The tuning of the control
gains is intuitive and aided by the main theorem. The
control law only requires the knowledge of the maximum
possible resistance in the grid. This new control law has
been compared to the relevant literature, illustrating no-
table improvements in the given proofs of stability and
robustness, as well as practical advantages such as the lim-
ited number of required measurements (and sensors) and
the tuning procedure for the control gains. As shown by
the experimental measurements, this method yields good
results concerning both the speed of the regulation and its
robustness to load and reference steps. A needed improve-
ment to this method is the addition of formal guarantees
with regard to the initial conditions. This may be achieved
using (Saberi and Khalil, 1984). However, the experimen-
tal results and stochastic simulations presented in the pa-
per suggest that the basin of attraction may be sufficiently
large for a practical implementation. Future studies will
involve the adaptation of existing secondary-level grid con-
trol algorithms to define the power and reservoir voltage
references to be tracked.

Appendix A. Proof of Lemma 1

The first step is to obtain a characterisation of E , which
is given as

E(θ, r) =
{
(v⋆

R,i
⋆,v⋆, i⋆G,d

⋆) s.t.

v⋆
R = vR

r, (A.1a)

i⋆k = 1
RGk

(VGk − v⋆
k), (A.1b)

v⋆
k = 1

2

(
VGk +

√
Πk(θ, r)

)
, (A.1c)

i⋆Gk = i⋆k, (A.1d)

d⋆
k =

v⋆
k

vR
r , (k ∈ J1,mK)

}
, (A.1e)

where vR
r > 0 by definition of R. This statement is

proven as follows: Consider the model (2). By writing
(2a) to (2d) = 0 and v⋆

R = vR
r,P⋆

k = Pr
k, the following

set of equations is found

m∑
k=1

i⋆kd
⋆
k = 0, (A.2a)

v⋆
k − v⋆

Rd⋆
k = 0, (A.2b)

i⋆Gk − i⋆k = 0, (A.2c)

VGk − v⋆
k −RGki

⋆
Gk = 0, (A.2d)

where k ∈ J1,mK, and{
P⋆

k = i⋆kv
⋆
Rd⋆

k = Pr
k, (k ∈ J1,m− 1K) (A.3a)

v⋆
R = vR

r. (A.3b)

12



Solving (A.2b) and (A.2c) results in

d⋆
k =

v⋆
k

v⋆
R

and i⋆k = i⋆Gk. (A.4)

(A.2a) can be re-written as

1

v⋆
R

m∑
k=1

i⋆kv
⋆
Rd⋆

k = 0, (A.5)

where v⋆
R = vR

r > 0 by (A.3b) and the definition of R.
Taking (A.3a) in (A.5) results in

1

v⋆
R

(
m−1∑
k=1

Pr
k + i⋆mv⋆

Rd⋆
m

)
= 0, (A.6)

hence, i⋆mv⋆
Rd⋆

m = −∑m−1
k=1 Pr

k

(7)
= Pr

m. Using (A.2d) and
(A.4), the equilibrium currents can be found:

i⋆k = i⋆Gk = 1
RGk

(VGk − v⋆
k). (A.7)

Then, multiplying (A.7) by RGkv
⋆
k and using (A.3a) (recall

that vR
⋆d⋆

k = v⋆
k), it follows that

−(v⋆
k)

2 + VGkv
⋆
k −RGkP

r
k = 0. (A.8)

Assume that Πk(θ, r)
(6)
= V 2

Gk−4RGkP
r
k ≥ 0. The solutions

to (A.8) are then

v⋆
k = 1

2

(
VGk ±

√
Πk(θ, r)

)
. (A.9)

The line voltage constraints should now be taken into ac-
count to complete the characterisation of E .
Remember that from the definition of Θ, VGk ≤ v̄. Since

vn > 3∆v by Assumption 1, then 1
2 v̄ < v and it results

that 1
2

(
VGk −

√
Πk(θ, r)

)
≤ 1

2VGk < v. Therefore, only

v⋆
k = 1

2

(
VGk +

√
Πk(θ, r)

)
can possibly be contained in

the ]v, v̄[ interval. It also follows from this discussion that
the voltage bounds cannot be satisfied if Πk(θ, r) = 0.
This concludes the characterisation of E .
From these steps, it appears that E is non-empty for

every (θ, r) ∈ Θ×R such that

Πk(θ, r) = V 2
Gk − 4RGkP

r
k > 0 (A.10)

and
v < 1

2

(
VGk +

√
Πk(θ, r)

)
< v̄, (A.11)

for all k. This completes the characterisation of S.

Appendix B. Proof of Lemma 2

Equating to zero the derivatives of the dynamical part
of the controller gives:

0 = εkiP (P
⋆
k −Pr

k), (k ∈ J1,m− 1K), (B.1)

0 = εkiv
(
ν(v⋆

R)− ν(vR
r)
)
. (B.2)

Bearing in mind the definition of ν given by (12), and the
fact that ε, kiv, kiP and CR are strictly positive constants,
(B.1) implies P⋆

k = Pr
k, (k ∈ J1,m − 1K) and (B.2) leads

to v⋆
R = ±vR

r. Physical considerations, formalized via
Fact 1, prove that v⋆

R = vR
r.

As a result, if there exists a closed-loop equilibrium
such that v < v⋆

k < v̄, (k ∈ J1,mK), then it satisfies
(v⋆

R, i
⋆,v⋆, i⋆G,d

⋆) ∈ E(θ, r) for some d⋆. In such a case,
Lem. 1 proves that (v⋆

R, i
⋆,v⋆, i⋆G,d

⋆) is unique and that
(A.1a), (A.1b), (A.1c), (A.1d) and d⋆

k = v⋆
k/v

⋆
R hold, see

(A.1e). Thus, it remains to show that d⋆
k equals v⋆

k/v
⋆
R

for a unique z⋆ and ζ⋆. This is achieved by writing (11c)
and (11d) at the equilibrium, i.e.

v⋆
k

v⋆
R
= 1

v⋆
R
(kpi

⋆
k + z⋆k + ζ⋆) , (k ∈ J1,m− 1K), (B.3)

v⋆
m

v⋆
R

= 1
v⋆
R

(
kpi

⋆
m + ζ⋆ + ν(v⋆

R)− ν(vR
r)−

m−1∑
k=1

z⋆k

)
,

(B.4)

and proving that those equations are equivalent to (13a)
and (13b). Clearly (B.3) is equivalent to (13a). To get
(13b), one can sum (B.3) from k = 1 to k = m − 1 and
add the result to (B.4). This concludes the proof.

Appendix C. Proof of Lemma 3

Appendix C.1. Diffeomorphism

When trying to inverse T , the following is found:

zk = ψk + z⋆k − ζ, (k ∈ J1,m− 1K), (C.1a)

ζ = ζ + ζ⋆, (C.1b)

1
2εkiPCRvR

2 = ν(vR
r)−mζ +

m∑
k=1

ψk, (C.1c)

ik = ik + i⋆k, (k ∈ J1,mK), (C.1d)

vk = vk + v⋆
k, (k ∈ J1,mK), (C.1e)

iGk = iGk + i⋆Gk, (k ∈ J1,mK), (C.1f)

where the definition of ν has been used. Clearly, there is no
vR solving (C.1c) if the right hand-side of this equation is
not strictly positive, since εkiPCR > 0. Conversely, if this
condition is satisfied, then there exists a unique vR > 0
satisfying (C.1c). This proves that (C.1) with

vR =

√√√√ 2

εkiPCR

(
ν(vR

r)−mζ +

m∑
k=1

ψk

)
, (C.2)

in place of (C.1c) defines the inverse of the restriction of
T on X and that T (X ) reads{
(ψ1, . . . , ψm, ζ, η1, . . . , ηm) : ν(vR

r) -mζ +

m∑
k=1

ψk > 0

}
.

To conclude, it remains to mention that both T and T−1

are C1 on X and T (X ), respectively.
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Appendix C.2. Dynamics in the new coordinates

The m− 1 first duty cycles write

dk = 1
vR

(kpik + zk + ζ) , (C.3)

(14a)
= 1

vR
(kpik + ψk + z⋆k + ζ⋆) , (C.4)

(13a)
= 1

vR
(kpik + ψk + v⋆

k − kpi
⋆
k) . (C.5)

The last duty cycle writes

dm = 1
vR

(
kpim + ζ + ν(vR)− ν(vR

r)−
m−1∑
k=1

zk

)
,

(C.6)

(14b)
= 1

vR

(
kpim + ψm + ζ⋆ −

m−1∑
k=1

z⋆k

)
, (C.7)

where by (13a), ζ⋆ −∑m−1
k=1 z⋆k equals

ζ⋆ −
m−1∑
k=1

(v⋆
k − kpi

⋆
k − ζ⋆), (C.8)

= mζ⋆ −
m−1∑
k=1

(v⋆
k − kpi

⋆
k), (C.9)

(13b)
=

m∑
k=1

(v⋆
k − kpi

⋆
k)−

m−1∑
k=1

(v⋆
k − kpi

⋆
k), (C.10)

= v⋆
m − kpi

⋆
m. (C.11)

It follows that for all k ∈ J1,mK,

dk = 1
vR

(kpik + ψk + v⋆
k − kpi

⋆
k) , (C.12)

(C.1d)
= 1

vR
(kpik + ψk + v⋆

k) . (C.13)

Compute now the dynamics of ψk, (k ∈ J1,m− 1K):

ψ̇k
(14a)
= ζ̇ + żk, (C.14)

(11a)
= ζ̇ + εkiP (ikvRdk −Pr

k), (C.15)

and, for k = m, using the definition of ψm in (14b), of ν
in (12) and the dynamics of vR in (2a),

ψ̇m = ζ̇ + εkiP

m∑
k=1

(ikvRdk)−
m−1∑
k=1

żk, (C.16)

(11a)
= ζ̇ + εkiP

m∑
k=1

(ikvRdk)− εkiP

m−1∑
k=1

(ikvRdk −Pr
k),

(C.17)

(7)
= ζ̇ + εkiP (imvRdm −Pr

m). (C.18)

It follows that for for all k ∈ J1,mK,

ψ̇k = ζ̇ + εkiP (ikvRdk −Pr
k), (C.19)

(C.13),(C.1d)
= ζ̇ + εkiP

(
(ik + i⋆k)(kpik + ψk + v⋆

k)−Pr
k

)
,

(C.20)

Lem. 2
= ζ̇ + εkiP

(
(ik + i⋆k)(kpik + ψk) + ikv

⋆
k

)
, (C.21)

where (A.1e) has been used. Indeed, Lem. 2 states that
P⋆

k = Pr
k, (k ∈ J1,m − 1K). However, this is also true for

k = m, as shown in (A.6). Eventually,

ζ̇ = ζ̇
(11b)
= εkiv

(
ν(vR)− ν(vR

r)
)
, (C.22)

(C.1c)
= εkiv

(
−mζ +

m∑
k=1

ψk

)
, (C.23)

which can be used in (C.21) to find (15a).
The remainder of the proof is focused on (2b), (2c) and

(2d) from the PFC model. In (2b), replace dk by (C.13).
Also use (C.1d), (C.1e) and (C.1f).

d
dt ik = d

dt ik = 1
L

(
vk + v⋆

k − (kpik + ψk + v⋆
k)
)
,

d
dtvk = d

dtvk = 1
C

(
iGk + i⋆Gk − (ik + i⋆k)

)
,

d
dt iGk = d

dt iGk = 1
LGk

(VGk − (vk + v⋆
k)−RGk(iGk + i⋆Gk)).

Using (13d),
d
dt ik = 1

L

(
vk − kpik − ψk

)
,

d
dtvk = 1

C (iGk − ik),
d
dt iGk = 1

LGk
(−vk −RGkiGk),

(C.24)

⇐⇒ η̇k = Ak(θ)ηk +Bψk, (C.25)

where Ak(θ) and B are defined in the statement of the
Lemma. This concludes the proof.

Appendix D. Proof of Proposition 1

Consider the following system

ω̇ = Ak(θ)ω. (D.1)

Take the positive definite Lyapunov function Hk(ω) =
1
2ω

⊺Pk(θ)ω, with Pk(θ) = diag {[L C LGk]}. Its deriva-
tive along the trajectories of (D.1) are

Ḣk(ω) =
1
2ω

⊺
(
Pk(θ)Ak(θ) +Ak(θ)

⊺Pk(θ)
)
ω, (D.2)

= ω⊺diag {[−kp, 0,−RGk]}ω ≤ 0, ∀θ ∈ Θ. (D.3)

Using LaSalle’s theorem, the origin is shown to be ex-
ponentially stable. Note the following kernel: KH :=
{ω : Ḣk(ω) = 0} = Im{[0 1 0]⊺}. For all element
ω = [ω1, ω2, ω3]

⊺ of this kernel, ω1 ≡ ω3 ≡ 0, and there-
fore,

0 ≡ d
dtω3 = − 1

LGk
ω2. (D.4)

It follows that ω2 ≡ 0, and ω ≡ 0. Note that if kp = 0, the
same conclusion is found, as ω3 ≡ 0 ⇒ ω2 ≡ 0 ⇒ ω1 ≡ 0.
Hence the origin of (D.1) is globally asymptotically stable,
for all θ ∈ Θ, hence for all (θ, r) ∈ S. It follows that Ak(θ)
is Hurwitz for all k and all (θ, r) ∈ S.

The two consequences are

� Ak(θ) is invertible, hence the equilibrium of (20) is
unique and given by 0 = g(x, h(x)) ⇐⇒ hk(x) =
−Ak(θ)

−1Bψk, (k ∈ J1,mK), which yields (21).
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� The system (20) is composed of m independent affine
subsystems whose dynamic matrices are Hurwitz, its
unique equilibrium point is therefore globally expo-
nentially stable.

� No condition on x is required, hence the properties
hold uniformly in x.

This concludes the proof.

Appendix E. Proof of Proposition 2

With ηk = hk(x) given by (21), the calculus given in
Appendix E.1 leads to:

f(x, h(x)) =
kiP (−a1ψ2

1 − b1ψ1) + kiv(−mζ +
∑m

k=1 ψk)
...

kiP (−amψ2
m − bmψm) + kiv(−mζ +

∑m
k=1 ψk)

kiv(−mζ +
∑m

k=1 ψk)

 ,
(E.1)

where

ak = RGk

(RGk+kp)2
and bk = 1

RGk+kp
(2v⋆

k − VGk). (E.2)

Analysis of the stability. Take the following Lyapunov
candidate

V (x) = 1
2mζ

2 + 1
2

m∑
k=1

ψ2
k. (E.3)

Evaluating V along the trajectories of f , where fk is the
k-th line of f , leads to

∂V
∂x f(x, h(x)) = mζfm+1(x, h(x)) +

m∑
k=1

ψkfk(x, h(x)),

= −m2kivζ
2 +mkivζ

m∑
k=1

ψk

+

m∑
k=1

ψk

(
kiP (−akψ2

k − bkψk) + kiv(−mζ +
m∑
i=1

ψi)
)
,

= −m2kivζ
2 +

���
���

mkivζ

m∑
k=1

ψk −
���

���m∑
k=1

ψkkivmζ

+

m∑
k=1

(
kiP (−akψk − bk)ψ

2
k

)
+ kiv

m∑
k=1

m∑
i=1

ψkψi.

The following Lemma, proven in Appendix E.2 allows to
find a bound on the derivative of the Lyapunov function.

Lemma 4. For any ψk,i ∈ R, (k, i ∈ J1,mK)

m∑
k=1

m∑
i=1

ψkψi ≤ m

m∑
k=1

ψ2
k. (E.4)

ζ

ψ1

-λ

V (x) < 1
2λ

2D̂

D

Figure E.11: illustration of the estimation of the basin of attraction
of the slow subsystem for m = 1.

The bound then writes

∂V
∂x f(x, h(x))

≤ −m2kivζ
2 −

m∑
k=1

kiP (akψk + bk)ψ
2
k +mkiv

m∑
k=1

ψ2
k,

(E.5)

≤ −m2kivζ
2 −

m∑
k=1

(
kiP (akψk + bk)−mkiv

)
ψ2
k.

(E.6)

The next lemma allows to find the final bound on the
Lyapunov. Its proof can be found in Appendix E.3.

Lemma 5. Given kiv and kiP selected as in Th. 1 and
λ selected as in Prop. 2, there exists κ > 0 such that the
following holds :

m2kiv >
1
2κm (E.7)

and

kiP (akψk + bk)−mkiv >
1
2κ, (k ∈ J1,mK), (E.8)

for all (θ, r) ∈ S and all ψk > −λ.

Therefore, there exists κ > 0 such that

∂V
∂x f(x, h(x)) < −κ

(
1
2mζ

2 + 1
2

m∑
k=1

ψ2
k

)
(E.3)
= −κV (x)

(E.9)
for all ψk > −λ and all k. Since V is a positive definite
quadratic Lyapunov function, it can be concluded from
(E.9) that the origin of (23) is locally exponentially stable
for all (θ, r) ∈ S.

Estimation of the basin of attraction. It has been shown
that V̇ (x) < −κV (x) ∀x ∈ D̂ := {x ∈ Rm+1 : ψk >
−λ, (k ∈ J1,mK)}. It is possible to find a inner estimate
of the basin of attraction by including a level set of the
chosen Lyapunov function in D̂:

D =
{
x ∈ Rm+1 : V (x) = 1

2mζ
2 + 1

2

m∑
k=1

ψ2
k < c

}
where c is chosen such that D ⊂ D̂, that is, c = 1

2λ
2. An

illustrative example for m = 1 is shown in Fig. E.11.
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Appendix E.1. Detail of the calculus leading to (E.1)

Pick any k ∈ J1,mK. Beforehand, note that using (21),

kpik + ψk =
−ψk

RGk + kp
kp + ψk, (E.10)

= ��−kp +RGk +��kp
RGk + kp

ψk. (E.11)

Hence,

(ik + i⋆k)(kpik + ψk) + ikv
⋆
k = −akψ2

k − bkψk, (E.12)

where (13d) and (E.2) have been used.

Appendix E.2. Proof of Lemma 4

For any scalars ψk,i ∈ R, (k, i ∈ J1,mK)

m∑
k=1

m∑
i=1

ψkψi =

m∑
k=1

(
ψkψk +

m∑
i=1
i̸=k

ψkψi

)
,

=

m∑
k=1

(ψ2
k) +

m∑
k=1

m∑
i=1
i ̸=k

(ψkψi).

Moreover, for any ψk,i ∈ R,

(ψk − ψi)
2 = ψ2

k + ψ2
i − 2ψkψi ≥ 0, (E.13)

⇐⇒ ψkψi ≤ 1
2 (ψ

2
k + ψ2

i ). (E.14)

it follows that

m∑
k=1

m∑
i=1

ψkψi ≤
m∑

k=1

(ψ2
k) +

1
2

m∑
k=1

m∑
i=1
i̸=k

(ψ2
k + ψ2

i ),

≤
m∑

k=1

(ψ2
k) +

1
2

m∑
k=1

m∑
i=1
i̸=k

(ψ2
k) +

1
2

m∑
k=1

m∑
i=1
i̸=k

(ψ2
i ),

≤
m∑

k=1

(ψ2
k) +

1
2 (m-1)

m∑
k=1

(ψ2
k) +

1
2 (m-1)

m∑
k=1

(ψ2
k),

≤ m

m∑
k=1

(ψ2
k),

which concludes the proof

Appendix E.3. Proof of Lemma 5

Pick any k ∈ J1,mK. Recall that both ak and bk, given
in (E.2) depend on (θ, r). Select

λk :=
bk − δ/(RGk + kp)

ak
. (E.15)

λk
(E.2)
=

RGk + kp
RGk

(2v⋆
k − VGk − δ).

Since i) RGk 7→ RGk+kp

RGk
is strictly positive and decreasing

on R>0 and RGk ∈ [R, R̄], ii) v⋆
k ∈]v, v̄[ by Lem. 2, iii)

VGk ∈ [0, v̄] by definition of Θ and iv) δ < vn − 3∆v =
2v − v̄ by statement of Thm. 1, it follows that for all
(θ, r) ∈ S,

λk ≥ R̄+ kp
R̄

(2v − v̄ − δ)
(24)
= λ > 0. (E.16)

Then, for all ψk > −λ and all (θ, r) ∈ S

akψk + bk ≥ bk − akλ
(E.16)

≥ bk − akλk

(E.15)
=

δ

RGk + kp
≥ δ

R̄+ kp

(10)
= l(δ) > 0. (E.17)

Moreover, according to the statement of Prop. 2, kiv >
0 and kiP > mkiv/l(δ). Then, there exists an κ > 0
sufficiently small such that

kiv >
κ

2m
and kiP − mkiv

l(δ)
>

1
2κ

l(δ)
, (E.18)

It follows that
m2kiv >

1
2κm (E.19)

and
kiP l(δ)−mkiv >

1
2κ. (E.20)

Using (E.17), it follows that for all (θ, r) ∈ S and ψk > −λ,

kiP (akψk + bk)−mkiv >
1
2κ, (E.21)

which concludes the proof.
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