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Abstract 

The work presented in this paper is part of a project which focuses on capitalization and reuse of power models used 
at Intel to calculate power consumption of electronic devices. These models are analytical and created using an 
application called IDPA (Intel® Docea™ Power Analytics). Hundreds of thousands of power models have been 
accumulated in a directory of files and folders, for the simulation of the consumption of thousands of products.  
The objective of this work is to group together the models that have been used for the same product, or the same 
family of products, for example a generation of processors. This notion of project is not present in the current version 
of the application, and we want to use clustering techniques to make proposals to users wishing to reuse groups of 
models already present in IDPA database, for example to design the next generation from the current one. 
To do that, agglomerative hierarchical clustering is used. Three features are considered to calculate the distance 
between files in which power models are stored: low delay between files’ edition times, similarity of files’ names and 
closeness in filesystem. Hence, we build a tool that can help architects to automatically group their power models into 
working projects. The proposition made by the algorithm can be refined by an expert or can be directly used by novice 
users to get an idea on a project on which they have no prior knowledge. 
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1. Introduction 

We work with analytical power models that build hierarchically from simple electrical equation models to complex 
models that simulate the power consumption of real products, such as CPUs. Hundreds of thousands of power models 
have already been accumulated in our application, for thousands of simulations, and we want to take advantage of this 
knowledge. 

The application Intel® Docea™ Power Analytics (IDPA) [1] is a collaborative power-modeling framework whose 
objective is to calculate a system’s total electrical consumption from its constituent parts and to enable wide 
exploration of the design space. Hence, that tool helps to discover power-efficient architectures, offering opportunities 
for productivity gains in power management and time-to-market savings in power/thermal verification and validation.  

When we need to model a new generation of processors in IDPA [2], we commonly reuse parts of the previous 
generation. Currently, we do this manually and store power models in a drive, but this approach can be time-
consuming when the files are spread across a storage device. To address that issue, we would like to add to IDPA with 
the idea of a work project that uses the principles of Product Lifecycle Management (PLM) [3].  

As data capitalization and prototype traceability only rely on the knowledge and manual recovery work of experts, 
PLM could help us to automate it and open it to non-experts [4]. In the current version of IDPA there is no systematic 
method of labeling or referencing power models to facilitate their reuse for further work of the same type. PLM also 
enhances, among other things, team collaboration which is a feature that Intel wants to emphasize in its application. 
For example, by allowing some teams that design power models for high level products (let's say a whole GPU) to 
use power models of low-level components (like an electrical equation) from another team. 

In order to facilitate power models referencing and recovery, we introduce the concept of work project which is a 
cluster of similar power models. To measure similarities between models, we need to define distances (in part 2). The 
ideal way to measure similarities between power models is to look at their data (content), but that is time-consuming 
and resource intensive to open, read, and parse the characteristics of hundreds of thousands of files [5]. In a first step 
to solving this problem, we only focus the metadata. Among the available metadata we only use the following ones: 
model name, model location, last editing time [6]. 

This paper is organized as follows. Section 2 presents clustering approach and techniques that are addressed 
throughout the paper. Section 3 details our proposed method to calculate similarity between power models. Section 4 
presents a case study and results from application of proposed method. Section 5 enumerates the conclusions from our 
work and introduce future perspectives.  

2. Clustering approach 

There are many different clustering algorithms [7], including “K Means” [8], “Affinity Propagation” [9], and 
“Hierarchical Clustering” [10].   

K-Means is the most common algorithm. It starts by choosing an integer number (K) of clusters and then assigns 
each object to the closest cluster, which is calculated at each stage by averaging the values of all the objects in the 
cluster. The algorithm then recalculates the means for all clusters and assigns each object to the nearest cluster. This 
process repeats until the clusters stop changing. However, this approach is insufficient since the number of clusters is 
never known in advance. This is enough to rule out this algorithm. 

Another clustering algorithm, Affinity Propagation, makes it possible to find the most representative elements of a 
set given a “similarity criterion” for the set. This is an iterative algorithm that relies on the sharing of "affinities". For 
each cluster “c”, the algorithm locates a nearby element that is sufficiently similar to it, and then increases its affinity 
for this element. Subsequent steps propagate the affinity to the other elements. This algorithm performs much better 
when we can offer a precise description of the objects to be clustered. For example, this approach would be valuable 
if we compared the data of the power models instead of the metadata (as we do here in our first approach). 

Hierarchical clustering is a type of clustering that builds a hierarchy of groups, with each group being a subdivision 
of a single larger group. This type of clustering is appropriate when the number of clusters is not known a priori, since 
it supports the creation of multiple proposals with different numbers of clusters. Fig. 2 below shows two types of 
hierarchical clustering, called “Agglomerative” and “Divisive”. 
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 (a) Agglomerative Hierarchical Clustering    (b) Divisive Hierarchical Clustering 
 

 
 

 
 

Fig. 1. The two types of Hierarchical clustering: (a) Agglomerative (b) Divisive 
 
Agglomerative clustering is typically faster than Divisive clustering since it creates a hierarchy of clusters in fewer 

steps. However, Divisive clustering is more flexible since it supports the creation of clusters of any size. We chose to 
use Agglomerative clustering for our work since time is a serious limitation for such a huge database. 

     Table 1. Pros and Cons of the clustering algorithms  

Clustering algorithms Pros Cons 

K-means Scales to large data sets Request to choose k manually  
Affinity propagation Robust (does not suffer from the initialization), 

does not request to choose k 
Request a precise description of the objects to be 
clustered 

Hierarchical Does not request to choose k, flexible Slow, sensitive to noise, computationally demanding 

Since the algorithm is stable and convergent [11], we know that after the nth step, we will obtain a single cluster 
containing all the models. However, we are most interested in the earlier steps n-x, with x growing until we reach a 
quantity that corresponds to the total number of projects under consideration. Indeed, each of these steps is a clustering 
proposal for a team’s models.  

3. Proposed method to define distances between power models 

Hierarchical clustering is based on the calculation of distances between the objects to be clustered. These distances 
depend on the files used for clustering [12]. We define them here using three features to identify the similarities 
between power models. Hence, we say that two files are “close”, and can be clustered, if any of the three following 
conditions is true: 

 
3.1 The files were last edited in a short time interval 

 
It seems logical that two power circuit models published at about the same time are likely to be part of the same 

project. Moreover, there is no risk of grouping false positive models between teams working at the same time on 
different projects because, for privacy reasons, the program is launched only on power models belonging to members 
of the same business unit. However, we know that within the same team, two (or more) people work in parallel on 
different projects. We also know projects that have low priority, take a lot of time, or are slightly modified long after 
initial development (in which case the modifications will not be close in time). This criterion therefore often seems 
necessary, but neither absolute nor sufficient.  

 
3.2 The files have similar names 
 

We can assume that power models containing similar terms are part of the same project. This is especially true 
given the technical vocabulary used by power architects. As explained below, a Term Frequency-Inverse Document 
Frequency (TF-IDF) compares the similarity between the names of power models by vectorizing documents in the 
space of the total vocabulary (where each dimension is a word), then computing the dot product between each pair of 
names vectors [13]. 
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The TF-IDF of a term x in a document y is:              

       Wx,y = TFx,y * log  𝑁𝑁
𝐷𝐷𝐷𝐷𝐷𝐷                             (1)     

with: 

• TFx,y is the frequency of the term x in the document y 
• Dfx is the number of documents containing the term x 
• N is the total number of documents in the corpus  

 
In our case, a document is the name of a model, and the vocabulary is made from all the words of all documents, 

and length-adjustable n-grams, as proposed in [14]. 
However, we know that some power models will be used for the design of a product while having very different 

names (for example, it is plausible that a product needs a model named "RAM" and a model named "CPU", etc... But 
we hope that these names will be rather "RAM_generation_sku" in order to extract relevant information to associate 
the models between them. This criterion therefore often seems necessary, but neither absolute nor sufficient. 

 
3.3 The files are close in the filesystem  
 

We need to define the notion of distance between two files in a file and folder tree, which we call filesystem. When 
we work, the natural tendency is to store files from the same project in the same folder. Similarly, it is plausible that 
two projects concerning the same product line are stored next to each other in the same parent folder. We count the 
number of directory changes to go from a model to another. We assume that the closer two files are in the filesystem, 
the higher the probability that they belong to the same work project. Hence, we find the Lowest Common Ancestor 
(LCA) for each pair of models, count the number of directory changes needed to go from each model of the pair to 
the LCA, and sum up the square of the two edges. In the following figure, for example, the black circles are LCAs, 
the orange circles are models, and the calculation of distance is in black text. At each step, the algorithm calculates 
these distances for all pairs of models [15]. 

 
 
 
 
 
 
 
 

Fig. 2 Example configurations for two power models in the application filesystem.  
 

However, the company and its IDPA application encourage collaboration between teams. For example, a team can 
create some low-level models, which will then be used by another team to assemble higher-level models. Thus, models 
from the same project can be stored in different locations in the filesystem, as each team will have stored its models 
in its own folders. This criterion therefore often seems necessary, but neither absolute nor sufficient.; 

4. Application and Results 

We store these distances in three square matrices. The coefficient of position ( i , j ) is the distance between models i 
and j. These matrices are symmetric, and their diagonal coefficients are all 0 (the distance of a model to itself). We 
then sum the matrices, weighting with hyperparameters the importance of each feature, before grouping in the same 
cluster the two closest models and going to the next step. Figure 3 is the distribution of the coefficients for the 3 
normalized matrices and the summed matrix. These are well distributed between 0 and 1 and that confirms us in our 
choice of distances (we expect reasonable results), but could be smoother for the path distance due to the chosen 

1² + 1² = 2 2² + 2² = 8 1² + 2² = 5 1² + 3² = 10 
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We did not undertake a sensitivity analysis, so 𝛼𝛼, 𝛽𝛽, µ are equal to 1 by default. 

In round 1, there are N clusters and N power models (because each power model forms a cluster on its own). Each 
round reduces the number of clusters by one (there are N-1 clusters in round 2, for example). After round N, all the 
power models are in one cluster. In the last rounds and until round N-2, the clustering proposals made by the algorithm 
were realistic and could be selected by power architects who are very familiar with the database, to arrange their 
models as working projects. The following dendrogram depicts the clustering process of the algorithm. Reading from 
bottom to top, we see that when the clusters are grouped together, the distance between them increases.  

Figure 4 is a dendrogram that shows this algorithm. It is read from bottom to top. For example, we chose to highlight 
the N-2 step which shows 3 clusters (the N step has only one cluster left), in 3 different colors. The names of the 
power models present have been blurred for confidentiality reasons, as they are real models of the application. But we 
noticed that the models having a common substring, for example "CPU_genX" and "GPU_genX" are directly 
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Still for confidentiality reasons, we perform for the moment the clustering within the power models of the same 
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choose for figure 4 to cluster the models of a team with very few models, for readability. 
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Fig. 4 Dendrogram of Hierarchical Clustering on the models of a Small IDPA Team  

5. Conclusion  

In conclusion, we have succeeded in proposing a clustering tool that can help architects to automatically group 
their power models into working projects. Agglomerative hierarchical clustering gathers power models by affinity 
according to three weighted criteria: low delay between edition times, similarity of files’ names and closeness in 
filesystem. 

This proposal can then be refined by the expert, who chooses the stage at which he wants the algorithm to stop, to 
obtain the clusters and therefore the projects he wants. This can be especially useful for a new user with little or no 
knowledge of the application's power model database. Of course, this automation does not replace the expert's 
judgment, but it simplifies the decision making. 

As mentioned, one possible improvement to this approach would be to compare the data (content) of the power 
models rather than the metadata. This requires an in-depth exploration of the constituent elements of the power models, 
as comparing two models requires the definition of a measure that quantifies the gap between their contents. 

Finally, it is not possible to cluster models belonging to different teams for privacy reasons. Thus, our clustering 
must be performed in a closed space within each team, on the models it owns. We could therefore also consider 
connecting the cluster boundaries for teams that express the desire to collaborate. 
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