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Abstract—Reconstructing perceived natural images from fMRI
signals is one of the most engaging topics of neural decoding
research. Prior studies had success in reconstructing either the
low-level image features or the semantic/high-level aspects, but
rarely both. In this study, we utilized an Instance-Conditioned
GAN (IC-GAN) model to reconstruct images from fMRI patterns
with both accurate semantic attributes and preserved low-level
details. The IC-GAN model takes as input a 119-dim noise
vector and a 2048-dim instance feature vector extracted from a
target image via a self-supervised learning model (SwAV ResNet-
50); these instance features act as a conditioning for IC-GAN
image generation, while the noise vector introduces variability
between samples. We trained ridge regression models to predict
instance features, noise vectors, and dense vectors (the output
of the first dense layer of the IC-GAN generator) of stimuli
from corresponding fMRI patterns. Then, we used the IC-GAN
generator to reconstruct novel test images based on these fMRI-
predicted variables. The generated images presented state-of-the-
art results in terms of capturing the semantic attributes of the
original test images while remaining relatively faithful to low-level
image details. Finally, we use the learned regression model and
the IC-GAN generator to systematically explore and visualize the
semantic features that maximally drive each of several regions-
of-interest in the human brain.

Index Terms—Natural Image Reconstruction, fMRI Decoding,
IC-GAN, Brain-Computer Interface

I. INTRODUCTION

Understanding the brain and cognition has always been
one of the fundamental research areas of science. One of
the ways researchers approach this task is by establishing
neural encoding and decoding methods. New ways to decode
information from brain signals have emerged with recent
developments in modeling and computation.

Funded by AI-REPS grant ANR-18-CE37-0007-01 and ANITI grant ANR-
19-PI3A-0004

In vision research, many studies have used statistical meth-
ods and machine learning to decode specific information like
position [1] or orientation [2], [3], to classify image cate-
gories [4], [5], to retrieve the closest images from a candidate
set [6], or even to reconstruct images with low-complexity like
basic shapes and structures [7].

With the emergence of deep learning, and in particular
advanced deep generative models, reconstructing more com-
plex images like handwritten digits [8], faces [9], and natu-
ral scenes [10] has become possible. These deep generative
models include variational auto-encoders (VAEs), generative
adversarial networks (GANs), and many variants and hybrids
of both. Although many studies have used these models, they
typically managed to reconstruct either low-level or high-level
features of the images, but rarely both at the same time.

Here, we propose a method to reconstruct natural images
from fMRI activation patterns with both accurate semantic
attributes and relatively preserved low-level details, using an
Instance-Conditioned GAN (IC-GAN) – a recent generative
model [11] inspired by the success of self-supervised feature
learning [12]. In our framework, we first extract latent repre-
sentations for a set of training images (see Figure 1): high-
level attributes of the images, called “instance features” in
IC-GAN, are computed with a single forward pass through
the SwAV ResNet-50 model; lower-level aspects of the image
(e.g. reflecting the size, position or orientation of an object,
details of the background, etc.) are obtained via a two-stage
optimization of the IC-GAN “noise” and “dense” latent vectors
(inspired by the method of Pividori et al. [13]). Next, we
train three ridge regression models to predict these latent
image representations from the corresponding fMRI patterns,
recorded while human subjects viewed the same training
images (Figure 2, Step 1). Finally, for each image in the test
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set, we predict the instance feature, noise vector, and dense
vector from fMRI data (using the previously learned regression
models), and then reconstruct an estimate of the image using
IC-GAN’s generator (Figure 2, Step 2 and 3). The code of this
paper can be found in the official GitHub repository1.

Our method establishes a new state-of-the-art performance
for capturing the semantic attributes of the images, while pre-
serving a reasonable amount of low-level details. We present
both qualitative and quantitative results, and a comparison
with previous methods to support our claims. We also take
advantage of our brain-based image reconstruction system to
explore and visualize the semantic image attributes encoded
in various brain regions-of-interest (ROIs), and discuss how
these findings align with neuroscientific evidence.

II. PREVIOUS WORKS

Many methods have been proposed in the literature for
reconstructing natural images from fMRI patterns using deep
learning models. Shen et al. [10] optimized input images with
a deep generator network using the loss provided by fMRI
decoded CNN features. Seeliger et al. [14] trained a linear
regression between fMRI signals and DCGAN’s latent space
using a feature loss from a CNN model and a pixel-space MSE
loss. In addition to supervised training with {fMRI, stimulus}
pairs, Beliy et al. [15] used a consistency loss for unsupervised
training with test fMRI data (without corresponding stimuli)
and additional image data. Later, Gaziv et al. [16] improved on
this method by imposing a perceptual loss on reconstructed im-
ages, resulting in sharper reconstructions. Mozafari et al. [17]
proposed the first semantically-oriented reconstruction model
using BigBiGAN [18]. Finally, Ren et al. [19] developed a
dual VAE-GAN model that uses a three-stage learning strategy
incorporating adversarial learning and knowledge distillation.
We qualitatively and quantitatively compare the results of these
studies with our proposed method.

III. MATERIALS AND METHODS

A. Instance-Conditioned GAN

We utilized an Instance-Conditioned GAN (IC-GAN)
model, pretrained for natural image generation on the Ima-
geNet dataset [20]. IC-GAN can be considered as a generic
framework rather than a single model, because it can be
applied to different GAN backbones, e.g. StyleGAN [21] or
BigGAN [22]. In the usual conditional GAN setting [23], class
labels are provided along with noise vectors sampled from a
normal distribution to generate images. Images belonging to
that specific class are labeled as “real”, and generated images
from the generator are labeled as “fake”. Both the generator
and discriminator are trained with these images and labels in
an adversarial learning framework. In the instance-conditional
setting, instead of giving a class label, instance features that
capture the semantic attributes of a given image are extracted
(via a pre-trained feature extractor) and provided to the gen-
erator as conditioning, alongside a sampled noise vector. For

1https://github.com/ozcelikfu/IC-GAN_fMRI_
Reconstruction

Step 1 - Compute instance features h for training images

Ytr

SwAV htr

Step 2 - Optimize noise vector z for training images
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Ŷz
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Step 3 - Optimize dense vector d for training images
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Ŷd
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Fig. 1. Extraction of the latent variables (htr , ztr and dtr) for each training
image (Ytr). Step 1: Instance features of training images (htr) are extracted
using SwAV ResNet-50. This 2048-dim instance feature vector (htr) captures
the semantic attributes of the image. Step 2: In addition to the instance feature
vector, the IC-GAN also requires a noise vector (zi) as input, which encodes
lower-level properties of the image (e.g., pose, orientation, background etc.).
While providing htr obtained from Step 1 to the IC-GAN’s generator, we
optimize the noise vector (zi) to generate the closest image (Ŷz) to the
groundtruth image (Ytr). The resulting optimized noise vector is ztr . Step
3: To further improve image reconstruction so as to better match the more
detailed spatial structure of the training image, we apply another optimization
stage, in which we optimize the dense layer vectors of IC-GAN itself. To
achieve, this, we pass the first 17 dimensions of ztr to the dense layer of
the IC-GAN’s generator and obtain initial dense vectors (d0). While keeping
both htr and the remaining 102 dimensions of ztr fixed, we optimize the
dense vector di to generate the closest image (Ŷd) to the groundtruth image
(Ytr). dtr is the resulting optimized dense vector.

training, IC-GAN selects k images in the neighborhood of
the conditioning image (according to the feature extractor);
these images are labeled as real, while generated images are
considered as fake images to train both the generator and
discriminator.

For the instance feature extraction, IC-GAN models use
the SwAV (Swapping Assignments between Views) archi-
tecture [24] with a ResNet-50 [25] backbone. SwAV is a
self-supervised learning model which means that it does not
require handcrafted labels from humans. Similar to contrastive
learning methods [12], SwAV minimizes the distance in fea-
ture space between representations of two transformed images
(coming from the same original image).

It is possible to train the IC-GAN framework with differ-
ent feature extractors, as long as they provide rich feature
representations. However, using features from self-supervised
learning models (e.g., SwAV) is better suited to the problem
of neural decoding and natural image reconstruction. Indeed,
many recent studies show that representations gathered from
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self-supervised learning models present more similarity to
brain representations than other learning methods [26], [27].

The specific IC-GAN model we used here relies on a Big-
GAN [22] architecture with 7 layers. It generates 256×256×3
images from a 2048-dim (dimensional) instance feature vector
extracted from SwAV ResNet-50 and a 119-dim noise vector
sampled from a normal distribution. The 2048-dim instance
features are given to an embedding layer and thus reduced to
512-dim embedded vectors. The 119-dim noise vector, which
encodes lower-level properties of the image (e.g. pose, size,
orientation of the object), is split into seven hierarchical levels,
each with 17 dimensions. The first 17-dim level is directly
given to the first dense layer of the IC-GAN generator. The
remaining six hierarchical levels are concatenated with the
embedded instance vector to be fed to the generator in each
of the six BigGAN residual blocks.

Overall, the purpose of IC-GAN is to generate, from one
conditioning image, new and diverse image instances that
share semantic attributes (as captured by SwAV instance
features), but differ in low-level properties (e.g. object po-
sition, size, orientation, background details). The diversity
of low-level properties is determined by randomly sampled
“noise” vectors (and by the “dense” vectors directly derived
from them). However, for the purpose of fMRI-based image
reconstruction, both high-level and low-level properties must
be specified. Therefore, rather than randomly sampling noise
vectors, we computed a specific noise vector (and the associ-
ated dense vector) for each training image in the dataset, as
detailed below.

B. Extracting Latent Variables from Training Stimuli

We illustrate the computation of latent variables in Figure 1.
We first extracted a 2048-dim instance feature vector for each
training image in our dataset (see dataset details below) by
presenting it to a SwAV ResNet-50 feature extractor. We then
provided these instance features to the IC-GAN generator, and
optimized the 119-dim noise vector for the same image using
the covariance matrix adaptation evolution strategy (CMA-
ES) [28]. We used this method because we empirically ob-
served that global optimization strategies worked better than
local optimization strategies (like gradient-based methods) for
the noise vector. The loss function for this optimization was the
distance between the generated image and the original training
image in Layer−4 of SwAV ResNet-50; this representation
level, hierarchically lower than the instance feature level,
encodes more spatially structured information.

Finally, to further match the more detailed spatial structure
of the original image, we applied one more optimization stage.
Inspired by the two-stage inversion method of Pividori et
al. [13], we provided the first 17 dimensions of the previously
optimized noise vector to the first dense layer of the IC-
GAN, resulting in a 1536 × 4 × 4-dim dense vector. While
the instance features and the remaining 102 dimensions of
the noise vector were kept fixed, we optimized these dense
vectors with the RMSProp optimizer. For this second-stage
optimization, the previous loss (SwAV ResNet-50 Layer−4

feature distance) was combined with a Learned Perceptual
Image Patch Similarity (LPIPS) [29] loss gathered from a
pretrained VGG16 model [30] and a pixel (MSE) loss from
64× 64 resized images.

Step 1 - Train regression models with training fMRI data

Ytr
Xtr

Ridge

Ridge

Ridge

htr

ztr

dtr

Step 2 - Decode latent variables using test fMRI data

Yts
Xts

Ridge

Ridge

Ridge

ĥts

ẑts

d̂ts

Step 3 - Reconstruct images from decoded latent variables

ĥts

ẑts

d̂ts

IC-GAN

Ŷts

Fig. 2. Decoding latent variables from fMRI patterns and reconstructing
images from decoded variables. Step 1: Having obtained the instance features
(htr), noise vectors (ztr) and dense vectors (dtr) of training images (Ytr) as
described in Figure 1, we train three ridge regression models to map fMRI
patterns of the training set (Xtr) to these latent variables. Step 2: Using
these trained regression models, we decode latent variables of the test set
(ĥts,ẑts,d̂ts) from test fMRI patterns (Xts). Step 3: We pass the decoded
latent variables to the IC-GAN Generator to obtain reconstructed images (Ŷts)

C. Generic Object Decoding Dataset

In this study, we used previously published fMRI record-
ings of five human subjects presented with images from
the ImageNet dataset [31]. The dataset contains training and
testing image perception sessions where subjects looked at
1200 training samples drawn from 150 categories (8 samples
each) and 50 testing samples chosen from 50 categories (1
sample each), respectively. Training and testing categories
were chosen independently and were non-overlapping. Each
training image was presented only once, while testing images
were repeated 35 times during the whole experiment. All
fMRI runs followed a similar design: fixation (33s), 50 image
presentations (9s per image flashing at 2Hz), fixation (6s).
Moreover, subjects were also asked to perform a one-back task
by pressing a button whenever the same image was presented
two times in a row (five such events occurred per run).

The fMRI data were pre-processed for each subject by
three-dimensional motion correction followed by coregistra-
tion to the high-resolution anatomical image. Then, the brain
representation of each image was calculated by averaging
the percent signal change values of each voxel over the
9-s presentation window. Additionally, the dataset provides



functional regions of interest (ROIs) that cover the entire
visual cortex, including V1-V4, the fusiform face area (FFA),
parahippocampal place area (PPA), and lateral occipital com-
plex (LOC). The pre-processed data is available to download
at brainliner.jp2.

D. fMRI Decoding and Image Reconstruction

Details of fMRI decoding and image reconstruction are
depicted in Figure 2. The procedure involves two separate
stages for training and testing the brain decoding system of
each subject.

First, we trained three separate ridge regression models to
predict the latent variables (instance features; noise vectors;
dense vectors) for each of the 1200 training images based on
the corresponding fMRI patterns. Since both the fMRI data
and the latent variables are high-dimensional, we applied L2

regularization on the regression weights during training.
At test time, we averaged the 35 repetitions of fMRI

signals corresponding to each test stimulus. Next, we used the
previously trained regression models to predict the instance
features, noise vectors, and dense vectors from these averaged
fMRI signals. Finally, we used these predicted latent variables
to generate image reconstructions using the IC-GAN generator.

IV. RESULTS AND ANALYSES

A. Image Reconstruction Results

Examples of image reconstructions produced by our method
are displayed in Figure 3. First of all, it is important to
examine IC-GAN reconstructions (second column) based on
the optimized “ground-truth” latent vectors (derived as detailed
in Figure 1): we can see that IC-GAN can successfully
reconstruct the semantic attributes of the test images; however,
it often misses some visual details, like parts of the vehicle
(third row), liquid in the glass (fifth row), or the precise text
in the gravestone (eighth row). These reconstructions help us
understand how the IC-GAN generator would behave if we
perfectly decoded latent variables from fMRI patterns, i.e. they
serve as an upper bound on the expected reconstruction quality.

When we inspect actual fMRI reconstructions for the five
subjects (third to seventh columns), our first observation is that
reconstructions look like natural images. Furthermore, they are
consistent across subjects. Again, these reconstructions capture
some of the semantic attributes, while also missing specific
aspects of the test images. For example, the system generates
images of horned animals for the goat image (second row),
but their species are not clearly identifiable. For the token
image (fifth row), round objects are reconstructed, but not with
the right texture. For the gravestone image (last row), similar
square-shaped objects with text and symbols are generated, but
most of them would not qualify as a gravestone. Overall, our
method appears to reconstruct semantic attributes with slight
but significant variations in details.

How does it compare to previously proposed methods? In
Figure 4, we present image reconstructions using alternative

2http://brainliner.jp/data/brainliner/Generic_
Object_Decoding

methods proposed in five other studies, together with our
results for comparison3. From these reconstructions, we can
see that many methods capture low-level details rather than
high-level ones; as a result, many of the reconstructions
do not look natural. A notable exception is the study of
Mozafari et al., based on the BigBiGAN architecture [17], in
which reconstructions often capture high-level properties and
are more naturalistic. Even this method, however, does not
correctly reconstruct semantic details for some of the images;
furthermore, it misses many of the low-level details. Among
the other studies, Ren et al. [19] succeed in reconstructing
colors and textures better than other methods, while Gaziv
et al. [16] give sharper object edges. Our method generates
realistic-looking image reconstructions with appropriate se-
mantic features, while preserving the low-level aspects to a
certain degree.

TABLE I
QUANTITATIVE COMPARISON OF IMAGE RECONSTRUCTIONS. FOR EACH

MEASURE, THE BEST VALUE IS IN BOLD. (FOR PIX-COMP/SSIM, HIGHER
IS BETTER; FOR INCEPTION/CLIP DISTANCE, LOWER IS BETTER)

Method
Similarity Measure

Low-Level High-Level
Pix-Comp ↑ SSIM ↑ Inception ↓ CLIP ↓

Shen et al. [10] 79.7% 0.582 0.829 0.358
Beliy et al. [15] 85.3% 0.597 0.865 0.424
Gaziv et al. [16] 91.5% 0.601 0.841 0.387
Ren et al. [19] 87.3% 0.588 0.847 0.383
Mozafari et al. [17] 54.3% 0.450 0.818 0.352
IC-GAN (Random) 64.1% 0.467 0.761 0.328
IC-GAN (Noise) 66.5% 0.489 0.744 0.320
IC-GAN (Dense) 67.2% 0.491 0.742 0.330

These qualitative observations are supported by the quan-
titative comparison of methods in Table I, according to
both low-level measures of image quality (Pix-Comp, SSIM)
and higher-level “semantic” measures (Inception or CLIP
distance). Pix-Comp is a 2-way comparison of pixel-wise
correlation measures computed over the whole test set. We
used the results reported by authors in their respective papers,
except for Gaziv et al. [16], who did not report Pix-Comp:
we re-computed it over the reconstructed images provided in
their supplementary material. All other metrics (SSIM [32],
Inception-V3 [33] distance, and CLIP ViT-B/32 [34] distance),
were computed over the seven common image reconstructions
presented in Figure 4. Our own results are presented for
three different versions of IC-GAN decoding, using different
combinations of the three brain regression models in Figure 2,
to evaluate the effects of each regressor on performance. First,
the IC-GAN (Random) version uses brain-decoded instance
features together with randomly sampled noise vectors from
a normal distribution. Second, the IC-GAN (Noise) version
combines brain-decoded instance features with brain-decoded
noise vectors, without using the brain-decoded dense vectors
(instead, the output of the first dense layer is used directly).
Finally, IC-GAN (Dense) is the complete framework described

3We selected these seven images because it was the only common set of
reconstruction exemplars presented across all of the considered studies.
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Test
Image

IC-GAN
Rec Sub1 Sub2 Sub3 Sub4 Sub5

Fig. 3. fMRI Reconstructions by the IC-GAN model for all subjects. The first column is the groundtruth test image, whereas the second column is the
reconstructed image by IC-GAN using true extracted latent variables. The following five columns demonstrate the equivalent reconstructions using fMRI-
decoded latent variables for each subject. fMRI reconstructions are generally consistent with the groundtruth images in terms of semantic attributes, while
they preserve the low-level details to a certain degree.

in Figure 2, which uses all the brain-decoded latent vari-
ables (thus overriding the dense vector with its brain-decoded
version). The table indicates that most other methods yield
better results than IC-GAN on the low-level measures (Pix-
Comp, SSIM), except for Mozafari et al [17]; like ours,
that study was aimed at matching higher-level “semantic”
aspects of the input images. Importantly, IC-GAN outperforms
the Mozafari et al method for both low-level measures. For
the high-level measures (Inception and CLIP Distances), IC-
GAN demonstrates state-of-the-art performance, surpassing all
methods–including Mozafari et al.–by a significant margin.

The comparison of the 3 versions of our IC-GAN method
reveals that the inclusion of both the brain-decoded noise
vector (IC-GAN Noise) and the brain-decoded dense vector
(IC-GAN Dense) helps improve the model’s ability to capture
low-level details. Still, the full model remains inferior to
many previous methods in this respect. Regarding high-level
semantic attributes, while the full method IC-GAN (Dense)
is superior to IC-GAN (Noise) for the Inception distance,
the opposite is true for the CLIP distance. This could be
because Inception features include more spatially structured
information than CLIP features; indeed, the function of dense

vectors in our method is precisely to capture the image spatial
structure that is less explicitly encoded in the noise vectors.

B. Semantic Analysis of Visual Encoding in Brain ROIs

Our brain decoding model, relying on the latent space(s) of
the IC-GAN network, can reconstruct the high-level content of
perceived images better than all prior methods, while retaining
more low-level details than at least some of these methods.
From a neuroscience viewpoint, can this brain decoding model
also help us understand the neural coding of visual information
in the brain? Here, we use our model to explore and directly
visualize the types of information that are preferentially rep-
resented in various brain regions-of-interest (ROIs).

The fMRI dataset counts seven distinct ROIs across visual
cortex for each subject–in hierarchical order: V1, V2, V3, V4,
LOC (Lateral Occipital Complex), FFA (Fusiform Face Area)
and PPA (Parahippocampal Place Area). First, we ask whether
each region carries more information about high-level latent
features–as captured by the model’s instance features–or about
low-level properties–as captured by the model’s dense vector
(note that similar results, not shown here, were obtained for
the noise vector instead of the dense vector). To answer this



Test
Image

IC-GAN
Rec

IC-GAN
(Ours)

Shen
et al.

Beliy
et al.

Gaziv
et al.

Mozafari
et al.

Ren
et al.

Fig. 4. Comparison of fMRI reconstructions for several methods. The first column is the groundtruth image, the second column is the reconstructed image with
IC-GAN using true extracted latent variables. Columns three to eight present fMRI reconstructions from IC-GAN (Ours), Shen et al. [10], Beliy et al. [15],
Gaziv et al. [16], Mozafari et al. [17], and Ren et al. [19], respectively. fMRI reconstructions by the IC-GAN method demonstrate more naturalistic-looking
images with accurate semantic attributes, while preserving some low-level details (e.g. object position, size or orientation).

question, for each brain voxel we compared the L1 norm of
the model’s ridge regression weights for the instance features
vs. dense vectors (Figure 5). As expected, lower brain regions
(V1-V3) were more informative about the dense vector, while
higher brain regions (V4, LOC, FFA, PPA) carried more
information about instance features.

Next, we use our brain decoding model to visualize the “op-
timal” stimulus for each brain region. Instead of using fMRI
patterns recorded from subjects, we synthesized seven patterns,
one for each ROI, with a value of 1 for all voxels inside the
ROI and 0 outside. We provided these synthetic patterns to
the three trained ridge regression models to obtain predicted
latent variables (as described in Figure 2). To mitigate the
scaling problem, we normalized instance features to have unit
norms. We then passed the predicted latent variables through
the IC-GAN generator to generate images.

Previously, Gu et al. [35] synthesized optimal images for
different ROIs using a BigGAN generator and a feature
extractor. They iteratively optimized the latent variables of the
generator in such a way that predicted fMRI patterns (obtained
via the feature extractor) maximized activation in a specific
ROI. In contrast, our method involves a single pass through our
image reconstruction pipeline, and does not require iterative
optimization of the latent variables. Figure 6 presents the

generated images from each subject (second to sixth columns),
together with reconstructions using averaged latent variables
across all five subjects (first column).

In lower visual cortex (V1-V2), basic textures (foliage, trees,
stones) are produced rather than (or in addition to) identifiable
objects. The textures emphasize the periphery of the visual
field, in line with the fact that V1-V2 have small receptive
fields that can be positioned at high visual eccentricity. For V3
and V4, the generated textures present more regularity than V1
and V2, and we begin to see visuals close to objects with mul-
tiple parts, including text-like symbols, notably in V4. LOC is
known for its selectivity to object shapes; when maximizing
this region’s response, IC-GAN generates complete objects
at the center of the image, rather than extended textures. At
this stage, the visual periphery appears empty or blurry, in
contrast with the crisp peripheral textures produced for V1-
V2. In FFA, a high-level region known for its selectivity
to face images, IC-GAN generates human and animal faces.
The presence of animal faces is not unexpected, since the
ImageNet dataset (on which IC-GAN was trained) contains
many more animal images than human images. Some previous
experimental and computational work [35], [36] also suggests
that fusiform regions may show a preferential response to
animals, and particularly dogs. Nonetheless, the model still
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Fig. 5. Mapping of instance features vs. dense vectors over brain regions.
(a) Difference between the percentiles of the regression weights (L1 norm)
for the instance features vs. the dense vector, averaged over voxels in each
ROI. Positive values indicate relatively higher weight for instance features
compared to the dense vector, and vice versa. Error bars represent standard
error of the mean across 5 subjects. (b) Voxel-by-voxel maps (left: axial; right:
sagittal) of the difference between the percentiles of the regression weights
(L1 norm) for the instance features (red) vs. the dense vector (blue), averaged
over the 5 subjects. Dense vector weights are higher in early visual cortex
(occipital regions), while instance feature weights are larger in higher visual
cortex (temporal regions).

generates human face images for two of the subjects. The
last ROI from the higher visual cortex is PPA, known for its
selectivity to environmental scenes like indoor and outdoor
places. IC-GAN also generates indoor and outdoor places
when the voxels of this region are activated. Some of the
images have an object in the center of the scene; this might be
caused by the training of the IC-GAN model on ImageNet–an
object-centered dataset. It is worth noting that PPA-optimized
images produce more details in the visual periphery than FFA-
optimized images; this is compatible with the known differ-
ence in preferential eccentricity between the two regions [37].
Overall, the outcomes of this analysis are consistent with
findings from the neuroscience literature, indicating that our
IC-GAN-based model learned to appropriately decode visual
feature selectivity in the brain. Most importantly, the method
allows us to directly visualize this selectivity, rather than
inferring it from extended experiments.

ROIs

V1

V2

V3

V4

LOC

FFA

PPA

Pooled
(N=5) Sub1 Sub2 Sub3 Sub4 Sub5

Fig. 6. Generated images from synthetic fMRI patterns constructed by
activating all voxels in a specific brain region-of-interest (ROI), and none
outside of the ROI. The rows represent various brain regions: V1, V2, V3,
V4, LOC, FFA, and PPA. The first column is generated after averaging the
brain-predicted latent variables for all five subjects. The following columns
are for individual subjects.

V. DISCUSSION

In this paper, we presented a framework for natural image
reconstruction from fMRI patterns using the IC-GAN model,
pretrained on ImageNet. First, we extracted instance features,
noise vectors, and dense vectors from training images, and
trained ridge regression models from fMRI patterns to these
latent variables. With these regression models, we decoded
latent variables from the test fMRI patterns, and finally recon-
structed images with the IC-GAN generator.

Many previous studies implemented fMRI reconstruction
frameworks with deep generative models. However, these
models were able to reconstruct either low-level or high-level
features of the images. Our method demonstrated state-of-
the-art performance on reconstructing semantic (high-level)
attributes of the images, both qualitatively and quantita-
tively, while generating naturalistic-looking images. Mean-
while, compared to other semantically oriented models (e.g.
Mozafari et al. [17], an approach based on BigBiGAN), it was
able to maintain more low-level details. Furthermore, we could
use our fMRI-based image reconstruction model to visualize
images decoded from synthetic fMRI patterns, designed to
maximize activations in specific brain ROIs. The results of this
analysis were aligned with the existing neuroscience literature,
opening a range of possibilities for future brain exploration and



visualization techniques.
We acknowledge that there is still room for improving our

model, especially in terms of better reproducing low-level
details. This may be achieved in future work by improving
our optimization of the noise and dense vectors, or by pairing
IC-GAN with other generative networks more focused on low-
level image properties.
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