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1 Introduction

In standard, or canonical, load balancing, a central dispatcher receives a stream of ex-
ogenous work units (jobs) and, immediately upon their arrival, sends each of them to
one out of a number of distributed computational resources (servers). Upon service
completion at its designated server, each job leaves the system. The main goal is to de-
sign load balancing algorithms that optimize some performance metric, e.g., the user-
perceived delay, while ensuring an efficient use of resources, e.g., bandwidth, energy,
etc. The underlying architecture is fully decentralized: there is no queueing at the cen-
tral dispatcher and each server has its own queue. In cloud computing systems, this
is motivated by the stringent latency requirements of modern applications, which can
run on top of systems with thousands of servers. In this setting, scalability is a major
concern. Popular examples of load balancing algorithms are Power-of-d and Join-the-
Idle-Queue among several others [8].

Over the last decades, standard load balancing proved itself as a central theme in
queueing theory. Nowadays, researchers and practitioners have taken a step forward
and, on top of standard load balancing, they are embedding replication techniques to
further improve user-perceived delays. In this respect, there are two underlying prin-
ciples: either replicate, i.e., “replicate a job d ≥ 1 times upon its arrival and use the
results from whichever replica responds first” [4], or speculate, i.e., “replicate a job
d ≥ 1 times as soon as the system detects it as a straggler” [2]; here, a ‘straggler’ refers
to a job taking longer than expected to complete. Within the former, which we refer to
as “replication”, all redundant replicas are usually canceled as soon as one completes
or starts service. Within the latter, which we refer to as job “speculation” [10], a job
is usually replicated following a timeout rule. Both principles have been successfully
introduced to mitigate the impact on system performance of heavy-tailed job service
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times. From a practical standpoint, a service time may be large either because its size is
inherently large, meaning that it requires a lot of computational resources, or because it
encountered some unfortunate run-time phenomena that slowed or stalled its execution.
There is increased interest in replication as it is employed by Google’s BigTable, while
the speculation principle is used in Apache Spark and Hadoop MapReduce.

2 Problem Statement

The replication and speculation principles above admit several implementations, all of
which can be viewed as generalizations of standard load balancing: when the number
of additional replicas of a given job boils down to zero and when the timeout in the
timeout rule for speculation is set to infinity, the standard load balancing framework is
recovered. It is then natural to investigate the performance induced by both replication
and speculation strategies and compare their benefit with respect to their standard load
balancing configuration; as we discuss below, there may not be any benefit at all! This
is a challenging problem in queueing theory and a satisfactory understanding is cur-
rently missing. One of the technical difficulties consists in the stochastic analysis of the
underlying Markov process, as one should keep track of the locations of all replicas of
a given job. This makes the state description complex. In addition, the interesting case
is when the service times of all replicas are dependent random variables, as one expects
that the service time of a large (in size) job will remain large no matter how many times
it is replicated [5]. Matter of fact, unless one consider service times with an exponen-
tial distribution, even a satisfactory characterization of the stability region induced by
popular replication mechanisms is currently unclear; see [5,6,7] for further details.

2.1 Recent work on speculation

Recent theoretical works on speculation focus on static settings with a finite number of
jobs and no queueing [1,9]. The queueing and stability behavior of job speculation is
not well-understood. To the best of our knowledge, the first queueing network model
for job speculation in a stochastic and dynamic setting has been proposed in [3], where
the case d = 1 is considered. Here, each job is initially assigned to a single server by
a frontend dispatcher. Then, when its execution begins, the server sets a timeout. If the
job completes before the timeout, it leaves the network, otherwise the job is terminated
and either relaunched or resumed at another server where it will complete. Concerning
stability, it is found that under mild assumptions and also within heterogeneous servers,
the underlying Markov process is positive Harris recurrent under the usual stability
condition [3, Theorem 1], i.e., the nominal load at each queue is less than one. The
key observation is that the resulting stability region differs from a queueing network
implementing a standard load balancing scheme such as Power-of-d. Within classes of
service time distributions of practical interest, it is then found that speculation can in-
crease the stability region of the network when compared with standard load balancing
and replication schemes, and a recipe for the design of optimal timeouts is also given.
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2.2 Replication vs speculation vs standard load balancing

To the best of our knowledge, the first work that jointly compares i) replication, ii)
speculation and iii) their corresponding standard load balancing configuration in a sta-
tionary regime is [3]. It is found that none of these three approaches always performs
better than the others: the general answer strongly depends on the load conditions and
on the level of variability in the job service times. In a light-load regime, replication pro-
vides better average response times. Under moderate to heavy loadings and in presence
of heavy-tailed server slowdown, simulations indicate that speculation can significantly
improve performance when compared with existing redundancy schemes and standard
load-balancing systems. On the other hand, in the presence of light-tailed server slow-
downs however, it is found that speculation performs worse than its corresponding stan-
dard load balancing configuration (where all timeouts are set to infinity).

3 Discussion

The replication and speculation principles discussed provide effective mitigation tech-
niques for the straggler problem but which one is preferable under which conditions is
not clear as the former may lead to significant additional resource costs while the latter
may increase latency. In addition, both principles can be implemented in several ways.
For instance, within speculation, a replicated job can be either resumed or re-executed
from scratch, and the straggling job may be killed or not. Also, one is allowed to choose
the number of extra replicas, where to place them and, for each of them, whether a time-
out rule should be adopted again or not, etc. All of these questions/variations have not
been addressed in the stationary regime. In our view, this will lead to a plethora of
queueing models, most of which are yet to come in the queueing literature.
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