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Abstract

Strong blocking sets and their counterparts, minimal codes, attracted lots of attention
in the last years. Combining the concatenating construction of codes with a geometric
insight into the minimality condition, we explicitly provide infinite families of small strong
blocking sets, whose size is linear in the dimension of the ambient projective spaces. As a
byproduct, small saturating sets are obtained.

Introduction

Nonlinear combinatorial objects, as arcs, saturating sets, blocking sets, have been broadly in-
vestigated in finite geometry not only for theoretical reasons but also for their deep connections
with more applied areas of mathematics as coding theory and cryptography.

Denote by PG(N, q) the N -dimensional projective space over the finite field Fq. A point
set B is called a blocking set if any hyperplane of PG(N, q) contains at least one point of
B. A blocking set B is strong if any hyperplane section of B generates the hyperplane itself;
see [10, 16, 19]. Although blocking sets were deeply investigated in the last decades (see for
example [9] and references therein), much less is known about strong blocking sets.

Strong blocking sets are the geometrical counterpart of an important class of error correcting
codes, the so-called minimal codes; see [1,31]. A codeword is said to be minimal if its support
does not contain the support of any other non-proportional nonzero codeword. A code for
which every codeword is minimal is called minimal. The importance of minimal codes relies on
their connection with cryptography and coding theory. In fact, minimal codewords in linear
codes were used by Massey [26, 27] to determine the access structure in a code-based secret
sharing scheme. Previously, minimal codewords were studied in connection with decoding
algorithms [22]. For a given linear code, describing the whole set of minimal codewords can be
a challenging task, even for special classes of linear codes. For this reason, in the last years,
minimal codes attracted attention and many of the constructions are connected with few-weight
codes (see e.g. [28–30]) or exploit the so-called Ashikhmin-Barg condition [4]. Bounds on the
parameters of a minimal code were considered in [1,2,12,14,25]. Only recently, minimal codes
were studied through their connection with strong blocking sets [1, 10, 25, 31]. It is worth
mentioning that minimal codes form a class of asymptotically good codes [1, 14]. Families of
short minimal codes (via their equivalence with strong blocking sets) were provided in [5, 21]
also in connection with line spreads or sets of lines in higgledy-piggledy arrangement [19].
Apart from a few small dimensional cases, none of these constructions were effective. On the
other hand, minimal codes whose length is quadratic in the dimension are constructed explicitly
in [1, 2]. In a very recent work [3], minimal rank-metric codes are investigated, in connection
with linear sets. As a byproduct, new constructions and perspectives on minimal codes are
obtained.
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One of the main open questions concerning strong blocking sets (in relation to the param-
eters of the associated minimal code) concerns the explicit constructions of infinite families of
strong blocking sets whose size grows linearly with the dimension of the ambient projective
space.

In this paper we exploit a machinery introduced in [14] to provide families of asymptotically
good minimal codes via codes concatenation. We obtain explicit constructions of small strong
blocking sets in projective spaces, whose size linearly depends on the dimension of the ambient
space. It is worth mentioning that in some cases concatenation provides the smallest known
strong blocking sets. As a byproduct, we obtain constructions of saturating sets for specific
dimensions whose size is the smallest one can find in the literature.

The aim of this paper is two-fold. On the one hand we provide a more geometric insight
of the concatenation method, discussing some relevant features of both outer and inner codes.
On the other hand we show how explicit families of asymptotically good minimal codes and
their corresponding small strong blocking sets can be obtained via this machinery.

Outline. The paper is organized into four sections. Section 1 contains the preliminaries
on minimal codes, strong blocking sets and the known bounds on their size. In Section 2 we
present a geometric interpretation of the well-known Ashikhmin-Barg condition, we introduce
an analogue of the result of Ashkhmin and Barg in the context of concatenated codes – that we
call Outer AB condition – and we present some explicit construction of small strong blocking
sets. Section 3 is devoted to some asymptotic results, both theoretical and constructive. Finally,
we apply some of the previous results to the study of ρ-saturating sets in Section 4.

1 Background

1.1 Minimal codes

For a vector v ∈ Fn
q , the Hamming weight of v is wt(v) := |σ(v)|, where σ(v) := {i ∈ {1, . . . , n} |

vi 6= 0} is the Hamming support of v. An [n, k, d]q linear code C is a subspace of Fn
q of dimension

k with minimum weight

d = d(C) := min{wt(c) | c ∈ C, c 6= 0}

and its elements are called codewords. Normally, these are the fundamentals parameters for
error correcting purposes, but in our context the maximum weight w(C) := max{wt(c) | c ∈ C}
will play a crucial role. A generator matrix G of C is a matrix whose rows form a basis for C.
A linear code C is called projective (resp. non-degenerate) if in one (and thus in all) generator
matrix G of C no two columns are proportional (resp. no column is the zero vector). Two
linear codes are said to be (monomially) equivalent if there is an a monomial transformation
sending one into the other. A family of codes is said asymptotically good if it admits an infinite
subfamily of increasing length with both dimension and minimum weight growing linearly in
the length.

Definition 1.1. A nonzero codeword c of a code C over Fq is called minimal if every nonzero
codeword c′ in C with σ(c′) ⊆ σ(c) is λc for some nonzero λ ∈ Fq. A linear code C is a minimal
code if all its codewords are minimal.

Example 1.2. A simplex code Sq(k) of dimension k over Fq is a code defined up to equivalence
as follows: its generator matrix is obtained by choosing as columns a nonzero vector from each 1-
dimensional subspace of Fk

q . It is easy to prove that its parameters are [(qk−1)/(q−1), k, qk−1]q
and that all nonzero codewords have the same weight. This last property implies that Sq(k) is
minimal.
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In this paper, the concatenation of codes, a standard way of combining codes to obtain a
code of larger length, plays a crucial role. To describe this process, let n, k be two integers
such that n ≥ k and let π : Fqk → Fn

q be an Fq-linear injection. In the concatenation process,

Fqk -linear codes in FN
qk

are called outer codes and the Fq-linear code I := π(Fqk) is called inner
code. If C is an Fqk -linear code of length N and Fqk -dimension K, then the Fq-linear code

I �π C := {(π(c1), . . . , π(cn)) | (c1, . . . , cn) ∈ C} ⊆ FN ·n
q

is called the concatenation of C with I by π, or simply the concatenated code. This last depends
on the choice of π, but there are some of its properties independent of π. For example, I �π C
is an [N · n,K · k,≥ d(I) · d(C)]q for every choice of π (see for example [32, §1.2.3.]). If the
properties in which we are interested do not depend on π, we will simply denote by I � C the
concatenated code.

1.2 Strong blocking sets

For k > 1, the finite projective geometry of dimension k−1 and order q, denoted by PG(k−1, q)
is

PG(k − 1, q) :=
(
Fk
q \ {0}

)
/∼,

where u ∼ v if and only if u = λv for some nonzero λ ∈ Fq. A hyperplane is a subspace
H ⊆ PG(k − 1, q) of codimension 1. A projective [n, k, d]q system P is a finite set of n points
(counted with multiplicity) of PG(r − 1, q) not all lying on a hyperplane and such that

d = n− max
H hyperplane

{|H ∩ P|}.

For an [n, k, d]q non-degenerate code C with generator matrix G, let P be set of columns of
G, considered as points in PG(k−1, q). For u = (u1, . . . , uk) ∈ Fk

q , wt(uG) = n−|H∩P|, where
H is the hyperplane defined by the equation u1x1+ . . .+ukxk = 0. So P is a projective [n, k, d]q
system. For the same reason, from a projective [n, k, d]q system P one can obtain an [n, k, d]q
code by choosing a representative for any point of P and considering the code generated by
the matrix having these representatives as columns. This gives the well-known correspondence
(see for example [32, Theorem 1.1.6]) between equivalence classes of non-degenerate [n, k, d]q
linear codes and equivalence classes of projective [n, k, d]q systems.

Minimal codes correspond to [n, k, d]q systems with additional properties.

Definition 1.3 ([16]). A subset M ⊆ PG(k − 1, q) is called strong blocking set if for every
hyperplane H of PG(k − 1, q) we have 〈M ∩H〉 = H.

Example 1.4. The whole PG(k − 1, q) is, clearly, a strong blocking set.

Strong blocking sets were introduced in [16]. In [19], strong blocking sets are referred to
as generator sets and they are constructed as union of disjoint lines. In [10] they were rein-
troduced, with the name of cutting blocking sets, in order to construct a particular family of
minimal codes. In [1] and [31] it was independently shown that strong blocking sets are the
geometrical counterparts of minimal codes: the above correspondence between non-degenerate
codes and projective systems restricts to a correspondence between equivalence classes of pro-
jective [n, k, d]q minimal codes and equivalence classes of subsets of PG(k−1, q) that are strong
blocking sets (since in this paper we are interested in short minimal codes or, equivalently, in
small strong blocking sets in projective spaces, it is not restrictive to narrow down to projective
codes, which correspond to projective systems in which all the points have multiplicity one,
that is subsets). Clearly, the simplex codes defined in Example 1.2 correspond to the strong
blocking sets defined in Example 1.4.
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1.3 Bounds on the size of strong blocking sets

Given the above equivalence between minimal codes and strong blocking sets, for the sake of
brevity, in this section we will only state the bounds for the size of the latter, but clearly these
bounds are also on the length of minimal codes.

For a given dimension and a base field, simplex codes are the longest projective minimal
codes, as the whole projective space is the largest strong blocking set. Since from a given strong
blocking set we can always obtain a larger one by adding any set of points, it is interesting to
know how small a strong blocking set can be.

A (k−1)-fold blocking set in PG(k−1, q) is a subset B of points such that every hyperplane
meets B in at least k− 1 points. Clearly, a strong blocking set in PG(k− 1, q) is a (k− 1)-fold
blocking set. By a well-known result of Beutelspacher on (k − 1)-fold blocking sets (see [7,
Theorem 2]), the size of a strong blocking set in PG(k − 1, q), is at least (q + 1)(k − 1), if
k ≤ q + 1. The same result holds without restrictions on k:

Theorem 1.5 ([2]). The size of a strong blocking set in PG(k− 1, q) is at least (q+1)(k− 1).

However, this lower bound is not sharp in general, as shown in [2].
There are many constructions of strong blocking sets of small size. One usual way to obtain
them is to consider set of lines: a set of lines of PG(k−1, q) is in higgledy-piggledy arrangement
if the union of their point sets is a strong blocking set of PG(k− 1, q). Using higgledy-piggledy
lines one can get strong blocking sets of size (q+1)(2k−2) in PG(k−1, q), whenever 2k ≤ q+2
(see [19, Theorem 14]). Note that the above result cannot be used to obtain strong blocking
sets for large dimensions. There are stronger results for small dimensions: see [16, 19] for
k = 3, 4, [6] for k = 5, and [5] for k = 6.

The best bounds concerning the size of smallest strong blocking sets are summarized in the
following theorem, which is a refinement of a result in [12].

Theorem 1.6 ([21]). The size of the smallest strong blocking sets in PG(k − 1, q) is at most





2k−1
log2(4/3)

, if q = 2;

(q + 1)

⌈
2

1+ 1
(q+1)2 ln q

(k − 1)

⌉
, otherwise.

The proof of the above theorem is probabilistic. Explicit small constructions can be found
in [1,2]: they are of size ck2q, for some c ≥ 2/9. However, from Theorem 1.5 and Theorem 1.6
we know that a construction where the size is linear in k (and q) does exist. Note that this
would yield explicit construction of asymptotically good families of minimal codes, by the
lower bounds on the minimum weight (see [2, Theorem 2.8]). In [15, §2.A] (for q = 2) and [13,
§2.4] (for all others cases), such a construction is sketched, and it employs the concatenation.
However, these results seem to have gone unnoticed to date, in the context of both minimal
codes and strong blocking sets. The main aim of this paper is to highlight the power of this
approach by delving into it.

2 Strong blocking sets by concatenation

2.1 Geometric interpretation of the Ashikhmin-Barg condition

First, we provide an easy geometrical interpretation of part 3 of [4, Lemma 2.1], known as
Ashikhmin-Barg condition, which provides a sufficient condition for a subset of points to be
strong blocking set. Even if it is a direct consequence of the geometrical interpretation of
minimal codes described above, we give a direct proof using only geometrical arguments.
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Lemma 2.1 (Ashikhmin-Barg). Let B be a subset of PG(k−1, q) of cardinality n and denotem
(resp. M) the minimum (resp. the maximum) number of points of B contained in a hyperplane
of PG(k − 1, q). If

n−M

n−m
>

q − 1

q
(1)

then B is a strong blocking set.

Proof. Suppose that B ⊆ PG(k − 1, q) is not a strong blocking set. Then there exists a
hyperplane H such that H ∩ B is contained in a subspace S of codimension 2. Consider the q
hyperplanes through S distinct from H. If x = |H ∩ B|, then

n = |B| ≤ x+ q(M − x) = qM − (q − 1)x ≤ qM − (q − 1)m.

In coding theoretical language, (1) reads as follows: let C be the (projective) linear code of
length n associated with B. If

d(C)
w(C) >

q − 1

q
(2)

then C is minimal. In the sequel, we will refer to (1) and (2) as AB condition.

2.2 Outer AB condition

The concatenation process allows to get strong blocking sets by imposing a similar but weaker
condition on the outer codes.

Theorem 2.2 (Outer AB condition). Let C be an [N,K,D]qk code such that

D

W
>

q − 1

q
,

where W := w(C), and I be an [n, k, d]q minimal code. Then the concatenated code I �π C
is a minimal code of parameters [Nn,Kk,≥ Dd]q. Equivalently, the corresponding set in
PG(Kk − 1, q) is a strong blocking set of size Nn.

Proof. Let x and x′ be two nonzero codewords in I �π C such that σ(x′) ⊆ σ(x). Let c and
c′ be the codewords in C such that x = (π(c1), . . . , π(cN )) and x′ = (π(c′1), . . . , π(c

′
N )). Clearly

σ(c′) ⊆ σ(c). Moreover, since I is minimal, it exists λi ∈ F∗
q such that ci = λic

′
i whenever

i ∈ σ(c′). Since |σ(c′)| ≥ D, the scalars are equal to a certain λ ∈ F∗
q in at least

⌈
D
q−1

⌉

coordinates. So, up to a multiplication by λ−1, c and c′ coincides in at least
⌈

D
q−1

⌉
coordinates.

Now
D ≤ |σ(c′)| ≤ |σ(c)| ≤ W

and, since D/W > (q − 1)/q,

W <
q

q − 1
·D = D +

D

q − 1
≤ D +

⌈
D

q − 1

⌉
.

Thus

|σ(c− c′)| ≤ W −
⌈

D

q − 1

⌉
< D,

which yields |σ(c− c′)| = 0 and c = c′. Hence I �π C is minimal.

Remark 2.3. As one can easily see from the proof of Theorem 2.2, we may get the same result
by concatenating in each coordinate with a different minimal code.
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It possible to provide a more geometrical interpretation of the concatenation process. In
this geometrical description of concatenated codes, companion matrices play a crucial role. Let
p(x) = xk +

∑k−1
i=0 pix

i ∈ Fq[x] be an irreducible monic polynomial of positive degree k and
define the companion matrix of p(x) as

A :=




0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

...
0 0 0 · · · 1

−p0 −p1 −p2 · · · −pk−1




.

The Fq-algebra Fq[A] is a finite field with qk elements (see [24, Chapter 2.5]). In particular, if
α is a root of p(x) and v = v0 + v1α+ . . . + vk−1α

k−1 is a generic element of Fq[α] ∼= Fqk and

φ : Fq[α] → Fk
q is the Fq-linear isomorphism that sends v to [v0, . . . , vk−1], then φ(v)A = φ(vα).

Remark 2.4 (Geometric insight of Theorem 2.2). Let GI ∈ Fk×n
q be a generator matrix of

the inner code I and let F∗
qk

= 〈ω〉. Denote by A ∈ Fk×k
q the companion matrix of the minimal

polynomial of ω. For an element α ∈ Fqk let

A(α) :=

{
Ar ∈ Fk×k

q , if 0 6= α = ωr,

0 ∈ Fk×k
q , if α = 0.

Consider now a generator matrix GC ∈ FK×N
qk

of the outer code C

GC =




α1,1 α1,2 · · · α1,N

α2,1 α2,2 · · · α2,N
...

...
...

αK,1 αK,2 · · · αK,N


 .

A generator matrix of a concatenated code I � C can be chosen as follows




A(α1,1)GI A(α1,2)GI · · · A(α1,N )GI

A(α2,1)GI A(α2,2)GI · · · A(α2,N )GI
...

...
...

A(αK,1)GI A(αK,2)GI · · · A(αK,N )GI


 ∈ FKk×Nn

q . (3)

Let

• P := {Px+ny | x ∈ {1, . . . , n}, y ∈ {0, . . . , N − 1}} be the set of points in PG(Kk − 1, q)
corresponding to the columns of (3);

• Q := {Q1, . . . , Qn} be the set of points in PG(k − 1, q) corresponding to the columns of
GI ;

• R := {R1, . . . , RN} be the set of points in PG(K − 1, qk) corresponding to the columns
of GC .

Let H and H′ be two hyperplanes of PG(Kk − 1, q) such that P ∩ H ⊆ P ∩ H′. We
aim to prove that H = H′, which is equivalent to P being a strong blocking set (see for
example [1, Proposition 3.3.])

Let v and v′ be two vectors in FKk
q such that H = 〈v〉⊥ and H′ = 〈v′〉⊥ and let

v = (v1| . . . |vK), v′ = (v′1| . . . |v′K),

6



with vi, v
′
i ∈ Fk

q .
For x ∈ {1, . . . , n} and y ∈ {0, . . . , N − 1},

H(Px+ny) =
K∑

i=1

vi︸︷︷︸
∈F1×k

q

A(αi,y+1)︸ ︷︷ ︸
∈Fk×k

q

Qx︸︷︷︸
∈Fk×1

q

=

(
K∑

i=1

viA(αi,y+1)

)
Qx

and similarly

H′(Px+ny) =

K∑

i=1

v′i︸︷︷︸
∈F1×k

q

A(αi,y+1)︸ ︷︷ ︸
∈Fk×k

q

Qx︸︷︷︸
∈Fk×1

q

=

(
K∑

i=1

v′iA(αi,y+1)

)
Qx.

Recall that Q is a strong blocking set in PG(k − 1, q). Now,
(

K∑

i=1

viA(αi,y+1)

)
and

(
K∑

i=1

v′iA(αi,y+1)

)

both correspond (if non-vanishing) to hyperplanes in PG(k− 1, q) and therefore since P ∩H ⊆
P ∩H′, there exists λi ∈ F∗

q such that

K∑

i=1

ηiαi,y+1 =
K∑

i=1

(λiη
′
i)αi,y+1,

where ηi and η′i are the elements of Fqk corresponding to vi and v′i respectively, by φ. Let

H = 〈η〉⊥ and H′
= 〈η′〉⊥ be the hyperplanes in PG(K − 1, qk) corresponding to η and η′

respectively. Since |H′∩R| ≤ N −D, λi is equal to some fixed λ ∈ F∗
q for at least

⌈
D
q−1

⌉
values

i. So, up to a multiplication by λ−1, ηi = η′i for at least
⌈

D
q−1

⌉
coordinates and the argument

follows the proof of Theorem 2.2: we get that η = η′, so that also H = H′ and hence the set P
is a strong blocking set.

Remark 2.5. We can reinterpret the construction in [2, Theorem 4.1.] in terms of concatena-
tion. Actually, if ω is a primitive element of Fqk , that construction is the concatenation of a
[4, 2, 3]qk MDS code C with generator matrix

GC =

[
1 1 1 0
0 ωi ωj 1

]
,

where 0 < i < j < qk, with a simplex code Sq(k). Theorem 2.2 affirms that Sq(k) � C is
minimal if q < 4. However, by [2, Theorem 4.1.] we have that Sq(k) � C is minimal whenever
i−j 6≡ 0 mod qs−1

q−1 for every s > 1 dividing r. This provides an infinite family of minimal codes
obtained with concatenation, where the outer codes do not satisfy the Outer AB condition.

2.3 Concatenation with MDS codes

In view of Theorem 2.2, it is important to have explicit constructions of codes satisfying the
Outer AB condition. This is the case, for example, of some MDS codes, as the following result
shows.

Corollary 2.6. Let k be an integer greater than 1. For K ≤ qk−1 +1 and N := qK − (q − 1),
let C be an [N,K, (q − 1)(K − 1) + 1]qk MDS code and I be an [n, k, d]q minimal code. Then
the concatenation I � C of C with I is a [(qK− q+1)n,Kk,≥ ((q− 1)(K − 1)+1)d]q minimal
code.

Thus, there exists a strong blocking set in PG(Kk − 1, q) of size nqK − qn + n, for any
K ≤ qk−1 + 1.

7



Proof. It follows directly from Theorem 2.2, since, with the same notations as in Theorem 2.2,

D

W
≥ D

N
=

(q − 1)(K − 1) + 1

N
>

q − 1

q
.

Remark 2.7. We may concatenate MDS codes over Fq2 with simplex codes Sq(2), of param-
eters [q + 1, 2, q]q , which are the shortest of dimension 2. We get [(qK − q + 1)(q + 1), 2K,≥
((q − 1)(K − 1) + 1)q]q minimal codes. Those which are shorter than the upper bound of
Theorem 1.6 have the following parameters: [9, 4]2, [15, 6]2, [16, 4]3, [28, 6]3, [40, 8]3, [25, 4]4,
[45, 6]4, [65, 8]4, [85, 10]4.

Another possibility is to obtain short minimal codes by concatenating MDS codes over Fq3

with short minimal codes of dimension 3 over Fq (see [8] for an upper bound on their minimal
lengths). We get minimal codes shorter than the upper bound of Theorem 1.6 for the following
parameters: [18, 6]2, [30, 9]2, [42, 12]2, [54, 15]2 , [16, 6]3, [28, 9]3.

Finally, let us remark that we use inner codes corresponding to the tetrahedron (see [1, The-
orem 5.3.]) or some shorter ones constructed in [2], whose length is quadratic in the dimension.
Even if we cannot get strong blocking sets smaller than those in [21], this construction has the
great advantage of being explicit.

Example 2.8. We illustrate with a table some minimal codes that one can obtain by Corol-
lary 2.6. Since we want to maximize the rate, we choose the inner code to have the shortest
length. In the binary case, we know (see [1]) that the shortest minimal codes in dimensions ≤ 5
have parameters [3, 2, 2]2 , [6, 3, 3]2, [9, 4, 4]2, [13, 5, 5]2 . In the ternary case, the simplex [4, 2, 3]3
code is the shortest minimal code of dimension 2 and we use a [9, 3, 5]3 code with generator
matrix 


1 0 0 1 2 0 0 2 2
0 1 0 0 0 1 2 1 2
0 0 1 1 1 1 1 1 1




which has the shortest length in dimension 3, by Magma exhaustive search. So we get Table 1
(in the last column we have the lower bound of Theorem 1.5 and the upper bound given by
Theorem 1.6, unless otherwise specified).

Outer Inner Concatenated Shortest length

[3, 2, 2]4 [3, 2, 2]2 [9, 4, 4]2 Yes
[5, 3, 3]4 [3, 2, 2]2 [15, 6, 6]2 Yes
[3, 2, 2]16 [9, 4, 4]2 [27, 8, 8]2 21 ≤ n ≤ 26
[5, 3, 3]8 [6, 3, 3]2 [30, 9, 9]2 24 ≤ n ≤ 40
[3, 2, 2]32 [13, 5, 5]2 [39, 10, 10]2 27 ≤ n ≤ 30 (see [15])
[7, 4, 4]8 [6, 3, 3]2 [42, 12, 12]2 33 ≤ n ≤ 55
[9, 5, 5]8 [6, 3, 3]2 [54, 15, 15]2 42 ≤ n ≤ 69
[7, 4, 4]16 [9, 4, 4]2 [63, 16, 16]2 45 ≤ n ≤ 74
[3, 2, 2]512 [30, 9, 9]2 [90, 18, 18]2 51 ≤ n ≤ 84
[9, 5, 5]16 [9, 4, 4]2 [81, 20, 20]2 57 ≤ n ≤ 93

[4, 2, 3]9 [4, 2, 3]3 [16, 4, 9]3 12 ≤ n ≤ 14 (see [1])
[7, 3, 5]9 [4, 2, 3]3 [28, 6, 15]3 20 ≤ n ≤ 40
[10, 4, 7]9 [4, 2, 3]3 [40, 8, 21]3 28 ≤ n ≤ 56
[7, 3, 5]27 [9, 3, 5]3 [63, 9, 26]3 32 ≤ n ≤ 64
[10, 4, 7]27 [9, 3, 5]3 [90, 12, 35]3 44 ≤ n ≤ 84
[13, 5, 9]27 [9, 3, 5]3 [117, 15, 45]3 56 ≤ n ≤ 108

Table 1: MDS concatenated with shortest minimal codes
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We give here the generator matrix of the [15, 6, 6]2 code obtained by the concatenation of
the extended Reed-Solomon [5, 3, 3]4 with the simplex [3, 2, 2]2 code:

G :=




1 0 1 0 0 0 0 0 0 1 0 1 1 1 0
0 1 1 0 0 0 0 0 0 0 1 1 1 0 1
0 0 0 1 0 1 0 0 0 1 1 0 1 1 0
0 0 0 0 1 1 0 0 0 1 0 1 1 0 1
0 0 0 0 0 0 1 0 1 1 1 0 1 0 1
0 0 0 0 0 0 0 1 1 1 0 1 0 1 1




The length of this code meets the bound in Theorem 1.5.

2.4 Concatenation with simplex codes

If one is interested in getting small strong blocking sets, the shorter the inner codes are, the
better it is. On the other hand, concatenating with simplex codes has the great advantage that
it is easy to get the weight distribution of the concatenated code. Actually, if Ai(C) = |{c ∈
C | wt(c) = i}|, then

Aqk−1i(Sq(k) � C) = |{c ∈ Sq(k) � C | wt(c) = qk−1i}| = Ai(C),

and Aj(Sq(k) � C) = 0 for all j which are not multiples of qk−1.

Corollary 2.9. Let C be an [N,K,D]qk linear code with maximum weight W . Suppose that

D/W > (q − 1)/q. Then there exists a minimal [N(qk − 1)/(q − 1),Kk,Dqk−1]q code D.
Equivalently, in PG(Kk − 1, q) there exists a strong blocking set of size N(qk − 1)/(q − 1).

Proof. This is a straightforward consequence of Theorem 2.2, recalling that the simplex code
of parameters [(qk − 1)/(q − 1), k, qk−1]q is in particular a minimal code.

Example 2.10. We illustrate in Table 2.10 some minimal codes that one can obtain by Corol-
lary 2.9. Since we want to maximize the rate, we choose the outer code to be the shortest code
of a given dimension satisfying the Outer AB condition, in the library of codes with the best
known minimum distance in Magma. Again, in the last column we have the lower bound of
Theorem 1.5 and the upper bound given by Theorem 1.6.

Outer Inner Concatenated Shortest length

[9, 4, 5]4 [3, 2, 2]2 [27, 8, 10]2 21 ≤ n ≤ 36
[11, 5, 6]4 [3, 2, 2]2 [33, 10, 12]2 27 ≤ n ≤ 45
[15, 6, 8]4 [3, 2, 2]2 [45, 12, 16]2 33 ≤ n ≤ 55
[21, 7, 11]4 [3, 2, 2]2 [63, 14, 22]2 39 ≤ n ≤ 65
[23, 8, 12]4 [3, 2, 2]2 [69, 16, 24]2 45 ≤ n ≤ 74
[16, 5, 11]9 [4, 2, 3]3 [64, 10, 33]3 36 ≤ n ≤ 72

Table 2: Best known linear codes satisfying Outer AB condition concatenated with simplex
codes

Remark 2.11. When concatenating with a simplex code of dimension k, it is worth noting
that the outer code in our construction is required have relative distance larger than 1 − 1/q.
Therefore its rate is smaller than 1/q + 1/n and thus the rate of the concatenated code is
smaller than

k(q − 1)

qk − 1

(
1

q
+

1

n

)
≤ 2

q + 1

(
1

q
+

1

n

)
.
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The size of the corresponding strong blocking set is lower bounded by

q(q + 1)

2
· k − q.

One can, in principle, search for outer codes having a slightly larger relative minimum weight,
say (1 − 1/q)1+ǫ, and concatenate with an inner code with relative distance (or ratio between

minimum and maximum weight) at least (1 − 1/q)−ǫ and rate larger than k(q−1)
qk−1

. In this way
one obtains constructions of shorter minimal codes and so of smaller strong blocking sets.

3 Asymptotic results

3.1 Non-constructive

By the Gilbert-Varshamov Bound (see [32, §1.3.2]), for any 0 ≤ δ ≤ 1−1/q there exists a q-ary
linear code of relative minimum weight δ and rate at least 1−Hq(δ), where

Hq(x) := x logq(q − 1)− x logq(x)− (1− x) logq(1− x).

The following theorem shows that it is possible to construct for any q an infinite family of
strong blocking sets of size linear in the dimension k and quadratic in q.

Theorem 3.1. For any ǫ ∈ (0, 1] and any prime power q there exists an integer kq,ǫ such that
PG(kq,ǫ − 1, q) possesses a strong blocking set of size

kq,ǫ ·
q1+2ǫ(q + 1)

1− ǫ
.

Proof. Fix δ = 1 − 1/q1+ǫ ≤ 1 − 1/q2, for ǫ ∈ (0, 1]. By the Gilbert-Varshamov Bound there
exists a q2-ary linear code C of dimension kq,ǫ with relative minimum weight δ and rate at least

1−Hq2(δ) = 1−
(
1− 1

q1+ǫ

)
logq2

q2 − 1(
1− 1

q1+ǫ

) +
1

q1+ǫ
logq2

(
1

q1+ǫ

)

= 1−
(
1− 1

q1+ǫ

)(
1 +

1

2 ln q

(
1

q1+ǫ
− 1

q2
+

1

2q2(1+ǫ)
− 1

2q4
· · ·
))

− 1 + ǫ

2q1+ǫ

≥ 1− ǫ

2q1+ǫ
− 1

2 ln q

(
1

q1+ǫ
+

1

2q2(1+ǫ) + · · ·

)
≥ 1− ǫ

2q1+2ǫ
.

By Corollary 2.9, there exists a minimal q-ary code of rate at least

2 · 1− ǫ

2q1+2ǫ(q + 1)
=

1− ǫ

q1+2ǫ(q + 1)

and therefore a strong blocking set in PG(kq,ǫ − 1, q) of size kq,ǫ · q1+2ǫ(q+1)
1−ǫ .

3.2 Explicit constructions

As we have just seen, Corollary 2.9 and the Gilbert-Varshamov bound imply the existence
of strong blocking set of size linear in the dimension and quadratic in size of the field. In
this subsection, exploiting explicit constructions of asymptotically good AG codes, we provide
constructions of families of asymptotically good minimal codes and therefore infinite families
of small strong blocking sets.
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Let Nq(X ) denote the number of degree 1 places of an Fq-rational curve X and consider
the Ihara’s constant

A(q) = lim sup
g→∞

max{#Nq(X ) | X has genus g}
g

.

By the Drinfeld-Vladut Bound (see [32, Theorem 2.3.22]) we know that

A(q) ≤ √
q − 1.

If q is a square then the Drinfeld-Vladut Bound is actually attained, as shown by Ihara [23]
and Tsfasman, Vladut and Zink [33], using the theory of modular curves.

We apply now Corollary 2.9 to the family of AG codes obtained by the curves considered
in [20].

Theorem 3.2. Let q0 be a prime power. Consider h ≥ 2. Denote by

Nh,n := (q
h(n+1)
0 − qhn0 − 1);

λh,n :=

{
(q

nh/2
0 − 1)2, if 2 | n;

(q
(n+1)h/2
0 − 1)(q

(n−1)h/2
0 − 1), if 2 ∤ n.

There exists a family of good minimal codes Ch,n with parameters

[
Nh,n

q2h0 − 1

q0 − 1
, 2h

(⌊
Nh,n − 1

q0

⌋
− λh,n + 1

)
,≥ q2h−1

0 Nh,n

(
1− 1

q0

)]

q0

.

Proof. Denote q = qh0 > 2. Consider the tower T = (T1, T2, T3, . . .) of function fields over Fq2

given by Tn := Fq2(x1, . . . , xn), with

xqi+1 + xi+1 =
xqi

xq−1
i + 1

, for i ∈ {1, . . . , n − 1}.

By [20, Remark 3.8.], the genus of Tn is

gn := g(Tn) =

{
(qn/2 − 1)2, if n ≡ 0 mod 2;

(q(n+1)/2 − 1)(q(n−1)/2 − 1), if n ≡ 1 mod 2.

Consider

Ω := {α ∈ Fq2 | αq + α = 0};
S := {Rα ∈ P(T1) | α /∈ Ω}.

By [20, Lemma 3.9], any R ∈ S splits completely in all the extensions Tn/T1. Let Sn be the
places in Tn lying over the places in S. Since [Tn : T1] = qn−1, #Sn = #S · [Tn : T1] =
qn−1(q2 − q). Let nn := #Sn − 1 = qn−1(q2 − q)− 1.

Take a place Pn ∈ Sn and the divisor Gn := mnPn with 2gn − 2 < mn < nn. Since q > 2,
such a value mn exists. Then

kn := dim Cn = ℓ(Gn) = mn − gn + 1,

where the last equality is the celebrated Riemann-Roch Theorem (see [32, Chapter 2]).

In what follows we consider the AG code Cn := C
(
Gn,

∑
P∈Sn\{Pn}

P
)
, which is an

[nn,mn − gn + 1, dn ≥ nn −mn]q2-code.

11



Note that
dn
wn

≥ dn
nn

≥ nn −mn

nm
= 1− mn

nn
.

Consider mn =
⌊
nn−1
q0

⌋
, so that dn

wn
≥ 1− mn

nn
> 1− 1

q0
.

By Corollary 2.9 there exists a minimal [nn(q
2h
0 − 1)/(q0 − 1), 2knh,≥ q2h−1

0 nn(1− 1/q0)]q0-
code Dn.

The family Dn is asymptotically good since the relative minimum weight and the rate are
larger than

q2h−2
0 (q0 − 1)2·

q2h0 − 1

and

2h(q0 − 1) · (mn − gn + 1)

(q2h0 − 1) · nn
>

2h(q0 − 1)

q2h0 − 1
·
(

1

q0
− gn

nn

)

≥ 2h(q0 − 1)

q2h0 − 1
·
(

1

q0
− 1

qh0 − 1

)
,

whenever n ≥ 3. Note that, the assumption h ≥ 2 is necessary to have 1
q0

− 1
qh0−1

> 0.

Corollary 3.3. Let Kn := 4
⌊
Nh,n−1

q0

⌋
− 4λh,n + 4. In PG(Kn − 1, q0) there exists a strong

blocking sets of size at most
(
q0(q

4
0 − 1)(q0 + 1)

4(q20 − q0 + 1)

)
·Kn ≤ q0 ·

q30 + 2q20 + q0 − 1

4
·Kn.

Proof. The claim follows considering h = 2 in Theorem 3.2.

Example 3.4. Let q0 = 2 and h = 3, so that q = 8. We consider the function field T = F64(x, y)

with y2 + y = x2

x+1 . The genus of T is 49. In this case the set S of points in T lying over the
places that split completely in T/F64(x) has cardinality 448. Take any P ∈ S. Consider
m = 223, so that the divisor G = 223P and k = 223− 49+1 = 175 (but any k between 49 and
175 may also be chosen). The AG code C = C(G,

∑
Q∈S\{P}Q) is a [447, 175,≥ 224]64. Next,

we concatenate with the [7, 3, 4]2 simplex code, so that we obtain a minimal [3129, 525,≥ 896]2
code.

Note that, following the proof of Theorem 3.2, it is readily seen that the sum of the rate
and the relative distance of the concatenation of Cn with the simplex code is lower bounded by

1− 2

q0
+O

(
1

q20

)
, (4)

In order to maximize it one can choose inner codes different from the simplex one, as shown
in the next example.

Example 3.5. The RT4 in [11, Figure 1b] is a two weight code over Fq0 with parameters

ñ = (q50 − 1)(q20 +1)/(q0 − 1), h = 10, d̃ = q60 , w̃ = q60 + q40 . Also,
d̃
w̃ =

q20
q20+1

= 1− 1
q20+1

> 1− 1
q0
.

Now, choosing mn =
⌊
nn(q20−q0+1)−1

q30

⌋
, one gets that the concatenation of Cn (as in Theo-

rem 3.2) with the code RT4 is still minimal over q0. Also, the rate of Dn is lower bounded
by

h

ñq
·
((

1− w̃

d̃

q0 − 1

q0

)
(q − 1)− 1

)
=

10(q0 − 1)

q100 (q50 − 1)(q20 + 1)
(q70(q

2
0 − q0 + 1)− 2) ≃ 10

q70
,
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which is less than the corresponding value for the simplex code in dimension 10. Note that the

relative minimum weight is larger than
q30−q20+q0−1

q30
, and

q30 − q20 + q0 − 1

q30
+

10

q70
= 1− 1

q0
+

1

q20
+ o(q−2

0 )

which is larger than (4).

Remark 3.6. Example 3.5 shows that if one is interested in minimal codes maximizing the
sum of the rate and the relative minimum weight the choice of the simplex code as inner code
is not always the best.

Theorem 3.7. Suppose that there exists an [ñ, 2h, d]q0 code I, and denote by D̃ := d
w . Let

0 < ǫ < 1− 1

qh0 − 1
− 1

D̃

(
1− 1

q0

)
.

Then there exists a family of minimal codes with rate at least 2hǫ
ñ .

Proof. Consider the code Cn as in Theorem 3.2. Choose n and mn such that

ǫ+
1

qh0 − 1
− 1

nn
≤ mn

nn
< 1− 1

D̃

(
1− 1

q0

)
.

By our assumption on D̃, such a value mn exists. Since
(
1− mn

nn

)
D̃ > 1− 1

q0
,

I � Cn is a minimal q0-ary code by the AB condition.
Therefore,

R(I � Cn) ≥
2h

ñ

(
1

nn
+

mn

nn
− gn

nn

)
≥ 2hǫ

ñ
.

Corollary 3.8. Suppose that there exists an [ñ, 2h, d]q0 code I, and denote by D̃ := d
w . Let

0 < ǫ < 1− 1

qh0 − 1
− 1

D̃

(
1− 1

q0

)
.

Let

Kh,n :=

⌊
Nh,n

(
1− 1

D̃

(
1− 1

q0

))
− 1

⌋
.

In PG(Kh,n − 1, q) there exists a strong blocking set of size at most ñ
2hǫKh,n.

Remark 3.9. Corollary 3.8 provides an upper bound on the minimum size of strong blocking
sets. Note that since D̃ ≥ 1, ǫ < 1

q0
− 1

qh0−1
.

On the other hand, by [2, Corollary 3.7], since I is not a constant weight code,

ñ

(
q2h−1
0 − 1

q2h0 − 1

)
> 2h− 1 ⇐⇒ 2h

ñ
<

q2h−1
0 − 1

q2h0 − 1
+

1

ñ
⇐⇒ ñ

2h
>

ñ(q2h0 − 1)

ñ(q2h−1
0 − 1) + q2h0 − 1

.

The minimum for the upper bounds on minimal strong blocking set (considering also ǫ ≃ 1
2q0

)
is roughly

ñ(q2h0 − 1)q0

ñ(q2h−1
0 − 1) + q2h0 − 1

Kh,n ≃ q20Kh,n,

whenever ñ >> q0. This shows that in principle there is room for improvement in the bound
provided by Corollary 3.3 if a suitable code I exists.
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Remark 3.10. It would be interesting to search for [n, 2h, d]q0 codes I maximizing the quantity

2h

n

(
1− 1

qh0 − 1
− w

d

(
1− 1

q0

))
.

4 Application to ρ-saturating sets

As a byproduct of our constructions of short minimal codes, we present results on ρ-saturating
sets of small size, which have deep connections with strong blocking sets [16].

Definition 4.1. A set S ⊆ PG(k−1, q) is called ρ-saturating if for any pointQ ∈ PG(k−1, q)\S
there exist ρ + 1 points P1, . . . , Pρ+1 ∈ S such that Q ∈ 〈P1, . . . , Pρ+1〉 and ρ is the smallest
value with this property. Let sq(k − 1, ρ) denote the smallest size of a ρ-saturating set in
PG(k − 1, q).

Recall that the covering radius of an [n, n − k]q code is the least integer R such that the
space Fn

q is covered by spheres of radius R centered on codewords. It is easy to prove (see [16])

that a linear [n, n−k]q code has covering radius R if every element of Fk
q is a linear combination

of R columns of a generator matrix of the dual code (that is the orthogonal space with respect
to the Euclidean inner product), and R is the smallest value with such a property. Thus
the correspondence presented in Section 1.2 specializes to a correspondence between (R − 1)-
saturating sets of size n in PG(k − 1, q) and the dual of [n, n − k]q codes of covering radius
R.

A connection between strong blocking sets and ρ-saturating sets is the following.

Theorem 4.2 ([16]). Any strong blocking set in a subgeometry PG(k−1, q) of PG(k−1, qk−1)
is a (k − 2)-saturating set in PG(k − 1, qk−1).

Recently, improvements on the upper bound on the minimum size of a ρ-saturating set have
been obtained in [17,18].

Theorem 4.3 ([18]). The following bound on the minimum size of a ρ-saturating in PG(k −
1, qρ+1) holds

ρ+ 1

e
qk−1−ρ ≤ sqρ+1(k − 1, ρ) ≤ ρ(ρ+ 1)

(
qk−1−ρ

2
+

qk−1−ρ − 1

q − 1

)
.

In particular, for ρ = k − 2,

sqk−1(k − 1, k − 2) ≤ q

(
k − 1

2

)
+ (k − 1)(k − 2). (5)

The approach described in Section 3.2 yields an explicit construction of small saturating
sets. We use the same notation:

• q0 be a prime power and h ≥ 2 an integer;

• Nh,n := (q
h(n+1)
0 − qhn0 − 1);

• λh,n :=

{
(q

nh/2
0 − 1)2, if 2 | n;

(q
(n+1)h/2
0 − 1)(q

(n−1)h/2
0 − 1), if 2 ∤ n;

• Kn := 4
⌊
Nh,n−1

q0

⌋
− 4λh,n + 4.

Theorem 4.4. In PG(Kn−1, qKn−1) there exists an explicit construction of (Kn−2)-saturating
set of size at most

(
q0(q

4
0 − 1)(q0 + 1)

4(q20 − q0 + 1)

)
·Kn ≤ q0 ·

q30 + 2q20 + q0 − 1

4
·Kn ≃ q40

4
Kn. (6)
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Note that although Bound (6) is worse than the estimate in [21, Corollary 6.4], it provides
the best explicit construction of small saturating sets for specific dimensions and it improves
(5).
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