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Left ideal LRPC codes and a ROLLO-type cryptosystem

based on group algebras

Martino Borello, Paolo Santonastaso and Ferdinando Zullo

Abstract

In this paper we introduce left ideal low-rank parity-check codes by using group
algebras and we finally use them to extend ROLLO-I KEM.
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1 Introduction

Low-rank parity-check (LRPC) codes are rank-metric codes introduced by Gaborit et al.
in [1, 5] as the rank-metric analogs of low-density parity-check codes in the Hamming met-
ric. These codes turned out to be very interesting for their efficient probabilistic decoding
algorithm and their applications in several contexts, such as powerline communications [12],
network coding [4] and cryptography [9]. Regarding the last one, in ROLLO cryptosystem
special types of LRPC codes are used, known as ideal LRPC codes, which can be efficiently
stored: they can be simply represented by a vector instead of the entire generator matrix
(as in the case with circulant matrices).

Motivated by the application in cryptography, in this paper we introduce left ideal
LRPC codes arising from group algebras, deriving some interesting properties, such as a
systematic parity-check matrix. Thank to this latter property, we are able to describe a
new variant of the Key-Encapsulation scheme ROLLO-I with the use of group algebras.
A similar approach has been recently used in [3] in the Hamming-metric context (MDPC
codes), to generalize the BIKE cryptosystems.

Throughout the paper, q is a prime power, m is a positive integer, Fqm is the field with
qm elements and G is a finite group of size n.

2 Group algebras and left ideal matrices

The group algebra FqmG is the set
{

∑

g∈G agg : ag ∈ Fqm

}

, which is an Fqm-vector space of

dimension n in a natural way and it is also an Fqm-algebra via the multiplication

ab :=
∑

g∈G

(

∑

h∈G

ahbh−1g

)

g,
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for a =
∑

g∈G agg and b =
∑

g∈G bgg. From now, we fix an ordering 1G = g1, . . . , gn of the
elements of G. The Fqm-vector spaces F

n
qm and FqmG may be identified by the following

Fqm-isomorphism:

Ψ: F
n
qm −→ FqmG

(u1, . . . , un) 7−→
∑n

i=1 uigi,

Via the isomorphism Ψ, we may endow the Fqm-vector space F
n
qm with an algebra structure,

by defining the product of two elements u, v ∈ F
n
qm in the following way:

uv := Ψ−1(Ψ(u)Ψ(v)).

Definition 2.1. Let a ∈ FqmG. The left ideal matrix generated by a is the matrix

LIM(a) :=











Ψ−1(g1a)
Ψ−1(g2a)

...
Ψ−1(gna)











∈ F
n×n
qm

Remark 2.2. The image via Ψ of the vector space generated by the lines of LIM(a) is the
left ideal generated by a in FqmG.

Note that the product of two vectors of Fqm can be expressed as the usual product
vector-matrix: for u = (u1, . . . , un), v = (v1, . . . , vn) ∈ F

n
qm ,

uv = Ψ−1(Ψ(u)Ψ(v)) = Ψ−1

(

n
∑

i=1

uigiΨ(v)

)

=

n
∑

i=1

uiΨ
−1 (giΨ(v))

= (u1, . . . , un)











Ψ−1(g1Ψ(v))
Ψ−1(g2Ψ(v))

...
Ψ−1(gnΨ(v))











= uLIM(Ψ(v)).

Moreover, LIM(1) is clearly the identity. We are now interested in invertible left ideal
matrices. In this regard, since the group algebra is finite, if an element is left invertible,
it is also right invertible and conversely. Moreover, the left inverse and the right inverses
coincide.

Proposition 2.3 (Proposition 9 of [3]). An element a ∈ FqmG is invertible if and only if
the left ideal matrix LIM(a) is invertible.

The investigations of units in finite group algebra is a subject of intense research (see
for example [8, 10,11] and references therein).

2



3 Low-rank parity-check codes from group algebras

The LRPC codes have been introduced in [6]. This family of codes can be seen as the
equivalent of classical LDPC codes for the rank metric. There is a natural analogy between
low density matrices and matrices with low rank.

Definition 3.1. Let λ,K,N be positive integers with 0 < K < N . A low-rank parity-

check code (LRPC) with parameter (λ,K,N) is a code with a parity-check matrix H such

that H = (hij) ∈ F
(N−K)×N
qm is a full-rank matrix such that its coefficients generate an

Fq-subspace F of dimension λ, i.e. dimFq
(〈hij : i ∈ {1, . . . , N −K}, j ∈ {1, . . . , N}〉Fq

) = λ.

For “small” values of λ, LRPC codes admit efficient probabilistic decoding algorithm
(RSR) to recover the support of the error vector. More precisely, given as input an Fq-basis
of F , s = (s1, . . . , sλ) = eH⊤ ∈ F

N
qm a syndrome of an error e ∈ F

N
qm whose components

belong to an Fq-subspace E of Fqm , then the RSR algorithm outputs E . For more details
see [6].

We may describe a low-rank parity-check code via its parity-check matrix. In order
to reduce the size of a representation of this code, we can introduce left ideal low-rank
parity-check codes via left ideal matrices.

Definition 3.2. Let F be an Fq-subspace of dimension λ of Fqm and let h1, h2 ∈ FqmG. Sup-
pose that 〈hi,j : 1 ≤ i ≤ n, 1 ≤ j ≤ 2〉Fq

= F where Ψ−1(h1) = (h1,1, . . . , hn,1),Ψ
−1(h2) =

(h1,2, . . . , hn,2) and either h1 or h2 is an invertible element of FqmG. A LRPC code is called
left ideal if it has a parity-check matrix

Hh1,h2
:=
(

LIM(h1)
⊤LIM(h2)

⊤
)

∈ F
n×2n
qm .

Since either h1 or h2 is invertible, by Proposition 2.3 either LIM(h1) or LIM(h2) is
invertible, so that Hh1,h2

is a full-rank matrix.

Theorem 3.3. If C is a left ideal LRPC code with parity-matrix Hh1,h2
, with h1, h2 ∈ FqmG

and either h1 or h2 is invertible, then the parameters of C are (λ, n, 2n), where

λ = dimFq
(〈hi,j : i ∈ {1, . . . , n}, j ∈ {1, 2}〉Fq

),

where Ψ−1(h1) = (h1,1, . . . , hn,1) and Ψ−1(h2) = (h1,2, . . . , hn,2). If h1 is invertible, then
the systematic parity-check matrix of C is H1,h2h

−1

1

=
(

In LIM(h2h1
−1)⊤

)

.

Proof. Note that the entries of the vectors Ψ−1(gihj) are the same of those of hj , for any
i and j, since the map x ∈ G 7→ xgi ∈ G is a permutation of G. This implies that the
Fq-span of the entries of h1 and h2 corresponds to F (that is the Fq-span of the entries of
H). Straightforward computations show the second part, which we omit for brevity.

A way to hide the structure of a left ideal LRPC code is to reveal only its systematic
parity-check matrix.
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4 ROLLO-I using group algebra left ideal LRPC codes

A Key-Encapsulation scheme KEM = (KeyGen; Encap; Decap) is a triple of probabilistic
algorithms together with a key space K. The key generation algorithm KeyGen generates a
pair of public and secret key (pk; sk). The encapsulation algorithm Encap uses the public
key pk to produce an encapsulation c and a key K ∈ K. Finally Decap, using the secret
key sk and an encapsulation c, recovers the key K or fails and return error.

We adapt the Key-encapsulation scheme ROLLO I by using this left ideal LRPC codes
constructed using group algebras.

KeyGen: • Pick randomly an Fq-subspace F of Fqm with dimension λ and pick (x, y) ∈
Fn × Fn such that the Fq-span of the components of x and y is F and Ψ(x) is
invertible (such a choice of x depends on the group algebra, but it is important
to remark that a “general” element in a group algebra is invertible and that it
is easy to check if an element is invertible or not).

• Compute Ψ(h) = Ψ(y)Ψ(x)−1.

• Define pk = (h,G) and sk = (x, y).

Encap(pk): • Pick randomly an Fq-subspace E of Fqm with dimension r and pick
(e1, e2) ∈ En×En such that the Fq-span of the components of ei is E , for i ∈ {1, 2}

• Compute Ψ(c) = Ψ(e1) + Ψ(e2)Ψ(h).

• Compute K = Hash(E) and give as output c.

Dec(sk): • Compute Ψ(c)Ψ(x) = Ψ(e1)Ψ(x) + Ψ(e2)Ψ(y), since Ψ(h) = Ψ(y)Ψ(x)−1

and recover E with the algorithm RSR.

• K = Hash(E).

The above KEM scheme relies on the supposed hardness of following problem.

Problem 4.1. Given an element h ∈ FqmG, it is “hard” to distinguish whether the code C
with the parity-check matrix H =

(

In LIM(h)⊤
)

is a random left ideal code or if it is an
left ideal LRPC code with parameter (λ, n, 2n).
In other words, it is “hard” to distinguish if h was sampled uniformly at random or as
h2h1

−1 where the Fq-span of the components of the vectors h1 and h2 has dimension λ.

The large number of invertible elements in general group algebras and the fact that in
general no canonical generators of ideals are known seems to suggest that the problem is
likely to be hard. Note that if G is a cyclic group our construction of left ideal codes coincide
with the the notion of quasi-cyclic code of index 2. In this case, there is a structural attack
against this construction (see [7]). This implies that we have to suppose that G is not cyclic
and suggests also to avoid the abelian case. If G is not cyclic, left ideal codes are similar
to quasi-G codes of index 2 (see [2]), even if the transposition prevents them from being
properly. It would be interesting to analyse if a similar attack exists also in this case.

It is possible also to readapt the Cryptosystems ROLLO II and ROLLO III, using this
approach.
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