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Abstract
Transcranial ultrasound is more and more used for therapy and imaging of the
brain. However, the skull is a highly attenuating and aberrating medium, with
different structures and acoustic properties among samples and even within
a sample. Thus, case-specific simulations are needed to perform transcranial
focused ultrasound interventions safely. In this article, we provide a review
of the different methods used to model the skull and to simulate ultrasound
propagation through it.
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1 INTRODUCTION

Transcranial ultrasound is more and more used for
therapy and imaging of the brain. Therapeutic appli-
cations include thermal ablation,1 blood–brain–barrier
(BBB) opening,2 and neuro-modulation.3 Transcranial
ultrasound imaging has been used for a long time
for vascular and flow imaging through the temporal
windows, but its generalization is still impeded by the
strong image distortion and sensitivity loss at typical
imaging frequencies.4

Making ultrasound cross the skull is of high interest,
but it is also a big challenge as the skull is highly atten-
uating and aberrating. In addition, the pores located in
the trabecular bone act as scatterers for ultrasound. As
a result, ultrasound beams are both spatially shifted and
attenuated. As the structure and acoustic properties of
the skull differ between samples and even within a sam-
ple, case-specific simulations are needed to perform
transcranial focused ultrasound interventions safely.The
first issue when performing transcranial acoustic simula-
tions is skull modeling. Due to the big variations within a
skull and among specimens,most studies use images of
the skull to extract its geometric description and derive
acoustic properties using empirical relationships. How-
ever, these relationships are only hypothetical and the
imaging resolution is often not precise enough to fully
describe the porous structure of the skull. Once the

This is an open access article under the terms of the Creative Commons Attribution License,which permits use,distribution and reproduction in any medium,provided
the original work is properly cited.
© 2022 The Authors. Medical Physics published by Wiley Periodicals LLC on behalf of American Association of Physicists in Medicine.

skull is modeled, several simulation methods can be
used, which can be divided into two main categories:
numerical methods and semi-analytical ones. The type
of method used usually depends on the application and
the aim is to find the best balance between accuracy
and computation performances. Likewise, approxima-
tions, such as neglecting shear waves and nonlinear
effects, can be made to speed up the simulations but
the loss in accuracy has to be evaluated. After a brief
overview of a few applications of transcranial acoustic
simulations in the first part, parts one and two will focus
on the different skull modeling methods that were pre-
viously introduced, and on the simulation methods used
for transcranial ultrasound. Finally, the methods used to
compare simulations and experiments will be described
in the last part. Indeed,another main issue with transcra-
nial acoustic simulations is to evaluate their accuracy.
The only way to do so is to compare the results of the
simulations with the results of experiments in a setup as
close as possible to the simulated one.

2 APPLICATIONS OF TRANSCRANIAL
SIMULATIONS

Transcranial acoustic simulations have many applica-
tions. Their main goal is to optimize the ultrasound
treatment, by predicting the acoustic dose, the

Med Phys. 2022;1–22. wileyonlinelibrary.com/journal/mp 1
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2 “TRANSCRANIAL ULTRASOUND MODELING: A REVIEW”

focalization characteristics, and for operation plan-
ning. When combined with a multielement transducer
or an acoustic lens,5 simulations can be used to correct
the phase and amplitude (especially at high frequencies
where the distortion induced by the skull is higher) of
the emitted signal in order to achieve good focusing
through the skull or for imaging applications.6–8 For
thermal therapies, such as subthalamic nuclei ablation
for the treatment of essential tremor,9 heat simulations
are also often performed in order to predict whether
heating occurs at the planned location and to avoid
burning surrounding tissues. Acoustic simulations are
thus needed in this case, as the pressure field obtained
is the input of the thermal simulations. Thermal simula-
tions are also used for nonthermal applications, in order
to predict that no unwanted heating happens. Gener-
ally speaking, in addition to optimizing the treatment,
acoustic simulations are often performed to ensure
the safety of ultrasound therapies. Apart from heating
prediction, they are used for standing waves and cavita-
tion prediction.10–15 Finally, acoustic simulations can be
used to optimize the positioning of the transducer.16

2.1 Phase and amplitude correction

Transcranial simulations can be used to correct the
phase difference induced by the skull in order to obtain
nearly optimal focusing. To do that, several strate-
gies can be used: classical time reversal method and
cross-correlation.

Time reversal consists in simulating wave propagation
from a virtual source point located inside the brain at
the intended focusing location and recording the signals
on each element of the transducer. Then, if only time
derivatives of even order are considered in the simula-
tion equation, one can achieve focusing on the virtual
source point by emitting the reversed signals received
by each element of the transducer.

The cross-correlation method aims to facilitate the
experimental backpropagation, by using only the phase
delays (and not the whole reversed signals). It is based
on the following equation17:

preference ⋅ pn (𝜏) = ∫ preference (t) pn (t + 𝜏) dt (1)

where 𝜏 is the phase delay.
As the skull is a strongly absorbing medium with vary-

ing thickness across its surface, one can find a way
to distribute the emitted energy across the surface, so
the transducer elements near the thickest parts, and
thus the most absorbing parts, of the skull, emit less
power than the elements in front of the thinnest loca-
tions. Doing so will ensure a better transmission of the
waves while avoiding unnecessary heating of the skull in
the most absorbing locations.This distribution of energy
can be achieved with amplitude correction.15,17–20

Acoustic simulations can also be combined with the
emission of a cavitation bubble that reflects the ultra-
sound waves.21 This method uses acoustic simulations
as a first step to focus near the intended location that
enables the creation of a cavitation bubble, whose sig-
nal is recorded by the transducer array. The bubble is
then used an invasive source inside the brain to obtain
accurate focusing. For safety reasons, the relevance of
this approach for clinical applications is debatable.

2.2 Heating prediction

The pressure field computed by the transcranial acous-
tic simulation can be entered as input to a heat transfer
equation to simulate the heating of the skull and brain,
and avoid burning tissues.19,20,22–28

This heat transfer equation is called the Pennes
bioheat equation and is given by

𝜌C
𝜕T
𝜕t

= ∇ ⋅ (k∇T) − 𝜌bwbCb (T − Tb) +
𝛼p2

𝜌c
(2)

where 𝜌 is the density of the tissue, C its specific heat
capacity, k its thermal conductivity,𝛼 its absorption coef-
ficient, and c its speed of sound. 𝜌b is the blood density,
Cb its specific heat capacity, Tb its temperature, and 𝜔b
the perfusion rate. p is ultrasound pressure derived from
the acoustic model.

The first term of the right side models the thermal dif-
fusion, the second one models the effects of perfusion,
and the last one models the acoustical power (found with
the acoustic simulation). In Kyriakou et al.20 and Guo
et al.,26 add another term to the equation to model the
body heat production. The bioheat is often solved using
3D finite differences.

The criteria for a safe transcranial treatment are that
the temperature at the focal region is higher than 60◦C
and that there are no regions under the skull whose
thermal dose is higher than 90 equivalent minutes at
43◦C.19

Using the temperature found after solving the bioheat
equation, the thermal dose can be computed as

TD =

t

∫
0

R
(
T
(
t′
))Tref−T(t′)

dt′ (3)

With Tref = 43◦C and R(T) =
{

0.50 for ≥ Tref
0.25 T < Tref

.

The thermal dose is defined as cumulative equivalent
minutes at 43◦C. For thermal ablation, the thermal
dose can be used to compute the power required to
achieve a thermal dose high enough to cause irre-
versible damage in the brain tissues. For instance,
Pulkkinen et al.27 performed the sonications with the
power required to achieve an equivalent thermal dose
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“TRANSCRANIAL ULTRASOUND MODELING: A REVIEW” 3

of 25 min at the focus. In addition to ensuring that the
target location is heated enough to perform ablation,
the thermal dose can also be used to check whether
heating occurs at undesired locations. For example, in
Pulkkinen et al.,27 target positions inducing a thermal
dose of more than 5 min, at a location adjacent to the
skull, were considered to be untreatable.

For nonthermal applications such as BBB opening,
heat simulations can be performed to ensure that no
undesired heating occurs during the treatment. For
instance, Marquet et al.22 estimated the maximum heat
dissipation increase in the skull and find that after 60 s
of sonication, the temperature increase is lower than
0.03◦C, which is negligible. In fact, this is due to the very
short duty cycles, which let the skull bone cool enough
between each pulse.

During most transcranial treatments, active cooling
of the skull is performed in order to limit skull heating.
Pulkkinen et al.27 simulated the circulating water at
15◦C for 15 min prior to sonications using the Dirichlet
boundary condition with constant temperature of 15◦C
around the skull. The simulated field is then used as the
input temperature field for the sonications simulations.
Kyriakou et al.20 used a similar method to simulate the
cooling procedure. Pulkkinen et al.27 also simulated the
active cooling of the skull base. This cooling method is
based on circulating cooled water prior to sonications
in a large nasal cavity at the center of the skull base. It
is very important to apply such a method when targets
are located near the skull base, as measurements have
shown that the temperature in the soft tissue adjacent
to the bone can exceed that of the focus.27 In this
study,27 the nasal cavity cooling was found to increase
the treatment envelope for the uncorrected sonications,
whereas for the phase corrected sonications, the nasal
cavity cooling was found to sometimes have negative
effect on the sonications if the focus was to close
the cooled area (in those cases, the temperature also
decreased at the focus).

Most thermal simulations are performed assuming
that thermal tissue properties are not temperature
dependent. However, the high temperature used for
thermal ablation can cause vascular shutdown, which
prevents the perfusion in those locations and cause the
temperature to increase faster. Kyriakou et al.20 simu-
lated this effect by assuming that perfusion decreases
linearly when the tissue temperature is above 50◦C and
stops above 51◦C. The results show that after 20 s of
sonication, only 1◦C of the total additional tempera-
ture increase was observed in tissues where vascular
shutdown occurred, suggesting that this effect can be
neglected.

Heat simulations can also be used to predict thermal
lesions. McDannold et al.24 gathered the posttreatment
images from 40 clinical TcMRgFUS treatments, includ-
ing 16 for which bone marrow lesions were observed.
They predicted the presence of lesions using a thresh-

old for the acoustic energy of 18.1–21.1 kJ (maximum
acoustic energy used) and 97.0–112.0 kJ (total acoustic
energy applied over the whole treatment). The results
show that the size of the lesions was not always pre-
dicted by the acoustic energy. However, the locations,
sizes, and shapes of the heated regions estimated by
the thermal simulations were qualitatively similar to
those of the lesions and the lesions generally appeared
in areas with high predicted temperatures.

2.3 Transcranial FUS safety
assessment

Ultrasound can produce cavitation phenomenon and
thus create bubbles that will oscillate with the varying
pressure field. If the bubble oscillates too much and
collapses, the pressure and temperature can increase
very fast, and blood vessels can be damaged, caus-
ing hemorrhages. Simulations can be used to predict
cavitation phenomenon13–15 and avoid hemorrhages
in the brain. Several studies have used simulation to
try to understand phenomenon that occurred during
clinical trials.13,29 It can help avoid these effects in the
future. However, simulation can also be used to prepare
case-specific treatments and prevent those undesirable
effects.

The standard indicator to evaluate the likelihood of
cavitation risks is the mechanical index (MI), defined by

MI =
P−√

f
(4)

where P− the peak rarefactional pressure and f the fre-
quency. This is only an indicator as cavitation depends
on other factors that are currently unknown. To avoid
adverse biological effects related to acoustic cavita-
tion, the FDA (Food & Drug Administration—510K Norm
1992) imposes the diagnostic devices to ensure an MI
less than 1.9.13

In particular, studies22,55 have focused on the
TRUMBI (transcranial low-frequency ultrasound-
mediated thrombolysis in brain ischemia) clinical
trial that has been stopped prematurely because hem-
orrhages were observed on several patients. Baron
et al.13 simulated the pressure fields used in the trial,
and they computed the associated MI. They found that
the peak negative pressure is higher than the cavitation
threshold in large areas of the brain, which is mainly
due to the presence of standing waves. Using acoustic
simulations, Pinton et al.29 found that a volume of
2.7 cm3 was above the MI threshold in the TRUMBI
trial. They also investigated the risk of cavitation at
220 kHz and 1 MHz. They found that for an equivalent
energy deposition rate and the same geometry, the
brain volume above the MI (0.4 ≤ MI ≤ 3) is three to
four orders of magnitude larger at 220 kHz than at
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4 “TRANSCRANIAL ULTRASOUND MODELING: A REVIEW”

1 MHz. This high correlation between frequency and
the volume with a high probability of cavitation is due to
three reasons.First, the focal volume decreases with the
frequency. Second, the heat deposition increases when
frequency increases (as absorption increases). Third,
the pressure needed to obtain a given MI decreases as
the square root of the frequency. Both studies claim that
unfocused transducers (as the one used in the TRUMBI
trial) should not be used, in order to avoid creating hot
spots at unwanted locations due to the focusing effect
of the skull.

Top et al.15 used simulation to investigate BBB dis-
ruption that was observed in the pre-focal region during
previous experiments at 220 kHz. Their results are in
agreement with the disruption in the pre-focal region.
However, they observed side lobes in the post-focal
region in the simulations that did not seem to have had
any effects in the experiments. They suggested this dif-
ference might be due to shielding of the ultrasound field
due to microbubble activity in the focal region. They
also simulated the field produced by the passive cavi-
tation detector at its resonant frequency (610 kHz) and
at the subharmonic of the transducer (110 kHz), as the
sensitivity pattern is proportional to the transmitted field.

Transcranial acoustic simulations can also help
predicting standing waves, which are contributors to
undesired cavitation effects. Deffieux and Konofagou10

and Mueller et al.11 estimated standing waves using a
filter that detects their characteristic pattern. First, the
fast oscillations of the field are extracted along each
dimension using a high-pass spatial filter. Second, a
Hilbert transform is applied to obtain the envelope of
this signal. Third, only the maximum of the three dimen-
sions is kept so as to have a unique map. The resulting
field estimates the maximum of the spatial modulation
pattern that is often associated with the presence of
standing waves. Zhang et al.12 used what they call the
standing-wave ratio to predict the intensity of standing
waves. It is defined as

Ra =
Pmax − Pmin

Pavg
(5)

Methods for reducing standing waves have also been
developed and verified thanks to simulations. Baron
et al.13 suggested using higher frequencies (more
absorption so less interferences), reducing the duration
of the pulses (to avoid interferences),and applying mod-
ulation. Deffieux and Konofagou10 proposed to use fast
periodic linear chirps to reduce standing waves. Chirps
are signals with a varying frequency over time. It induces
a time-dependent phase difference between the inci-
dent and reflected waves which ensures that, even if
interferences occur, their position will change over time
and thus, after some time, the effects of constructive
and destructive interference will even out. When using

a chirp with a period of 23 μs and a frequency oscillat-
ing between 450 and 550 kHz, they manage to reduce
the peak amplitude of standing waves (as a percentage
of the peak pressure) from 19% to 12% and to reduce
the standing wave volume (that is to say the volume with
standing wave amplitude higher than 5% of the peak
pressure) from 0.87% to 0.17%. Although the standing
wave volume reduction is quite satisfying (5 times reduc-
tion), the standing wave amplitude reduction is not as
significant (1.5 times reduction). The authors suggested
it may be due to interferences occurring close to the skull
surface, because the time delay between the incident
and reflected waves is too small compared to the fre-
quency shift. Zhang et al.12 used the Randi function to
generate a random phase between 0 and 𝜋, which is
added to the original signal at regular intervals to break
the standing wave formation condition.

3 SKULL MODELING

Skull modeling is an important factor for accurate sim-
ulations. As the shape and acoustical properties of the
skull vary between individuals, and even within one indi-
vidual (across the years and among the whole surface
of the skull), it is very tricky to create good skull mod-
els. Most skull models are based on skull imaging of the
considered individual, as, for example, X-rays.

3.1 Shape

When finite differences or other voxel-based simulation
algorithms are used, the skull shape does not need to
be extracted. However, for a geometry-based simulation
algorithm, one needs to model the skull shape.

Hayner and Hynynen30 modeled the skull as a
medium contained between two flat, but not necessarily
parallel, interfaces, as in the frequency range consid-
ered, the minimum radius of curvature of a skull is
greater than the wavelength.

However, in most studies, the skull is segmented from
either computed tomography (CT) scans or magnetic
resonance (MR) images, in order to have a more accu-
rate modeling of the geometry. To obtain the shape
of the skull from a tensor of intensity voxels, two
steps are usually needed: a segmentation step and a
mesh-making step.

Segmentation of the bone voxels is often performed
using a threshold method. Clement and Hynynen,31

Clement et al.,32 and Yin and Hynynen33 identified the
inner and outer surfaces of the skull by searching for
the innermost and outermost densities greater than
1400 kg m−3 along each line of a CT slice.Pichardo and
Hynynen34 performed the segmentation with the FMRIB
Software Library.35
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“TRANSCRANIAL ULTRASOUND MODELING: A REVIEW” 5

Mesh-making is often performed using an iso-surface
algorithm.34,36–39 In some cases, a condition is imposed
so that no surface area element is greater than ( 𝜆

2
)2,with

𝜆, the acoustic wavelength in water.37,38

For skull segmentation from magnetic resonance
imaging (MRI), two UTE (ultrashort echo time) images
are generally combined (using simple arithmetic opera-
tions) to separate skull voxels from other tissues using
various thresholds.26,40 In Miller et al.,40 after threshold-
ing, a spatial connectivity requirement is applied to the
pixels in the bone class, to eliminate isolated pixels or
groups of pixels that are clearly not part of the skull.

3.2 Acoustical properties

Several studies have measured skull acoustical proper-
ties (density, speed of sound, and attenuation).30,41,42

Even though properties of pure bone could be tabu-
lated, most of the bone volume is heterogeneous and
it is hard to predict the effective properties due to partial
volume effect of skull images. However, most studies try
to deduce the acoustical properties of a given skull from
images, acquired with either CT or MR.

3.2.1 Density

Linear relationship between density and Hounsfield
units (HU)
In Rho et al.,43 ultrasonic measurements show a linear
relationship between density and HU. HU are arbitrary
units that depend on the CT scanner used. It is thus
necessary to have a specific conversion from HU to any
physical measure for each sample.

Connor et al.44 introduced a method to compute
the skull density from HU. Assuming that the relation
between HU and density is linear, and ensuring that
a sample of both water and air (which have known
densities) appears in the CT scan, one has

𝜌 = 𝜅1H + 𝜅0 (6)

With 𝜅1 =
1

Hwater−Hair
and 𝜅0 =

−Hair

Hwater−Hair
.

This method is used in Refs. [6, 7, 28, 36–38, 45–47].
To confirm the linear relationship obtained, they make

the hypothesis that density and HU are related by
a second-order polynomial. They use the relationship
relating the total mass of the skull M with the volume v
of a voxel and the sum of all densities across the skull:
M = v

∑
skull 𝜌.Using this additional relationship,they are

able to fit a second-order polynomial for density,but they
find that the quadratic term is negligible in front of the
others (by five orders of magnitude). Thus, their linear
approximation seems correct.

Porosity-based and equivalent relationships
Aubry et al.18 proposed a different method based on the
bone porosity. HU are defined by

H = 1000
𝜇x − 𝜇water

𝜇bone − 𝜇water
(7)

where 𝜇x, 𝜇water , and 𝜇bone denote the photoelectric lin-
ear attenuation of the explored tissue, water, and bone.
They proposed a linear relationship:

𝜇x = Ψ 𝜇water + (1 − Ψ)𝜇bone (8)

with Ψ the bone porosity. Thus they have

𝜓 = 1 −
H

1000
(9)

The density can be computed from the porosity
with

𝜌 = 𝜓𝜌water + (1 − 𝜓) 𝜌bone (10)

This method is used in Ref. [11–13,15,19–21,48–51].
This relationship implies a linear relationship between

the bone density and the HU,as it was assumed in Equa-
tion (6). However, instead of building the linear fit from
Hwater h and Hair , they build it from 𝜌water and 𝜌bone. In
the first case, Hwater and Hair are derived from direct
measurements on the CT scans. Thus, they are more
reliable than the values of 𝜌water and 𝜌bone, which are
taken from measurements from the literature that were
probably not conducted in the exact same conditions as
the experiments conducted in the study. On the other
hand, if the density is assumed to be linearly related
to HU in the range corresponding to bone, it is proba-
bly not the case for all values of HU. Thus, building the
linear fit from values in water and cortical bone (which
are the lower and upper bounds for HU in the skull)
seems more accurate than using values from air and
water.

Guo et al.26 used the same equations as before, but
they changed the definition of porosity:

𝜓 = 1 −
H

max (H)
(11)

Indeed,with Aubry’s definition of Hounsfield units,one
has 0 ≤ H ≤ 1000. In this study, they generalize Aubry’s
formulas for raw CT data, where the maximum value of
H is not necessarily 1000.

Deffieux and Konofagou10 normalized the apparent
CT density to have 0 ≤ 𝜌CT ≤ 1, and then the density is
given by

𝜌 = 𝜌min + (𝜌max − 𝜌min) 𝜌CT (12)
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6 “TRANSCRANIAL ULTRASOUND MODELING: A REVIEW”

This is in fact equivalent to the previous equation
based on porosity as 𝜌CT =

H

max(H)
= 1 − Ψ.

Marsac et al.52 introduced a new relationship for
density:

𝜌 = 𝜌min + (𝜌max − 𝜌min)
H − Hmin

Hmax − Hmin
(13)

This equation is similar to the porosity-based Equa-
tion (10) and is equivalent to it when Hmin = 0, Indeed, if
Hmin = 0,one has 1 − Ψ =

H−Hmin

Hmax−Hmin
. Thus this equation

is the more general form of the porosity based equation.
This equation is used in Refs. [5, 53].

Bone fraction–based relationship
Vyas et al.54 proposed a method based on the fraction
of bone in the voxel, which is defined by

f =

H

1000
×

𝜇

𝜌water_eff

𝜌bone ×
𝜇

𝜌 bone_eff
−

𝜇

𝜌water_eff

(14)

With 𝜇

𝜌 eff
=

ΣS(E)×𝜇

𝜌
(E)water

ΣS(E)
, where S(E) is the beam

spectrum as a function of energy. Then the density is
defined by

𝜌 = f × 𝜌bone + (1 − f ) 𝜌water (15)

This method is similar to the porosity-based Equa-
tion (10). However, bone fraction is computed in a more
complicated way than porosity,and Equation (14) seems
not to be homogeneous.

3.2.2 Speed of sound

Linear relationships between speed of sound and
Hounsfield units
Fry and Barger55 and in Vyas et al.54 used an empirical
linear relationship linking directly the speed of sound to
Hounsfield units:

c = 1460 + 0.7096 H (16)

Clement and Hynynen31 used a relationship between
the average speed of sound in a skull and the average
density of that same skull, obtained experimentally from
1000 measurements with 10 skulls at 0.51 MHz:

c = 2.06 𝜌 − 1540 (17)

where c in m s−1, for densities 𝜌 between 1820
and 2450 kg m−3. Thus, c ∈ [2209; 3507] m s−1. This

roughly corresponds to the range of values found in the
literature.

As a linear relationship is assumed between density
and HU, this relationship is similar to Equation (16) as
it implies a linear relationship between speed of sound
and HU.

Porosity-based and equivalent relationships
Similarly to the porosity-based relationship for density,
Aubry et al.18 proposed a sound speed relationship
based on porosity:

c = cmin + (1 − 𝜓) (cmax − cmin) (18)

The linear relationship between velocity and porosity
is justified by Carter and Hayes who showed that the
elastic modulus of bone is proportional to the apparent
density cubed. This method is used in Refs. [11–13, 15,
19–21, 26, 48–51]. This relationship is similar to Equa-
tions (16) and (17) as it implies a linear fit between speed
of sound and HU. However, Equation (18) is more gen-
eral as porosity does not depend on the CT scanner,
whereas HU do.

In the same way as for the density equations, other
studies have improved the porosity-based equation for
the speed of sound so as to make it more general.
In order to account for CT scans where HU are not
normalized, Deffieux and Konofagou10 proposed

c = cmin + (cmax − cmin) 𝜌CT (19)

which is equivalent to the equation introduced by
Marsac et al.52:

c = cmin + (cmax − cmin)
𝜌 − 𝜌min

𝜌max − 𝜌min
(20)

These equations are also used in Refs. [5, 53].
Marsac et al.52 searched for the best value of cmax

such that the simulations fit the experiments.

Relationships obtained with genetic algorithms
Connor et al.44 used a genetic algorithm to find the opti-
mal relationship between density and speed of sound at
0.74 MHz, using a success function that compares the
phase difference between simulation and experiment.

They compared their result function with what could
be expected for a cellular solid, as they approximated
the skull bone as one. The speed of sound in a solid

is given by c =
√

E

𝜌
where E is the Young modulus

of the material and ρ its density. For open-pore cel-
lular materials, it can be shown that E ∝ 𝜌2, whereas
for closed-pore materials, E ∝ 𝜌3. The curve of speed
of sound against bone density obtained in this study
agrees with these models. Indeed, it initially has a form
similar to that of a square root function (as it would be for
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“TRANSCRANIAL ULTRASOUND MODELING: A REVIEW” 7

an open-celled porous solid), then the model transitions
into a linear function (as it would be for a closed-celled
porous solid). In addition, the transitional density region
is located between the density of trabecular bone and
that of cortical bone.

Pichardo et al.36 used a similar method, but they
investigated the sound speed relationships at various
frequencies as they had found from measurements that
the skull is a dispersive medium. They performed a
two-step optimization (to speed up the process while
maintaining a good simulation accuracy) at several fre-
quencies: 0.27, 0.836, 1.402, 1.965, and 2.525 MHz.
The sound speed functions found in this study were
used (either directly or interpolated to fit the needed
frequency) in Refs. [6, 7, 28, 37, 38, 45, 46].

Polynomial relationship
McDannold et al.23,24 assumed that the relationship
between the inverse of the speed of sound and the
skull density can be approximated by a series of
polynomials:

1
c
=
∑
m

Bm𝜌
m (21)

The advantage of this formulation is that they can esti-
mate the phase shifts resulting from a change in speed
of sound with

Δ𝜙k (xi, yi) ≈ 2𝜋f
i∑

j=0

Δz

c
(
xi, yi, zj

)
= 2𝜋fΔz

∑
m

Bm

i∑
j=0

𝜌m
(
xi, yi , zj

)
(22)

Indeed, when thermal therapy is performed with ultra-
sound, they observed changes in the speed of sound
inside the skull due to temperature changes; thus this
formula allows adapting the phase shift during ther-
apy. However, this polynomial relationship seems to go
against all previous models that proposed a relationship
proportional to density.

3.2.3 Attenuation

Constant attenuation
Deffieux and Konofagou10 considered a constant atten-
uation across the whole skull as they claimed that more
complex models for attenuation can be inconsistent.

Porosity-based and normalized density–based
relationships
Similarly to their density and sound speed relation-
ships, Aubry et al.18 proposed a bone porosity–based

relationship for attenuation:

𝛼 = 𝛼min + (𝛼max − 𝛼min)𝜓𝛽 (23)

The constants were adjusted by comparing simula-
tions with measurements. This method is used in Refs.
[11–13, 15, 19–21, 48–51].

Yoon et al.56 used a method based on the normalized
density, as was done by Deffieux and Konofagou10 for
density and speed of sound:

𝛼 = 𝛼min + (𝛼max − 𝛼min) 𝜌CT (24)

Unlike the relationships for density and speed of
sound proposed with the normalized apparent den-
sity, this formula is not equivalent to the porosity-based
attenuation formula. Indeed, this is a linear relationship
and not a power law, and 𝜌CT =

H

max(H)
= 1 − Ψ ≠ Ψ.

Bone fraction–based relationship
Vyas et al.54 proposed a method based on the fraction
of bone in the voxel, which is defined by

f =

H

1000
×

𝜇

𝜌water_eff

𝜌bone ×
𝜇

𝜌 bone_eff
−

𝜇

𝜌water_eff

(25)

With 𝜇

𝜌 eff
=

ΣS(E)×𝜇

𝜌
(E)water

ΣS(E)
, where S(E) is the beam

spectrum as a function of energy. Then the absorption
component of attenuation is defined by

𝛼a = f × 𝛼bone + (1 − f )𝛼soft tissue (26)

For the scattering component of the attenuation, they
used data found experimentally by Tavakoli.57 This data
consists in experimental values of attenuation for vari-
ous porosity values.They fit the data to linear curves and
obtained four linear equations (for four ranges of poros-
ity) relating the scattering component of attenuation with
porosity.Then they used those equations to compute the
scattering component of attenuation, and they used the
voxel bone fraction to compute porosity:

Ψ =
fmaxsubject − f

fmaxsubject
+ 0.05 (27)

Relationships obtained with genetic algorithms
Pichardo et al.36 used a genetic algorithm to find a
relationship between attenuation and density at several
frequencies: 0.27, 0.836, 1.402, 1.965, and 2.525 MHz.
Similarly to what they did for the speed of so, they found
the relationship that minimizes the phase difference
between simulation and experiment. The attenuation
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8 “TRANSCRANIAL ULTRASOUND MODELING: A REVIEW”

functions found in this study were used (either directly
or interpolated to fit the needed frequency) in Refs. [6, 7,
28, 37, 38, 45, 46].

Polynomial relationship
McDannold et al.23,24 assumed that the relationship
between the attenuation and the skull density can be
approximated by a series of polynomials:

𝛼 =
∑
m

Am𝜌
m (28)

The advantage of such a formulation is that, assum-
ing that attenuation mainly occurs along the propagation
axis z,one can compute the pressure field without atten-
uation and deduce an approximation of the pressure
field with a given attenuation model without having to run
again the whole simulation. Indeed, if attenuation mainly
occurs along the z direction, the pressure distribution for
element k is approximately

Pk (xi, yi , zi) ≈ Pk0 (xi, yi , zi)

× exp

(
−

i∑
j=0

𝛼
(
xi, yi , zj

)
Δz

)
(29)

where Pk0 is the pressure computed without attenua-
tion for the transducer element number k. This formula
shows that the pressure field without attenuation can
be computed separately from the attenuation contri-
bution with this method, allowing to compare several
attenuation models without any loss of computation
time.

Frequency dependency of attenuation
In Pichardo et al.,36 the relationships between density
and attenuation found at several frequencies suggest
that attenuation generally increases with frequency.Sev-
eral studies have focused on the relationship between
attenuation and frequency.

Linear relationships. Connor et al.44 used linear
increase of attenuation with frequency with various
coefficients, one for cortical bone:

𝛼 = 167 × f × 10−6 Np m−1 (30)

And one for trabecular bone:

𝛼 = 300 × f × 10−6 Np m−1 (31)

where trabecular bone voxels are identified as those
containing less than 70% of bone.

Bossy et al.58 performed acoustic simulations through
trabecular bone at 0.4–1.2 MHz. They found that the

attenuation linearly increases with frequency and can
thus be modeled by

𝛼 = 𝛼0 + nBUA × f (32)

They also found that nBUA values are strongly and
positively correlated with the bone volume fraction
(BV/TV) and that speed of sound is positively correlated
with the bone volume fraction.

Haïat et al.59 confirmed that both broadband ultra-
sonic attenuation (BUA) and speed of sound exhibit a
strong positive correlation with the bone volume fraction.
In addition, they claimed that BUA and speed of sound
vary quasi-linearly with the bone volume fraction.

Power laws. Attenuation is a combination of absorp-
tion and scattering. According to Pinton et al.,14 86% of
attenuation is due to scattering (and thus only 14% is
due to absorption) in skull bone at 1 MHz. Thus, a more
efficient model of attenuation could be defined, by sep-
arating the effects of absorption and scattering. That is
what is done in Yousefian et al.,60 where they numer-
ically studied attenuation in porous media (mimicking
cortical bone). They claimed that total attenuation is
not described by a linear combination of scattering and
absorption anymore in the presence of multiple scat-
tering. Thus, they proposed a nonlinear formula for total
attenuation:

𝛼tot = 𝛼scat + c f 𝛽app (33)

where 𝛽app and c are to be determined and depended
on pore diameter and pore density.

Webb et al.61 compared CT and MR images as
predictors of attenuation. They measured the acous-
tic attenuation at 0.5, 1, and 2.25 MHz in 89 samples
taken from two ex vivo human skulls and found the best
parameters to fit the equation:

𝛼 = 𝛼0f 𝛽 ecp (34)

where f is the frequency, p the imaging parameter (HU
value, UTE and ZTE magnitude, or T2∗ value), and 𝛼0,𝛽,
c the model parameters. This equation assumes the tra-
ditional power law between frequency and attenuation,
and that the imaging parameter provides a rough esti-
mate of the pore structure in each sample. HU provide
the best prediction of attenuation with a minimum stan-
dard error of 1.7 Np cm−1.The ZTE,UTE,and T2∗ values
had standard errors of 2.0, 2.0, and 2.1 respectively.

3.2.4 Deriving acoustical properties from
MRI

Although acoustical properties are most often derived
from CT-scans, several studies have investigated the
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“TRANSCRANIAL ULTRASOUND MODELING: A REVIEW” 9

possibility of using MR images (as MR is often used to
guide the focused ultrasound therapy), in order to reduce
the whole procedure and to avoid the patient exposure
to X-rays.These methods consist in building a virtual CT
data from MRI.

Wintermark et al.62 compared three MRI pulse
sequences: T1-weighted 3D volumetric interpolated
breath-hold examination (VIBE), proton density–
weighted 3D sampling perfection with application-
optimized contrasts using different flip-angle evolution
(SPACE), and 3D true fast imaging with steady-state
precession T2-weighted imaging. The MR modality giv-
ing a total thickness, the closest to the CT-based total
thickness,was identified.Random coefficient regression
was used to predict CT total skull thickness based on
the optimal MRI sequence. The same method was used
for the thickness of each of the three layers (inner table,
diploe, and outer table). Similarly, a regression model
was used to predict reference standard CT average den-
sity based on the optimal MRI sequence average inten-
sity. Virtual CT datasets derived from the MRI datasets
were built using the models described before.The T1 3D
VIBE sequence was the MRI sequence coming closest
to the reference standard CT in terms of measuring
total skull thickness and was thus selected for the rest.
In experiments made with a human skull, the mean
absolute difference between the phase shifts calculated
with standard CT and virtual CT was 0.8 ± 0.6 rad.

Miller et al.40 investigated the feasibility of using UTE
MRI instead of CT to calculate and apply aberration
corrections on a clinical TcMRgFUS system. A 3D map
of the skull is created from the MR images by apply-
ing a segmentation algorithm and is used to construct
virtual CT data, by assigning 1000 HU to bone pixels
and −1000 HU to all other pixels. The virtual CT data
was entered in the planning software of an MRgFUS
system to calculate aberration correction phases. There
was no significant difference between the sonication
results achieved using CT- and MR-based aberration
correction.

3.2.5 Shear waves parameters

As the acoustical parameters of shear waves in bone
have not been studied a lot, most studies that account
for the presence of shear waves assume that the shear
wave’s speed is half the one of the longitudinal waves,
as it is a typical assumption for solids. However, a few
studies have looked more in detail into shear wave
parameters.

White et al.41 measured an average speed of sound
for a 1.0-MHz longitudinal wave of 2820 ± 40 and
1500 ± 140 m s−1 for shear waves. They found that the
shear attenuation coefficient in skull bone is on aver-
age higher by 115 Np m−1 than the longitudinal one for
the frequency range studied. So, although the speed of

sound of shear waves in the skull is closer to the one of
the surrounding media (brain and tissues), which allows
a more efficient transmission through the boundaries,
the high shear attenuation coefficient tends to restrict
this beneficial effect.

Pichardo et al.47 used a genetic algorithm method (as
they did before36 for compressional waves parameters)
to establish the relationship between apparent density
calculated from CT scans and shear speed of sound
and attenuation at 270 and 836 kHz. They assume a
linear relationship for speed of sound and a constant
attenuation.

3.2.6 Comparison of the methods and
discussion

Comparison of a few methods for acoustical
parameters modeling
McDannold et al.23 compared Pichardo relationships36

for the speed of sound and attenuation to their poly-
nomial formulas at 660 kHz. Although there was no
significant difference between their relationships and
Pichardo’s in the resulting dimensions or obliquity of
the simulated focal region, the temperatures simulated
using Pichardo relationships were less accurate (less
close to the experiments) than those simulated using
their relationships.

Bancel et al.53 used Marsac density relationship52 and
compared the speed of sound relationships given by
Pichardo,36 Marsac52 and McDannold.23 Marsac rela-
tionships seem to perform a bit better for aberration
correction simulations, with a restored pressure, com-
pared to the hydrophone-based correction, of 85%
(compared to 81% with Pichardo relationship and 82.5%
with McDannold’s relationship) and a peak to side lobe
ratio of 45.5% (compared to 51.5% with Pichardo or
McDannold relationship).

Impact of the error in skull modeling
In Robertson et al. paper,48 the impact of changes in
bone layer geometry and the speed of sound, density,
and acoustic absorption values is quantified through
a numerical sensitivity analysis. The errors in the field
resulting from noisy variations (around a mean value)
in medium properties are smaller than those from linear
changes (variations of the mean value).Noisy variations
for absorption have almost no effect: Homogeneous
maps of absorption are good. Linear variations in HU
values resulted in errors lower than the errors for indi-
vidual changes in assigned medium properties, thus
suggesting that the primary concern should be the
robustness of any method for the conversion of CT
images to acoustic properties.Speed of sound is shown
to be the most influential acoustic property and must be
defined with less than 4% error. Changes in the skull
thickness of as little as 0.1 mm can cause an error in
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10 “TRANSCRANIAL ULTRASOUND MODELING: A REVIEW”

peak pressure of greater than 5%, while smoothing with
a 1-mm3 kernel (skull maps obtained from low resolu-
tion images) causes an increase of over 50% in peak
pressure.

Considering X-ray energy
Although many studies have investigated the relation-
ship between acoustical properties and Hounsfield units,
they have ignored the impact of X-ray energy (HU
are a function of the linear attenuation coefficient that
itself depends on the X-ray energy), reconstruction
method, and reconstruction kernel on the measured HU.
Webb et al.63 imaged 91 human skull fragments by 80
CT scans with a variety of energies and reconstruc-
tion methods. The average HU from each fragment is
found for each scan and correlated with the speed of
sound measured. The results show that both the energy
and the reconstruction method have a significant influ-
ence on the relationship between velocity and HU. The
main issue is that it is difficult to have an estimate of
the real X-ray energy except in dual-energy CT. Aubry
and Marsac relationships are based on porosity, which
depends on the linear attenuation and thus accounts
for X-ray energy. So these formulas work well when the
energy is known. Pichardo and Connor relationships do
not account for X-ray energy. Considering CT parame-
ters can be obtained with dual-energy CT, by obtaining
calibration measurements or by working with the vendor
to obtain accurate estimates of the X-ray spectrum of a
given scan.The results provide estimates of the relation-
ship between HU and velocity for a variety of different
CT parameters. They also show that the relationship
between HU and velocity is patient-specific. The mea-
surements show that CT is able to capture only about
one-half of the variation in acoustic velocity within the
skull. Some of the remaining variation is likely due to
errors in the measured velocity, but it is also likely an
indication that some of the variation in velocity is not well
modeled by HUs. This could be because the variation in
velocity results from changes in the chemical composi-
tion of the skull, a variation not necessarily captured by
the measured HU.

3.3 Level of heterogeneity

The skull is made of two types of bone: cortical bone
and trabecular bone. The inner and outer tables are
made of cortical bone, which is a dense and nearly
homogeneous medium, whereas the middle layer is
made of trabecular bone, which is a complex porous
structure, highly scattering. Thus, the skull is very het-
erogeneous. However the imaging modalities, be it
CT or MR, cannot capture heterogeneities below their
resolution. Thus, when modeling the skull, one can use
levels of heterogeneity (Figure 1) going from assign-

ing different acoustical properties to each voxel, to
assigning the same acoustical properties to the whole
skull.

3.3.1 Fully heterogeneous

In this model, each voxel has a given density, sound
speed, and attenuation. It is used in Refs. [5, 6, 10, 13,
15, 18–21, 23–26, 28, 36, 44–46, 48–52, 56, 64–66].

3.3.2 Heterogeneous but binary

The skull is assumed to be a complex porous structure
made of bone and with pores filled with marrow (whose
acoustical properties are similar to those of water).Sim-
ple image thresholding allows labeling voxels as either
being bone or marrow and constant acoustical proper-
ties are assigned to bone or marrow. It is used in Refs.
[14, 17, 29, 58, 59, 67]. However, this method requires
high resolution scans, as the structure of the diploe is
not visible at the millimeter scale.

3.3.3 N layers

In this model,36 the skull is divided into N homogeneous
layers.Density along the acoustic axis (only normal inci-
dence is considered) was computed by averaging the
density from the voxel on the acoustic axis, and the one
of its four neighbors in the plane perpendicular to the
acoustic axis. In a given layer, the acoustical properties
are averaged from the CT scans.Each layer thickness is
set to one fourth of the voxel spacing to allow a smooth
variation.

3.3.4 Three layers

The skull is often described as a three-layered medium
representing the inner and outer tables made of cortical
bone and the middle layer made of trabecular bone. In
each layer, the acoustical properties are averaged from
the CT scans.30,62

3.3.5 One layer

The simplest assumption that can be made is consid-
ering the skull as a homogenous and isotropic medium.
The acoustical properties are either averaged from CT
scans or taken from measurements from the literature.
This model is used in Refs. [6, 20, 31–34, 40, 48, 51].

In Jiang et al.,51 the velocity on the skull surface is
taken to be that in cortical bone (which influences refrac-
tion computations) and the velocity inside the skull is
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“TRANSCRANIAL ULTRASOUND MODELING: A REVIEW” 11

F IGURE 1 The different levels of homogenization: (a) original skull, (b) heterogeneous model, (c) binary model, (d) N-layered model, (e)
three-layered model, and (f) one layered model

taken as being the averaged value on the ray paths
(which influences the time-of -flight computations). The
density is taken as being the maximum density as it
influences the refraction computations.

The main issue with those methods is that if the trans-
ducer has a large aperture, the acoustical properties
may vary quite a lot along the surface intersected by
the ultrasound beam. In Jones et al.38 and Pajek and
Hynynen,37 a locally averaging method was proposed.
It consists in spatially averaging the acoustical proper-
ties independently for each ray path going through the
skull.

3.3.6 Comparison of the levels of
heterogeneity

Jones and Hynynen6 experimentally compared CT-
based aberration corrections with two skull models: one
homogeneous layer and a fully heterogeneous model.
For both models, they compared the corrections com-
puted using a full-wave method and using a ray-tracing
method. By averaging the metrics on the two methods,
the homogeneous model increases the peak pressure
shift error (compared to the hydrophone-based shift)
by 4%, the −3-dB volume error by 27.5% and the
peak-to-side-lobe ratio error by 22%, compared to the
heterogeneous model. Thus, the heterogeneous model

performs better, as the homogeneous one underesti-
mate attenuation and the focal spot spreading.

Kyriakou et al.20 found similar results when compar-
ing heterogeneous and homogeneous skull modeling
with a full-wave simulation. Indeed, the prediction of the
focusing (shift and volume) seems unaffected by skull
inhomogeneity, whereas the peak pressure is reduced
by 25% with the heterogeneous model.

Jiang et al.51 compared the performances of two
homogenous models: one with the average properties
of the skull, and the other with the properties of the cor-
tical bone on the surface (as refraction computations are
influenced only by the properties on the surface on the
skull) and with the average properties of the skull on
the inside (for the time-of -flight computations). Shifts of
9.5 mm in the axial direction and 1.5 mm in the focal
plane compared with the virtual source were observed
with the first one, compared to 0.5 mm in the axial direc-
tion and 0.5 mm in the focal plane with the optimized
model.

Robertson et al.67 studied the influence of homog-
enization of CT maps. Progressive homogenization of
acoustic property maps leads to an overestimation in
the amplitude of transmitted US, an underestimation
of time-of -flight, and a loss of fine spatial details in
the intracranial field. Inflating the simulated attenuation
coefficient of the skull layer reduces the error in trans-
mitted pressure amplitude to around 40%; however, this
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12 “TRANSCRANIAL ULTRASOUND MODELING: A REVIEW”

F IGURE 2 Three-layered model of wave of transmission
through the skull

is unable to correct fully for errors in time-of -flight and
the pressure distribution of the transmitted field.

One must also take into account that the frequency
will influence the level on heterogeneity needed. Indeed,
at lower frequencies,heterogeneities much smaller than
the wavelength do not need to be taken into account and
parameters at those scales can be homogenized.

4 SIMULATION METHODS

4.1 Semi-analytical methods

4.1.1 Ray tracing

A fast common method to simulate wave propagation is
ray tracing.32–34,37,38,41,51 It considers reflection, refrac-
tion, and mode conversion at each interface. The ray
paths are obtained using Snell-Descartes’ laws of a
three-layered model,composed of water,skull,and brain.
This method is illustrated by Figure 2.

In general, possible reflections from inside the skull
are not considered due to the high attenuation of
the skull.34 Moreover, as the skull thickness varies
across its surface, it acts as a random phase aberra-
tion to the transmitted waves, thus making constructive
interferences less probable.

Clement et al.32 computed the amplitudes of the
reflected wave, the transmitted longitudinal wave, and
the transmitted shear wave, with respect to the incident

wave amplitude using the fact that the normal compo-
nent of the particle displacement, the normal stress,and
the shear stress must be continuous at the boundary.

In White et al.,41 the skull interfaces are supposed
to be parallel and the pressure (longitudinal and shear)
transmission coefficients are computed with

⎧⎪⎪⎨⎪⎪⎩
TL =

𝜌f

𝜌S

2ZL cos (2𝜃S)

ZLcos2 (2𝜃S) + ZSsin2 (2𝜃S) + Zf

TS = −
𝜌f

𝜌S

2ZS cos (2𝜃S)

ZLcos2 (2𝜃S) + ZSsin2 (2𝜃S) + Zf

(35)

where 𝜌f and 𝜌S are the densities of the fluid and
the solid, ZL and ZS are the longitudinal and shear
impedances of the solid, Zf is the fluid impedance. The
ultrasound beam is approximated as a one-dimensional
ray. The values obtained after the first interface are then
used as the input for the second interface.

Yin and Hynynen33 divided each skull interface into
small rectangular planar patches. The plane-wave the-
ory is then applied on each patch and the contribution
of each patch is then summed using the Rayleigh–
Sommerfeld integral. The computations are made for
each interface successively: once the computations are
obtained for an interface, this interface is considered the
new source for the next interface. As the patch surfaces
are small (about a quarter wavelength), the acoustic
pressure in tissue can be computed as the product of
the particle normal velocity and the specific acoustic
impedance of the tissue.

Pichardo et al.34 also divided the interfaces into small
elements, but the amplitude computations are differ-
ent. The contribution coefficients due to the longitudinal
propagation from the transducer surface to the outer
face of the skull ULL,1→2, from the outer face to the inner
face ULL,2→3 and from the inner face to a point q inside
the brain ULL,3 are computed with

⎧⎪⎪⎪⎨⎪⎪⎪⎩

ULL,m→n =
jk∗lm𝜌mclm

2𝜋
e
−jk∗lm

Rim→in

Rim→in

(
1 −

j
k∗lmRim→in

)
Tlim→in

cos
(
𝜃im→in

)
dsim

ULL,3 =
jk∗l3𝜌3cl3

2𝜋
e
−jk∗l3

Ri3→q

Ri3→q
dsi3

(36)

where clm , and k∗lm = klm + j 𝛼lm are the longitudinal
speed of sound and wave number (𝛼lm being the attenu-
ation coefficient),𝜌m is the density,Rim→in is the distance
between the surface elements im and in,𝜃im→in is the inci-
dent angle, dsim is the surface area of element im, and
Tlim→in

is the transmission coefficient. Similarly, the con-
tribution coefficients due to shear-mode conversion are
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“TRANSCRANIAL ULTRASOUND MODELING: A REVIEW” 13

computed. The pressure amplitude of the transmitted
wave is then obtained using the Rayleigh–Sommerfeld
integral for a multilayered case:

p (q) = pLL (q) + pSL (q) (37)

With pLL(q) =
∑N1

i1=1 ui1ULL,1→2ULL,2→3ULL,3 and

pSL(q) =
∑N1

i1=1 ui1ULS,1→2ULS,2→3ULL,3, where N1, N2,
N3 correspond to the number of element of each inter-
face (transducer, outer and inner surfaces of the skull)
and ui1 is the amplitude of the particle displacement of
the element i1.

Pajek and Hynynen37 used the same method, but
shear waves are not taken into account due to their
high attenuation at the high frequencies used (higher
than 1 MHz). Jones et al.38 also used this method, but
with spatially averaged acoustical properties for each
ray path going through the skull.

In Jiang et al.,51 the frequency deviation caused by
the acoustic attenuation is calculated in the frequency
domain and the ultrasound amplitude after refraction
is computed using the transmission coefficient at each
interface. After the first interface, the amplitude of the
velocity potential is given by

Q2 = Qs Tr

l′2
l′2 + l2r

(38)

where Qs is the velocity potential of the source, Tr is the
plane-wave transmission coefficient, l1 is the length of
the incident ray, l2r is the length of the refracted ray, and

l′2 =
l1sin𝛼cos2𝛽

sin𝛽cos2𝛼
represents the divergence of the beam.

Then after propagation through the medium layer, the
velocity potential at the second interface is considered
a new source to compute the velocity potential after
crossing the second interface.

4.1.2 Transfer function methods

Transfer matrix method for transmission coefficient
computation
In Pichardo et al.,36 as the skull is divided into N layers
and is surrounded by water, the transmission coefficient
T , at normal incidence, is computed using

T =
2Zw(

m2,2 + m3,3 + Zwm2,3
)

Zw + m3,2
(39)

where Zw = 𝜌wcw is the acoustic impedance of water,

mj,k = Aj,k −
Aj,1A4,k

A4,1
. (Aj,k is the coefficient of the trans-

fer matrix A giving the stress and particle velocity at
the last interface from the stress and particle velocity
at the first interface. A is obtained by the product of the

matrices of the sound transmission coefficients of the N
skull layers.)

Projection algorithm in the wavevector-frequency
domain
Clement and Hynynen31 proposed a projection algo-
rithm in the wavevector-frequency domain that works for
normal incidence or any angle of incidence. By taking
the Fourier transform of the linearized Stoke’s equation,
they obtained a simple equation whose solution is given
by

p̃
(
k̃, z

)
= p̃

(
k̃, z0

)
eik̃(z−z0) (40)

Thus, the field recorded in a plane z = z0 is related
to the field at any other plane by a transfer function.
The pressure field is then obtained by taking the inverse
Fourier transform. For non-normal incidence, a rota-
tion of the planar field at z = z0 is performed in the
wavevector-frequency domain.

Hybrid angular spectrum (HAS) method
The traditional angular spectrum method assumes that
the medium is homogeneous. The pressure in the ini-
tial plane is encoded into a spectrum of traveling plane
waves in the spatial-frequency domain using fast Fourier
transform. Then, the propagation of the waves to the
next plane is calculated in the spatial-frequency domain
by multiplying the initial spectrum by a propagation
transfer function. Finally, IFFT is performed to obtain the
pressure in the final plane.

Vyas and Christensen68 extended this method to
calculate linear ultrasound wave propagation in inhomo-
geneous tissue geometries. In this new method, wave
propagation through each plane is calculated in two
steps: one in the space domain and the other in the
spatial-frequency domain.

The transmission from one plane to another is
computed using

pn (x, y) = pn−1 (x, y) exp(jbn (x, y) r ′ − an (x, y) r) (41)

where bn(x, y) = 2𝜋f

cn(x,y)
is the propagation constant at

a given voxel (x, y) with a speed of sound cn(x, y),
and an(x, y) is the pressure attenuation coefficient
of a given voxel. r ′ is the effective path length
between two wavefronts and r is the entire propagation
path.

By dividing the phase change into an average phase
shift b′nr ′ inside a plane and the difference Δbn(x, y)r ′

from this average phase shift for each voxel of the plane,
the transmission equation can be rewritten as

pn(x, y) = pn−1(x, y) exp(jb′nr ′ + jΔbn(x, y)r ′

− an(x, y)r) (42)
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14 “TRANSCRANIAL ULTRASOUND MODELING: A REVIEW”

TABLE 1 Effects taken into account in the equations used in
finite differences studies

Reference Nonlinearity
Shear
waves Absorption

19, 20, 26, 29, 36 X X

6, 10, 13, 18, 20, 28, 44,
45, 52, 56, 69

X

21

58 X

14 X X

17 X X X

Propagation from one plane to another then is
achieved in the space domain using

p′n (x, y) = pn−1 (x, y) exp(jΔbn (x, y) r ′ − an (x, y) r)

(43)

And propagation across a given plane is performed in
the spatial-frequency domain using:

pn(x, y) = F−1
[
F[p′n(x, y)] exp

(
jb′n

√
1 − 𝛼2 − 𝛽2Δz

)]
(44)

With 𝛼 = 𝜆fx and 𝛽 = 𝜆fy .
This method is used in Refs. [25, 46, 54].

4.2 Numerical methods

4.2.1 Finite differences

Many studies6,10,13,14,17–21,26,28,29,36,44,45,49,52,56,58,64,65,

69,70 used finite difference methods to simulate wave
propagation. This allows modeling the skull as a het-
erogeneous medium but it is computationally intensive.
Unlike semi-analytical methods, finite differences meth-
ods need a spatial step fine enough in order to converge,
as the pressure field at a given position depends on the
pressure field at previous positions.

Several wave equations can be considered when
using finite differences, depending on which effects one
wants to take into account or neglect, such as linear-
ity, shear mode conversion, absorption, and others. The
effects taken into account by several studies are listed
in Table 1. All those equations are derivatives of the
Westervelt equation, which is given by

𝜕2p
𝜕z2

−
1
c2

𝜕2p
𝜕t2

+
𝜇

c4

𝜕3p
𝜕t3

+
2𝛽

𝜌c4

[
p
𝜕2p
𝜕t2

+

(
𝜕p
𝜕t

)2]

−
𝜕p
𝜕z

⋅ p
𝜕 (ln p)
𝜕z

= 0 (45)

where p is the wave pressure, c is the local speed of
sound, 𝜌 is the local density, 𝜇 = 2 𝛼c3(2𝜋f )−2 is the
local diffusivity parameter (𝛼 is the local attenuation
coefficient) and 𝛽 is the nonlinearity parameter.

4.2.2 k-Space

In 2012, Jing et al.50 proposes to use a k-space method
to simulate wave propagation inside the skull. Like
finite differences, it allows a heterogeneous descrip-
tion of the skull, but k-space is faster as it needs less
spatial resolution to achieve convergence with a reason-
able accuracy.

The k-space methods are part of the bigger family
of pseudo-spectral finite difference time domain meth-
ods (PSTD). The PSTD methods transform the fields to
the spectral domain at each time step in order to com-
pute the spatial derivatives more easily. Those methods
are called global methods because the entire simulation
domain is used in approximating the derivative of a sin-
gle point. Those methods are therefore more accurate
than standard finite difference methods and theoretically
allow discretizing the domain as low as two points per
wavelength. However, the standard PSTD methods only
improve the efficiency in the spatial domain, as finite dif-
ferences schemes are still needed in the time domain,
and thus fine time steps are needed to avoid disper-
sion.The k-space method aims to allow larger time steps
without lowering the accuracy too much. It consists in
multiplying the time step by the k-space operator 𝜅 =
sinc(cref k

Δt

2
), which is derived from the exact solution of

the homogeneous and lossless wave equation.
The k-space method has been used in other

studies,5,11,15,23,24,48,53,65–67 thanks to the development
of the Matlab toolbox k-wave,even if some studies have
developed their own k-space algorithm.51

4.3 Hybrid methods

A good balance is to combine numerical methods and
analytical ones. For instance, one can use an analyt-
ical method to compute the wave propagation before
and after the skull (as those media can reasonably
be assumed homogeneous) and then use a numerical
method only within the skull.

When simulations are used for phase correction com-
putations, the waves are propagating from a virtual
source inside the brain toward the transducer outside
the skull. In a few papers,52,53,69,71,72 the finite differ-
ence or k-space algorithms are only performed from an
arbitrary plane or spherical surface as close as possi-
ble to the inner surface of the skull, and propagation
in brain tissues is modeled by a ray-tracing code to
save time. In Refs. [49,53,72], the numerical simulations
are only performed to an arbitrary plane or a receiving
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“TRANSCRANIAL ULTRASOUND MODELING: A REVIEW” 15

surface just in front of the skull, and the propagation
from there to the transducer is realized by a ray tracing
code.

In direct simulations (from the transducer to the brain),
hybrid methods are also used. In Wu et al.,66 they devel-
oped a method that combines the k-space-corrected
PSTD method with an acoustic holography approach
based on the Rayleigh integral. The k-wave stage is
used to calculate the sound field in the skull, which
is divided into multiple sound paths (one per array
element). The propagation in each sound path is sim-
ulated with k-wave from the element to a virtual sensor
located near the skull–brain interface. The simulations
in all sound paths are run in parallel. The relative ampli-
tude and phase of each discrete point in the sensors
are extracted by taking an FFT of an integer number
of cycles of the signal after it reaches steady state.
Propagation from the virtual sensors is then performed
with the Rayleigh integral based method. In Pulkkinen
et al.,27 the propagation from the phased-array element
through the water to a parallel plane near the skull is
simulated with the Rayleigh integral. Then the propaga-
tion through the skull is performed with a finite element
code and propagation in the brain is simulated using the
angular spectrum method.

4.4 Comparison of the methods

All these methods simulate wave propagation through
the skull with a variable degree of realism, depending
on the acoustic effects taken into account or neglected.
Most of the time analytical methods are faster but
less accurate than numerical ones. A few papers have
compared some of these methods.

In Jing et al.,50 they compared the k-space method
and the finite differences time domain (FDTD) method.
It was found that for very fine spatial resolution (more
than 10 grid points per wavelength), these two methods
match very well. However, at a low spatial resolution, the
k-space method was observed to produce considerably
less numerical error.The computation time at a fine spa-
tial resolution (7.68 grid points per wavelength) can be
reduced by a factor of around 80 using 2.56 grid points
per wavelength, without altering too much the resulting
field.

Jones et al.6 compared full-wave finite difference
phase correction with analytical phase correction. The
results show that the finite difference method outper-
forms the analytical one for every metrics (shift decrease
of 25%,−3-dB volume decrease of 20%, peak-to-side-
lobe ratio increase of 26%,signal-to-noise ratio increase
of 37% with the full-wave method compared to the ana-
lytical one). However, the FDTD method took 7.8 h,
whereas the analytical phase correction took only 27 s.

Kyriakou et al.20 compared distance-based phase cor-
rection, ray-tracing based phase correction, and finite

difference–based phase correction. The ray-tracing
based phase correction only performs a bit better than
the distance based one and gives much worse results
than the finite difference–based phase correction (shift
×6, peak pressure /2, focal volume ×5).

Robertson et al.65 compared FDTD and k-space
methods for phase aberration correction.Numerical dis-
persion has a serious effect on the accuracy of FDTD
scheme, resulting in high temporal sampling require-
ments to reduce positional error,whereas for the k-space
scheme, only three pixel per wavelength (PPW) will
serve to limit dispersion sufficiently for transcranial
transmission for any stable Courant–Friedrichs–Lewy
value. To reduce error in the intensity below 10% follow-
ing transcranial transmission, k-space scheme requires
4.3 PPW, whereas FDTD requires 5.9 PPW.

Jiang et al.51 compared FDTD, k-space and ray-
tracing methods, for phase and amplitude correction.
The k-space method (4 PPW) has a 0.7% phase error
compared with the FDTD method (16 PPW). The ray-
tracing method has an amplitude error of 5.35% and a
phase error of 1.2% compared to the FDTD method.The
k-space method took 23h35min,whereas the ray-tracing
method took 37 min.

Bancel et al.53 compared k-space and ray-tracing
methods. The restored pressure compared to the
hydrophone-based correction is 85% for the k-space
method and 83.5% for the ray-tracing method. Similarly,
the other metrics show results a bit better with the k-
space method,but the differences are not as big as other
studies have shown before.

In terms of computation speed, it is quite hard to
compare the methods for various papers as the condi-
tions (CPUs, GPUs, parallel computing, etc.) differ from
one paper to another and relevant information (such as
domain size, time step) are not alwaysavailable. Table 2
is an attempt to compare the computation times in
several studies.

5 EXPERIMENTAL VALIDATION OF
THE SIMULATIONS

Experiments are the only way to evaluate the accuracy
of simulations. They are most of the time considered
gold standards or references even though they can
also be enticed with errors as discussed later. In this
section, the classical setups for experimental valida-
tion of transcranial acoustic simulations are described
and the experiments versus simulations results are
compared.

5.1 Experimental setups

The typical setup for transcranial acoustic measure-
ments is composed of a transducer and an hydrophone
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16 “TRANSCRANIAL ULTRASOUND MODELING: A REVIEW”

TABLE 2 Comparison of the computation time of several simulation methods

References Simulation method Skull modeling Computer
Domain size
(mm3)

Number
of
points Time

Time for
1e9 points

31 Layered wavenumber Homogeneous 1 GHz 5 h

18 Finite differences Heterogeneous 500 MHz 70 × 10 × 30 2.1e7 20 h 950 h

32 Ray-tracing Locally homogeneous 1 GHz 1.6e4 30 s 521 h

34 Ray-tracing Homogeneous 160 × 160 × 160 3.2e7 106 min 55 h

21 Finite differences Heterogeneous 180 × 180 × 150 1.5e9 90 min 60 min

64 Finite differences Heterogeneous 2.2e9 120 min 54 min

29 Finite differences Binary 2.8 GHz 1.0e8 12 h 120 h

70 Finite differences Heterogeneous 1.3e9 3 h 2h18 min

37 Ray-tracing Homogeneous per ray 24 h

50 k-Space Heterogeneous 2.6 GHz 47 × 100 × 31 7.5e5 17 s 6h20 min

6 Finite differences Heterogeneous/Homo 100 × 130 × 40 2.1e7 7h48 min 371 h

54 HAS Heterogeneous 2.7 GHz 20 min

15 k-Space Heterogeneous 2.5 GHz 1.9e6 15 min 131h30 min

46 HAS Heterogeneous 4.6e7 45 min 16 h

11 k-Space Heterogeneous 1.2e8 30 h 250 h

67 k-Space Heterogeneous 3.3 GHz 2.7e8 19h53 min 74 h

67 k-Space Binary 3.3 GHz 4.2e6 9 h 2143 h

56 Finite differences (GPU) Heterogeneous 3.6 GHz 180 × 200 × 175 6.3e7 150 s 40 min

25 HAS (7 CPU cores) Heterogeneous 1.4 GHz 1.4e9 180 s 128 s

51 k-Space Heterogeneous 1.3e8 23 h 177 h

51 Ray-tracing Homogeneous 1.3e8 37 min 4h40 min

F IGURE 3 Typical setup for transcranial acoustic measurements

mounted on a three axis positioning system, as illus-
trated by Figure 3. A first scan, without skull is often
performed as a reference result. Then, a skull or a
phantom is placed between the transducer and the
hydrophone. Prior to the experiments, the skulls are put
in water and degassed (typically for 24 h) in order to
remove all the air trapped inside and to ensure the skull
pores are filled with water to mimic in vivo conditions.
When the skull modeling is deduced from CT scan, CT-
scans of the skulls should be performed under water as

well. Likewise, the experiments are made in a tank filled
with degassed water.

Most of the time, accurate positioning of the skull
is performed using a stereotactic frame, or a home-
made frame, which contains fiducial markers. The CT
scans of the skulls are acquired with the position-
ing frame and the position of the fiducial markers is
determined from the CT images. Likewise, the fidu-
cial marker positions are recorded with the three
axis positioning system,18,45 or with an optical-based
position tracking system.56 From this, a rigid transfor-
mation matrix representing the rotation and translation
between the experimental and simulation frames can be
computed.31 Otherwise, the transducer can be attached
to the skull positioning frame5,31,36,49,66,69,72 in order
to obtain accurate relative positioning more easily. On
the other hand, this method does not allow for differ-
ent positions of the transducer. When experiments are
performed under MR guidance, MR tracking coils can
be used to find the transducer location within the MR
frame.24 MR images can also be used to find the rela-
tive position of the transducer with respect to the skull
frame.46

A few studies have estimated the positioning error
between their experiments and their simulations. Those
errors are displayed in Table 3.
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“TRANSCRANIAL ULTRASOUND MODELING: A REVIEW” 17

TABLE 3 Positioning method and error for measured made in
several studies

References Positioning method Positioning error

31 Skull attached to the transducer 0.5 mm

18 Position of the skull markers
recorded by the three axis
system

1 mm

49 Skull attached to the transducer A few millimeters

69 Skull attached to the transducer 0.7 mm

46 Relative position between
transducer and skull
measured with MRI

0.25 mm

56 Position of the skull markers
recorded by an optical based
position tracking

0.41 mm

66 Skull attached to the transducer 0.02 mm

O’Reilly et al.73 used high frequency ultrasound mea-
surements to localize the skull surface and register CT
data to the ultrasound treatment space. The results
show on an average submillimeter (0.9 ± 0.2 mm)
displacement and sub-degree (0.8◦ ± 0.4◦) rotation
registration errors.

5.2 Performance versus simulation

Though many studies have checked their simu-
lation results through experiments, only a few of
them have directly compared the pressure field
obtained with experiments with the simulated one.
Indeed, most studies have compared simulations and
experiments through their application. For instance,
many studies experimentally compared the field
produced by a multielement transducer with a sim-
ulated phase correction with the field produced by
a multielement transducer with a hydrophone-based
correction (which is considered the optimal phase
correction).5,17,18,31,46,52,53,66,69,72 Another way to
assess the accuracy of transcranial acoustic simula-
tions is to compare the results of heat simulations with
MR thermometry data25 or with lesion locations.24

In Bouchoux et al.,45 Yoon et al.,56 and Bancel et al.,53

they directly compared the acoustic field obtained with
experiments with the simulated one. The results are
summed up in Table 4.

The phase correction results obtained in several
studies are displayed in Table 5.

Almquist et al.46 performed experiments with phan-
toms and human skulls in order to separate the errors
coming from the simulation algorithm from the errors
coming from the skull modeling (as the acoustical prop-
erties of the phantoms are known). The results are
presented in Table 6.

Simulation-based correction is able to reach 94%
of the optimal correction (hydrophone-based correc-

tion) when the acoustical properties are known (phan-
tom experiments), whereas only 70% when they are
unknown and deduced from CT-scans with empirical
relationships (skull experiments).

In a few studies,23,25–27 MR thermometry data was
compared with the results of thermal simulations. Qual-
itatively speaking, the predicted and measured temper-
ature fields agree well in all those studies. In Pulkkinen
et al.,27 for the seven sonications performed on a sin-
gle skull, the error between the simulated and measured
temperatures at the two locations of interest (focus and
tissue near the skull base) is on average 1◦C and never
exceeds 3◦C. The other studies collected data from
several patients (at least 9) who had undergone sev-
eral sonications and were thus able to make statistical
analysis of the results, as shown in Table 7.

McDannold et al.23 also compared the dimensions
and obliquity of the heating. They found that the
predicted and measured dimensions (R2 = 0.62) and
obliquity (R2 = 0.74) of the heating are correlated.

5.3 Reasons for error between
experiment and simulation

On the simulation side, as shown by Almquist et al.,46

imprecise skull modeling based on CT scans is an
important source of mismatch between simulations and
experiments. In addition, many approximations, such
as neglecting shear waves (especially if the incidence
angles are greater than 30◦32), attenuation, and nonlin-
earity, degrade the accuracy of the results. For instance,
in the Ding et al. study,19 the thermal dose at the focus
computed with nonlinear wave propagation was almost
twice the linear thermal dose, suggesting that nonlinear-
ity effects have to be taken into account. Jiang et al.51

compared simulations with and without shear waves for
incident angles smaller than 20◦. They found a shift of
0.5 mm of the focus when shear waves are neglected,
whereas perfect focusing is reached when shear waves
are included. The maximum pressure reached with
shear waves is approximately 3.65 Pa, whereas that
when shear waves are not considered is approximately
4.85 Pa.

On the experimental side, very close positioning of
the experiments relatively to the simulations is crucial in
order to be sure to be able to compare them. One also
needs to keep in mind that hydrophones are generally
not very precise (up to 10% errors) and need to be well
calibrated.

6 DISCUSSION

Almquist et al.46 showed that transcranial acoustic sim-
ulations accuracy is highly dependent on skull modeling,
which can be divided into two steps: the geometric
description and the acoustic properties. The shape is
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18 “TRANSCRANIAL ULTRASOUND MODELING: A REVIEW”

TABLE 4 Comparison between experimental and simulated acoustic field in different studies

References Focus shift Pressure metric Pressure value

45 Below the scanning step
(2.5 mm)

∑
x,y,z

max
t

|psimu|−max
t

|pmeas|
max

t
|pmeas| −9.17 ± 4.55%, averaged on four skulls

(120 kHz)

56 1.43 ± 0.8 mm RXY−RXY

RXY
+

RXZ−RXZ

RXZ
+

RZY−RZY

RZY

With R the ratio of the peak pressure with
and without the skull

5.8 ± 6.4%, averaged on three sheep
skulls (250 kHz)

53 0.3 ± 0.1 mm
1

Nelements

Nelements∑
i=1

psimu
i − pmeas

i −0.9 ± 5.4%, averaged on five skulls
(800 kHz)

TABLE 5 Comparison of simulation-based and invasive aberration correction in several studies

Shift
Percentage of peak pressure compared to
the uncorrected case

References
Without
correction (mm)

With
simulation-based
correction (mm)

With
hydrophone-based
correction (mm)

With
simulation-based
correction (%)

With
hydrophone-based
correction (%)

31 1.1 0.48 135 294

17 0

46 1.77 0.71 0.25 151 217

52 1.05 0.54 190 220

66 0.5 0 137 147

53 0.9 0.2 0 130 153

72 0.63 149 165

TABLE 6 Comparison of simulated-based and invasive aberration correction for a phantom and for a human skull

Phantom Skull

Metric
Without
correction

With
simulation-
based
correction

With
hydrophone-
based
correction

Without
correction

With
simulation-
based
correction

With
hydrophone-
based
correction

Shift (mm) 1.9 0.56 0.25 1.77 0.71 0.25

Percentage of peak pressure compared
to the uncorrected case (%)

100 141 150 100 151 217

TABLE 7 Correlation between simulated and measured
temperature in several studies

References Metric

Correlation
between simulated
and measured

23 Peak temperature rise r2 = 0.71

26 Peak temperature r2 = 0.75

25 Focal spot temperature rise 0.613 ≤ r2 ≤ 0.947

not needed for numerical methods and is usually seg-
mented from CT or MR images for semi-analytical
methods. Over the years, image-derived acoustic prop-
erties have replaced measured ones, because of their
case-specific adaptability. Most studies agree that both
density and speed of sound depend linearly on HU
values, but various empirical relationships have been

proposed and improved. Marsac et al.52 seem to have
reached the more general porosity-based relationships
and their accuracy is demonstrated by Bancel et al.53

The main issue with these relationships remains to
choose the constants (𝜌max, 𝜌min, cmax, cmin). Although
𝜌min and cmin are often taken as the values of water,
𝜌max and cmax are sample-dependent and thus hard
to choose. Marsac et al.52 tried to find the best cmax
such that simulations fit the experiments, but this kind
of approach is hard to generalize as it depends mostly
on the samples used, the frequency and the experi-
mental conditions. Indeed, Pichardo et al.36 showed that
the speed-of -sound relationships are frequency depen-
dent. A polynomial relationship has been proposed by
McDannold et al.23 for the speed of sound, with con-
stants found by comparing simulations with experiments.
Once again, the problem of such strategies is that
the relationships are case specific to the experimental
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conditions of the study and are not always well gen-
eralizable. To avoid any bias, the relationships need to
be compared in a different study, such as the one from
Bancel et al.,53 who showed that Marsac relationships
were more accurate than Pichardo’s and McDannold’s.
But more comparison studies are needed. Finally, atten-
uation is the parameter that is the hardest to determine
as it is not well understood. Various empirical relation-
ships have been proposed, relating attenuation to HU
values with a linear or a power law. Robertson et al.48

showed that attenuation can be defined by a constant
across the whole skull, but of course this constant is
skull specific.Linear and power laws relating attenuation
with frequency have also been investigated. In particular,
in trabecular bone, where most of the scattering occurs,
linear relationships have been established with a slope
that varies quasi-linearly with the bone fraction volume.
However,Yousefian et al.60 claimed that total attenuation
is not described by a linear combination of scattering
and absorption anymore in the presence of multiple
scattering. They proposed a relationship for attenuation,
which is the sum of a constant absorption and a fre-
quency dependent power law for scattering. However, to
our knowledge, no comparison studies have shown that
any attenuation relationship is better than the others.
Although most studies derived the acoustic properties
of the skull from CT scans, Webb et al.63 warned that
X-ray energy, reconstruction method,and reconstruction
kernel should also be taken into account. After comput-
ing the acoustic properties of the skull,one can consider
several levels of heterogeneity, going from global prop-
erties for the whole skull to individual properties for
each voxel.Comparisons of these levels of heterogene-
ity are complicated as it is closely linked to the kind
of simulation method used. Indeed, numerical methods
tend to use fully heterogeneous skull model, whereas
semi-analytical methods (in particular ray-tracing) often
use fully homogeneous ones. Jones and Hynynen6 and
Kyriakou et al.20 both compared homogeneous and het-
erogeneous models with a same simulation method
for correction aberration and found that, as can be
expected, the heterogeneous performs better,especially
in terms of predicted pressure amplitude, whereas both
models seem nearly equivalent in terms of predicted
shift. This is in agreement with the Robertson et al.
study,67 who showed that the homogenization of acous-
tic property maps leads to an overestimation in the
amplitude of ultrasound and an underestimation of time-
of -flight. However, smarter homogeneous models can
be used to improve computation time without losing too
much accuracy. For example, Jiang et al.74 showed that
taking different averaged properties for the refraction
computations and for the time-of -flight computations
significantly improves the accuracy without increasing
the computation time.

In terms of simulation methods, the most used ones
are ray-tracing, hybrid angular spectrum, FDTD and

k-space. The k-space method seems to have replaced
FDTD, as it produces less numerical error at low spa-
tial resolution.50 Thus, the k-space method can be used
with quite coarse meshes without losing to much accu-
racy, which results in a computation time decrease
(by a factor of around 8050). Several studies com-
pare finite difference based6,20 and k-space based51,53

phase correction with ray-tracing-based phase correc-
tion. The results show that both FDTD and k-space-
based phase correction outperforms ray-tracing-based
phase correction, but the gap between numerical meth-
ods and ray-tracing varies between the studies (going
from a 2% difference53 to a 50% difference20 in
restored pressure at focus). In terms of computation
time, FDTD is slower than ray-tracing by three orders
of magnitude (Jones et al.6), whereas the k-space
method is slower than ray-tracing by one order of
magnitude.51

7 CONCLUSION

Transcranial focused ultrasound is a promising method
for several therapeutic applications. Simulations are
needed to optimize such treatments and to assess
their safety. The main challenge of such simulations
is to determine the skull acoustic properties. Then,
depending on level of precision of the skull model-
ing, different types of simulation methods can be used.
Another big challenge is to make measurements pre-
cise enough to be able to compare them with simulation
results and thereby to assess the accuracy of the
simulations.
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