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Abstract

Hypothesis: Interaction of cellular membranes with biointerfaces is of vital importance for a
number of medical devices and implants. Adhesiveness of these surfaces and cells is often regulated
by depositing a layer of bovine serum albumin (BSA) or other protein coatings. However, anomalously
large separations between phospholipid membranes and the biointerfaces in various conditions and
buffers have been observed, which could not be understood using available theoretical arguments.

Methods: Using the Lifshitz theory, we here evaluate the distance-dependent Hamaker coefficient
describing the dispersion interaction between a biointerface and a membrane to understand the
relative positioning of two surfaces. Our theoretical modeling is supported by experiments where
the biointerface is represented by a glass substrate with deposited BSA and protein layers. These
biointerfaces are allowed to interact with giant unilamellar vesicles decorated with polyethylene glycol
(PEG) using PEG lipids to mimic cellular membranes and their pericellular coat.

Results: We demonstrate that careful treatment of the van der Waals interactions is critical for
explaining the lack of adhesiveness of the membranes with protein-decorated biointerfaces. We
show that BSA alone indeed passivates the glass, but depositing an additional protein layer on the
surface BSA, or producing multiple layers of proteins and BSA results in repulsive dispersion forces
responsible for 100 nm large equilibrium separations between the two surfaces.

Abbreviations:
PEG: polyethylene glycol
BSA: bovine serum albumin
RICM: reflection interference contrast microscopy
GUV: giant unilamellar vesicle
SOPC: 1-stearoyl-2-oleoyl-sn-glycero-3-phosphocholine
DOPE-PEG: 1,2-dioleoyl-sn-glycero-3-phosphoethanolamine-N-
(methoxy(polyethyleneglycol))
PBS: phosphate buffered saline
ITO: indium tin oxide
CM: Clausius-Mossotti
PLL: polylysine

Symbols:
𝑉vdW: van der Waals potential
𝐴H: Hamaker function
ℎ: membrane-substrate separation
𝑑: coating thickness
𝑛: coating surface number density
𝜅: reciprocal of Debye screening length
𝜖: dielectric function
𝜉: frequency
𝜌: number density
𝛼: molecular polarizability
𝜙: volume fraction
𝛿: dielectric increment
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1. Introduction
The interactions of biological materials have been ac-

tively studied for the better part of a century. Much of the
work on these biomaterials has been at the molecular level,
where protein-protein and protein-self interactions are the
dominant focus. Recent interests in drug delivery, biocom-
patible implants, directed self-assembly, and colloidal mate-
rials necessitate the understanding not only of the molecular
level properties of biological materials, but also the semi-
bulk interfacial properties of these materials [1]. For exam-
ple, the collective interactions between layers of material can
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Dispersion Interactions of Biological Membranes

substantially differ from that of single molecule interactions.
These interactions instead lie far beyond the simple pair
summation, with the interaction sometimes having counter-
intuitive effects such as repulsive van der Waals forces [2]. It
is therefore of critical importance that interactions of simple
biointerfaces be fully described in order to understand the
behavior of the increasingly complex studies on in vitro
membrane interactions as well as the interactions of in vivo
biological interfaces [3].

Experimentally, interfacial interactions can be difficult
to measure due to the small, typically nanometer, length
scales as well as the effects of the immersing solutions on
the interactions. Still, several techniques exist to measure
interactions between biointerfaces such as the surface force
apparatus [4, 5], the colloidal probe technique in atomic
force microscopy [6–8], and the total internal reflection flu-
orescence microscopy [9].

In the context of biological membranes, a particularly
suitable technique for studying interface interactions is re-
flection interference contrast microscopy (RICM) [10–13].
RICM is a label-free microinterferometric technique giving
access to the distance between a membrane and a substrate
with a ≈ 4 nm resolution. A host of experiments have
utilized the RICM to probe both the interaction between
substrates, coated with protein layers, and membranes of
cells or deflated giant unilamellar vesicles (GUVs) [10, 13–
20]. When close to the substrate, the vesicle undergoes
deformations with constrained volume and area. The vesicle
eventually adopts a shape that balances the elastic energy and
the effective adhesion strength associated with the depth of
the minimum of the non-specific potential [21, 22].

It is widely accepted that the strength and the position of
this non-specific minimum results from balancing the mem-
brane-substrate van der Waals and the Coulomb potential
with the repulsive Helfrich potential [23–26]. The latter
emerges from the suppression of membrane fluctuations,
which are dependent on the membrane tension and bending
stiffness [27–29]. A more detailed analysis of vesicle shapes
pointed out that gravity may play a role in setting the distance
between the membrane and the biointerface [30, 31]. Ad-
ditional steric effects were associated with the membranes
whose surface is decorated with glycan chains and other
polymeric tethers [32, 33].

Careful measurements of the position of the minimum
of the potential [10, 13, 15, 16, 18, 19, 34], however, show a
surprising effect. Despite being performed under numerous
different solvent conditions, membrane types, and protein
coatings, they all exhibit an anomalously distant separa-
tion between the membrane and the surface coating. For
example, in experiments on a 1-stearoyl-2-oleoyl-sn-glyc-
ero-3-phosphocholine (SOPC) membrane interacting with
a bovine serum albumin (BSA) coating on glass, the typ-
ical mean membrane-surface separation is approximately
80 to 100 nm, while the minimum observed separation is
approximately 30 nm (Table 1). However, the fluctuation
amplitude in these measurements, being about 10 nm and
not exceeding 20 nm, is indicative of the presence of a long

range repulsion other than the Helfrich one [34], the latter
being characterized by the length scale of the fluctuation
amplitude.

In this work, we attempt to understand this positioning
of the membrane at the anomalously large separations from
the biocompatible supports. Since there are a number of
interactions which could drive the observed behavior in the
experimental systems and to further motivate this work, we
outline the non-specific interactions and ascertain their rel-
ative contributions by both basic analysis and a number of
experiments. We focus on the effects of a glass substrate
with a coating of BSA and proteins on its surface. The
free membrane is then modeled as an SOPC layer immersed
in aqueous solutions above this surface, since all the mea-
surements are performed with SOPC-based GUVs using the
methods outlined in prior works [10, 15, 16, 18, 19, 34, 35].
We perform an in depth analysis of the relevant parameter
space within the theoretical framework to demonstrate the
sensitivity of the emergent potential and compare to experi-
ments when possible.

We show that the complexity of the membrane and the
solid biointerface produces a highly asymmetric system, for
which the Hamaker coefficient becomes significantly more
complex than in simple symmetric systems traditionally stud-
ied. More specifically, we find that the thickness of BSA on
the glass surface drastically changes the strength of the mem-
brane-substrate attraction compared to the pure glass system.
Thus, a repulsive barrier appears in the potential at mem-
brane-substrate separations of up to approximately 30 nm,
which qualitatively agrees with our experiments. Adding ad-
ditional protein layers may render the van der Waals potential
purely repulsive. This leads to the conclusion that the van
der Waals forces are a necessary contributor to explain the
observed unusually large separations between the membrane
and the biointerface.

2. Experimental methods
2.1. Materials

Polylysine(20)-g(3.5)-polyethyleneglycol(5) (PLL-PEG)
and Neutravidin were purchased from SUSOS, Switzerland
and Invitrogen, Eugene, OR, USA, respectively. DOPE-
PEG-2000 (1,2-dioleoyl-sn-glycero-3-phosphoethanolamine-
N-(methoxy(polyethyleneglycol)-2000)), DOPE-cap-biotin
(1,2-dioleoyl-sn-glycero-3-phosphoethanolamine-N-(cap bi-
otinyl)) and SOPC (1-stearoyl-2-oleoyl-sn-glycero-3-phos-
phocholine) were purchased from Avanti Polar Lipids (Al-
abaster, AL, USA) and used without further purification
(purity >99%). Bovine serum albumin (BSA, purity >98%)
and biotinylated BSA (BSA-biotin, purity >80%) were both
purchased from Sigma (Saint Louis, MO, USA) and used
after filtering with a 0.2 µm syringe filter.

Thickness-corrected glass coverslips (𝑑 = 170 ± 10 µm,
Assistent, Karl Hecht KG, Sondheim, Germany), were cleaned
by the following detergent treatment: ultrasonication in 10%
Hellmanex solution (Hellma, Müllheim, Germany) for 30min,
flushing thoroughly with ultrapure water from a water purifi-
cation system (Milli-Q, Millipore, San Francisco, CA, USA)
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Dispersion Interactions of Biological Membranes

Table 1
Summary of measured average membrane positioning in experiments on sedimented GUVs.

Mean distance Membrane Buffer Substrate Reference

30 to 50 nm DEPCa + PEG HEPESb fat-free milk [10]
90 to 120 nm DMPCc + PEG HEPES fat-free milk+E-selectin [15]
60 to 80 nm SOPC + PEG PBS BSA [16, 18]

90 nm SOPC + PEG PBS BSA+Neutravidin [19]
a DEPC - 1,2-dielaidoyl-sn-glycerol-3-phosphocholine

b HEPES - 2-(4-(2-Hydroxyethyl)-1-piperazinyl)-ethansulfonacid
c DMPC - 1,2-dimyristoyl-sn-glycero-3-phosphocholine

Figure 1: Overview of a system based on a biointerface with
a BSA layer. a. Schematic of the experimental system used in
the van der Waals potential calculation. The reported height
is the average over seven vesicles. b. Sample RICM image of a
DOPE-PEG vesicle in a glucose solution near the surface in the
system from panel a. c. Peak-normalized histogram of height
measurements over a full time series and fixed collection area
in a single vesicle experiment. The data corresponds to vesicle
5 of the experiment with PBS as outer solution.

and again ultrasonication (2 × 30min) in 10% Hellmanex
solution, followed by 3 times ultrasonication in ultrapure
water for 30min.

Glucose (purity >99%), sucrose (purity >99.5%), and
phosphate buffered saline (PBS) were purchased from Sigma
in powder form, prepared at the desired concentrations in
pure water, and stored at 4 °C for maximum two weeks.
The concentrations of the solutes in the 1 × PBS solution
were 140mMNaCl, 3mMKCl, 10mMNa2HPO4 and 2mM
KH2PO4, with a total osmolarity of 300mOsm.L−1. A
solution of 0.5 × PBS was also used, with its osmolarity
adjusted by glucose addition to reach 300mOsm.L−1. All
osmolarities were measured before and after each experi-
ment with a cryoscopic osmometer (Osmomat 030, Gonotec
GmbH, Berlin).

2.2. GUV and substrate information
GUVs consisting of SOPC with 2mol% DOPE-PEG-

2000 were prepared by the electroswelling method [36], and
2mol% DOPE-cap-biotin were added to the lipid mixture
for the BSA-Neutravidin-BSA experiment. Briefly, 10mL
of a solution of lipids dissolved in chloroform (purity>99.9%)
at 2mgmL−1 was spread on a glass slide coated with indium
tin oxide (ITO), and placed in a desiccator under vacuum
overnight. The ITO glass slide with the lipid film on it and
a second ITO glass slide were mounted on each side of a
≈ 4mm thick Teflon spacer. The chamber was filled with a
230mOsm.L−1 sucrose solution resulting in the interior of
the GUV, later referred to as inner solution. An alternating
voltage of 2.2V at 10Hz was applied for 4 h, yielding GUVs
of about 40 µm average diameter. The vesicle solution was
used immediately after production, or stored for maximum
48 h in a fridge at 4 °C.

During an experiment, 20 µL of the vesicle solution was
added into the observation chamber filled with 600mL of the
outer solution. Depending on the specific experiment, the
latter consists of PBS and/or glucose dissolved in water with
its osmolarity adjusted to 300mOsm.L−1. The observation
chamber was covered with a glass slide during the whole
experiment to avoid osmolarity changes due to evaporation.
The refractive index of each solution was measured with an
Abbe refractometer (AR 4D, Krüss GmbH, Hamburg, Ger-
many), taking into account the dependence of the refractive
index with the wavelength (cf. SI-Table I for values).

The glass slides were passivated during one hour di-
rectly before the experiments with 10mgmL−1 BSA. Excess
molecules not bound to the slide were removed by exchang-
ing the buffer against the outer solution in a series of ten
washing steps. In the PLL-PEG experiment, 150 µL of PLL-
PEG were deposited on the glass slide at a concentration
of 1mgmL−1. Excess molecules not bound to the slide
were removed after 1 h in a similar way as with BSA. In
the BSA-Neutravidin-BSA experiment, the deposition of the
first layer of BSA-biotin was followed by a one hour incu-
bation in 20 µgmL−1 Neutravidin dissolved in PBS. Excess
Neutravidin was removed by 10 washing steps and finally
the second layer of BSA was formed by the incubation of
500 µgmL−1 BSA-biotin for one hour.
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2.3. Image acquisition and data analysis
RICM images were acquired with an inverted micro-

scope (Axio Observer A1, Zeiss, Jena, Germany) equipped
with crossed polarizers and a 63 × Antiflex Plan-Neofluar
oil objective with a numerical aperture of 1.25 and a built-in
𝜆∕4 plate. The green line of a metal halide lamp (X-Cite,
Exfo, Quebec, Canada) was selected with an interference
filter with 546 ± 10 nm. The numerical aperture of illumi-
nation was set to approximately 0.5. To achieve maximum
contrast, the antiflex technique was applied [37]. Image
sequences of vesicles were recorded with an Andor iXon
camera (Andor, Belfast, Ireland) and an exposure time of
200ms. The raw experimental data, and the analysis scripts
are accessible as Mendeley Data [dataset][38].

Based on previous work [16, 18, 34, 39] as well as an
analysis of data subsets, we find that already 100 frames
provide converged information on the average height of a
vesicle. Consequently, in our data analysis between 100 and
1500 frames were used, leading to an uncertainty of about
4 nm, as estimated for a fluctuating membrane [12, 34]. This
reported uncertainty is not that of the membrane fluctuation
amplitude but the experimental error that arises mainly from
the shot noise of the camera. The shot noise of the camera
can be deconvolved from the true signal [34], in which
case the variations in ℎ(𝑥, 𝑡) are a direct consequence of
the membrane thermal fluctuations. A typical snapshot and
from the simulation and a height distribution emerging from
the snapshot is shown in Fig. 1b,c.

The contrast of an RICM image results from the inter-
ference between the light rays reflected at the different in-
terfaces in a sample, and the membrane-substrate separation
ℎ(𝑥, 𝑡) can be calculated from the intensity at each pixel 𝑥
and each frame 𝑡 of the RICM image [12, 40]. The recorded
image at time 𝑡 is in the form of a matrix of intensities 𝐼(𝑥, 𝑡)
and is converted to a matrix or map of corresponding heights
ℎ(𝑥, 𝑡) of the vesicle membrane above the substrate. To
perform the conversion from intensity to height, first the the-
oretical relation between 𝐼 and the corresponding ℎ, defined
as the distance from the top of the BSA layer to the bottom
of the membrane, is obtained using the Fresnel formalism
(see review [12] for details). Thereby, each protein, lipid
or buffer (solution) layer is treated as a slab with a smooth
interface and having a given thickness and refractive index
(SI-Table I).

The first and last layer are set to be the glass substrate
and the vesicle inner solution with infinite thickness, respec-
tively. The refractive index of the glass slide is specified
by the supplier (Assistent, Karl Hecht KG, Sondheim, Ger-
many), while for the inner and outer buffers, the refractive
indices are measured with an Abbe refractometer (AR 4D,
Krüss GmbH, Hamburg, Germany).

The thickness of the lipid layer was fixed at 4 nm [12],
while the corresponding refractive indices are taken from
prior work [16, 41]. In the height reconstruction, the PEG
layer can be ignored, as it has a low density of only 2mol%
of lipids and is thus optically transparent.

The morphology of each BSA, Neutravidin or PLL-PEG

layer (in terms of homogeneity and roughness) has been con-
trolled using RICM microscopy prior to vesicle injection.
Any microscopic or macroscopic defect such as holes or
aggregates in the layers would lead to a variation of intensity
contrast. Based on previous measurements [34], the thick-
nesses of the BSA, PLL-PEG and Neutravidin layers were
fixed to 10, 3 and 4 nm respectively (see section 4.3). More-
over, prior measurements with AFM showed that equivalent
protocols give protein layers where the roughness is of the
order of 1 to 2 nm [42]. In the height calculation, the refrac-
tive indices of the proteins are taken from the literature [43].
Finally, we have carefully checked that small variations of
thickness or refractive index of these layers lead to minor
changes in the measured height, within the given error bars
of ±4 nm.

Using these values for the thickness and refractive in-
dices of the respective layers (as summarized in SI-Table I),
the functional form of ℎ(𝐼) with respect to the intensity 𝐼
is written [12, 40]. Normalizing both the theoretical and
the experimental ℎ(𝐼), using the background intensity as the
normalizing factor, allows us to then effectively read off the
value of ℎ that corresponds to the given 𝐼(𝑥) in a given pixel
𝑥. Treating all the time frames in this way, a distribution of
separations ℎ(𝑥, 𝑡) is obtained for each vesicle independently
(Fig. 1c). Finally the the average height ⟨ℎ⟩ is calculated as
the mean over all vesicles. The reported standard deviation
arises from the variation in the sample.

3. Dominant effectively short-range surface
potentials

3.1. Hydration forces
There are three major non-specific interactions between

membranes and other surfaces that typically control mem-
brane behavior: hydration, screened coulomb, and van der
Waals interactions. We briefly outline them here.

Hydration forces are driven by water molecules near
the hydrophilic membrane surface, which attracts nearby
water molecules. Removing these water molecules to gen-
erate membrane-surface contact requires considerable work,
which in turn results in a strong membrane-surface repulsion
at separations on the order of a nm [44–47]. While hydration
forces certainly play a role at short ranges, they are negligi-
ble at the membrane-substrate separation distances typically
observed in experiment (30+ nm) [10, 13, 15, 16, 18, 19, 48].

3.2. Screened Coulomb interactions
Screened Coulomb interactions arise from surface charges

that are exposed as ions dissociate from their respective
interfaces. These surface charges maintain a counter-ion
cloud nearby which “screens” the direct Coulomb interac-
tion, where the size and screening strength of the cloud is
determined by both the availability of ions in the solution
and the temperature. While the specifics of calculating the
screened Coulomb interaction for these material configura-
tions can be complicated, the basic range of the interaction
is predominantly set by the concentration of ions in the
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Table 2
Summary of experiments on GUVs with varying outer solution
conditions. The distance distribution mode was measured
across six to seven different vesicles for each experimental
condition and subsequently averaged. The error provided is
the standard deviation over the set of vesicles and the full
data series are given in SI-Table II.

NaCl glucose 𝜅−1 pH ⟨ℎ⟩
[mM] [mM] [nm] [-] [nm]

0 300 >200 5.3 77 ± 3
70 140 1.1 7.4 90 ± 15
140 0 0.8 7.4 91 ± 14

solution. At the high ionic concentrations (≈ 140mM) in
the experiments, following DLVO theory, the interactions
are expected to be on the order of a few nanometers due to the
small Debye length 𝜅−1 ≈ 0.8 nm [46, 49]. Even at smaller
ionic concentration, the range of Coulomb interaction should
not exceed a few nanometers.

To test if the screened Coulomb interactions are, despite
the prior estimation, a driver for the anomalous repulsion, we
performed a series of experiments varying the ionic strength
of the outer solution (PBS concentration), while fixing the
osmolarity of the outer solution by adding glucose (Table 2).
Our current procedure allows us to either have large screen-
ing lengths or completely screened electrostatic interactions
due to the particular dependence of the Debye length on the
inverse of the square root of the concentration. Hence, in-
termediate screening lengths would require excellent control
of low salt concentrations. Notably however, the majority of
applications of adherent membrane experiments takes places
in the two limiting cases.

With no PBS, the pH of the outer solution drops to
approximately that of BSA’s isoelectric point of ≈ 5 [50,
51], because of dissolution of CO2 into water [52]. Conse-
quently, the charge on the BSA surface is close to zero, re-
moving a source of the screened Coulomb interaction. Inter-
estingly, even with the lack of charge and reduced screening,
there is still clearly a strong repulsion between the substrate
and the membrane, which resides at 77 ± 3 nm.

Increasing the concentration of ions indeed slightly in-
creases the membrane-biointerface separation to 90 ± 15 nm.
However, this effect is more likely related to changes in
the dielectric properties of the solution and the resulting
dispersion interactions, as will be shown in the following.

From this series of experiments, it is clear that the screened
Coulomb interaction is not directly driving the repulsion in
the present systems, and that another mechanism is likely at
play. Due to the short-range nature of the screened Coulomb
interaction at the experimental ionic concentrations and the
weak response of the membrane to ionic concentration shown
in our experiments, we focus primarily on the van der Waals
interactions as the cause for the large separations.

4. Van der Waals interactions
Van der Waals forces arise from any dipole-dipole inter-

action (permanent or induced) between two objects. While
the van der Waals potential between point particles typically
discussed varies steeply with distance (ℎ−6), the potential
decays significantly more slowly between two semi-infinite
parallel plates, with a leading order of ℎ−2, where ℎ is the
membrane-biointerface separation [53]. In this case, the
potential is therefore

𝑉vdW(ℎ) = −
𝐴H

12𝜋ℎ2
, (1)

where𝐴H is the Hamaker coefficient, which depends directly
on the bulk dielectric properties of the components in the
system of interest. While the Hamaker coefficient is specific
to the materials and their configuration being examined,
it is typically calculated to be on the order of 𝑘B𝑇 (𝑘B
being the Boltzmann constant and 𝑇 temperature) for bio-
logical membrane based systems by utilizing Lifshitz theory
[46, 54]. However, while often neglected, the Hamaker
coefficient also has a separation dependence, altering the
simple ℎ−2 decay and in some cases considerably changing
the qualitative behavior of the system in question [55, 56].
For this reason, we hereafter refer to 𝐴H(ℎ) as the Hamaker
function.

4.1. Extended Lifshitz theory for calculating the
Hamaker function

The Hamaker function, and therefore the van der Waals
potential, is determined solely by the dielectric properties
and geometry of the system, which we address using Lifshitz
theory with code developed for prior work [57–60]. Specif-
ically, to calculate the Hamaker function for the appropriate
experimental setups (Fig. 1a), we use the extension of Lif-
shitz theory to multiple layers from Parsegian and Ninham
[61]. This approach generates a dispersion interaction po-
tential which has subtracted the interfacial energy of each
surface [62].

Fundamentally, Lifshitz theory is a summation of the
free energy contribution of electromagnetic field fluctuations
within a given material configuration. Electromagnetic field
fluctuations are decomposed into oscillatory modes extend-
ing through the analyzed body, restricted by the material
properties and dimensions of the body [53], with each mode
having an associated electromagnetic free energy. The total
free energy for a given material configuration is completely
determined by the differences between each material’s di-
electric function evaluated at the discrete frequencies 𝜉𝑛. At
room temperature the first non-zero frequency is infrared
and typically the main frequencies contributing to the van
der Waals interaction are below the soft X-ray region [63].
Therefore, accurate calculation of the interaction requires a
nearly complete dielectric function for each material within
the system.
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4.1.1. The dielectric functions of mixtures
While there is a relative wealth of data on the dielectric

functions of pure materials, those of mixtures are less well
characterized. We therefore make heavy use of the Clau-
sius-Mossotti (CM) mixture relation in our calculations for
dielectric functions at non-zero frequencies. This relation
comes in two equivalent forms, both given here for conve-
nience. The CM relation with known polarizability is

𝜖 (𝜉) = 1 +
4𝜋

∑
𝑖 𝜌𝑖𝛼𝑖 (𝜉)

1 − 4𝜋
3
∑

𝑖 𝜌𝑖𝛼𝑖 (𝜉)
, (2)

where 𝜌𝑖 is the number density of each component within
the layer, 𝛼𝑖 is the molecular polarizability of the compo-
nent, and 𝜉 is the frequency. The CM relation for dielectric
mixtures is

𝜖 (𝜉) − 1
𝜖 (𝜉) + 2

=
∑
𝑖
𝜙𝑖

𝜖𝑖 (𝜉) − 1
𝜖𝑖 (𝜉) + 2

, (3)

where 𝜙𝑖 is the volume fraction of each component in the
layer [64].

We treat the dielectric constant 𝜖(0) separately by using
experimental measurements directly when available. These
measurements are either already completed for the mixture
(as in the case of the lipid headgroup), or are provided as a
parameter in our model. For aqueous mixtures, the dielectric
constant is that of water plus a term that is linearly dependent
on the concentration of the solute. The coefficient defining
this change is known as the dielectric increment/decrement,
depending on the sign of the change, and is defined as

𝛿solute = lim
𝑐→0

𝜖solution(0) − 𝜖solvent(0)
𝑐

(4)

where 𝑐 is the concentration of the solute in the mixture
[65]. The dielectric constant of an aqueous mixture is then
approximately 𝜖𝑤(0) + 𝛿𝑐. When no decrement is provided,
we use a linear combination of the two materials

𝜖solution(0) =
∑
𝑖
𝜖𝑖(0)𝜙𝑖, (5)

where 𝜖𝑖(0) is the dielectric constant of each component, as
is appropriate for aqueous solutions [56].

4.1.2. Parametrization of the system
The relatively large number of parameters requires a

careful analysis of available models for each material in
the layered structure. To address this issue we perform a
sensitivity study for each sub-layer about a central consistent
“best guess” parameter set for the whole system (see SI
for details). Specifically, the semi-infinite glass support is
modeled using the dielectric function from Masuda et al.
[66], yet other models [67, 68] provide nearly indistinguish-
able results. Describing water is more delicate, with the
available approaches by Parsegian and Weiss [69], Tavares
et al. [70], Dagastine et al. [63] and Masuda et al. [66],
providing somewhat different results (see SI section VI A).
However, from all models only the data from Dagastine et al.

[63] is purely experimental and is hence directly used in this
work. Other approaches are rather a model fit [66, 69, 70],
as is the more recent version [71], which fits the results of
Dagastine et al. [63] very well.

PBS is approximated to be an aqueous solution with
140mM NaCl, neglecting the low concentration contribu-
tions from the phosphates and potassium. Furthermore, the
CM relation was used to calculate the permittivity of the
solution at non-zero frequencies. Polarizabilities for the
non-zero frequency component are taken from Parsons and
Ninham [72] while for the zero frequency permittivity, we
use the dielectric decrement of −11M−1 NaCl [65, 73].
The sugar solution is sucrose in water at concentrations
of approximately 230mM as typically used in experiments
[10, 13, 15, 16, 18, 19, 48]. The details of the dielectric
functions can be seen in SI sections VI B and VI C.

The membrane (SOPC) is modeled as a three-layer sys-
tem of two headgroup layers with a tail layer between them.
Due to their carbohydrate nature and equivalent length, the
tails are represented by hexadecane with the polarizability
data taken from Masuda et al. [66]. The headgroup is mod-
eled as a mixture of choline, dihydrogen phosphate, and
glycerol using the CM mixture relation (equation 2). The
polarizability of each segment was calculated using Density
Functional Theory (cf. SI section IV A 2). The value of
the headgroup’s dielectric constant is tightly constrained by
experiments to 𝜖head(0) ≈ 25 to 45 [74–80], and its choice
basically does not affect the van der Waals potential (SI-
Fig. 1).

The common carbohydrate-rich layer present in mimetic
and cell membranes is constructed from the PEG, with molec-
ular weight 2 kDa (PEG-2000) bound to a small fraction of
the lipid headgroups at the density of roughly 3.2 × 10−2 nm−2

at 2mol% [10, 81–83]. We model the PEG layer as a mixture
of PEG with the appropriate surrounding solution (cf. SI
section V). To account for the unknown distribution of PEG
we first assume a uniform layer with a thickness of ≈ 3.4 nm,
PEG-2000’s Flory radius. In the second model, we use a
simple parabolic model for the volume fraction of PEG as
a function of distance from the membrane [83]. The effects
of PEG appear on the short range van der Waals interactions
only, particularly at thicker protein layers on the biointerface
(SI-Fig. 2).

For the BSA, ideally, we would use the dielectric func-
tion measured in a hydrated state [84], however, this data is
relatively absent in the literature besides the zero frequency
limit by Eden et al. [84]. We therefore use the spectroscopic
properties of dry BSA in the appropriate range (≈ 5 × 1014
to 2 × 1016 Hz) from Inagaki et al. [85], which was fit to
a damped harmonic oscillator model to get the appropri-
ate dielectric function for dry BSA [86]. Wet conditions
are then obtained using mixing rules with appropriate sol-
vent. At zero frequency, we calculate the polarizability
using the dielectric increment of BSA (equation 4) with
reported values of 𝛿BSA = 0.1 to 0.3mLmg−1, whereby
𝛿BSA = 0.3mLmg−1 was used as baseline. The full details
for the calculation of the dielectric function can be found in
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SI section III.

Figure 2: Lifshitz calculations for a simple membrane-glass
system as in the right panel. a. Hamaker function for the
membrane-glass system. b. Van der Waals potential for the
membrane-glass system. Fits to the short and long range show
a transition from a ℎ−2 toward a ℎ−3 decay in the van der Waals
potential.

4.2. Symmetric membrane-biointerface systems
To validate our approach we first analyze a simple, nearly

symmetric material configuration. In such systems, at short
ranges, the variation in the Hamaker function is typically
negligible, but at longer ranges it can decay by orders of
magnitude, resulting in a long range van der Waals potential
that decays roughly as ℎ−3 (Fig. 2) [87]. We find that our
calculations for the decay of the Hamaker function are in
good agreement with prior calculations on supported bilayer
systems, which found a short range limit of the Hamaker
function of ≈ 1.3 𝑘B𝑇 and a similar drop in value near 10 nm
(Fig. 2a) [52]. For completeness, we note that this separation
dependence in the membrane literature is often coded into
the approximation

𝑉vdW(ℎ) ≈ −
𝐴H
12𝜋

[
1
ℎ2

− 2
(ℎ +𝐷)2

+ 1
(ℎ + 2𝐷)2

]
, (6)

where 𝐷 is the membrane thickness and the Hamaker func-
tion is assumed to be constant [26, 88]. This approximation
is reasonable when the interactions are confined to short
ranges in symmetric systems [2, 87], but due to the structure
of the Hamaker function in more complicated geometries,
it can give dramatically different results than a full treat-
ment. In this work, we therefore explicitly calculate the
full Hamaker function’s separation dependence and test the
validity of the assumptions for common configurations of
materials.

4.3. Asymmetry introduced by a BSA layer
BSA typically forms a monolayer when deposited onto

glass. The thickness and surface density of the BSA layer
is incredibly sensitive to the state of the substrate, the pH
of the solution during deposition, the concentration of the
BSA in solution [51, 89], and even the cleaning procedure
may affect the deposition. Therefore, depositing passivating
layers on glass must be performed with particular prudence.

BSA is usually approximated as a prolate ellipsoid with a
minor axis of 4 nm and major axis of 14 nm [90]. This highly
asymmetrical shape then gives rise to two main possible
deposition configurations: end-on or side-on. While BSA
mostly seems to prefer a side-on deposition (4 nm layer)
[51, 89, 91], some conditions of the deposition technique
have been shown to alter this behavior such as the pH and
BSA concentration during deposition leading to 8 nm BSA
layers, suggesting partially overlapping layers [51, 89]. Even
when the majority of the BSA is in the side-on configuration,
experiments suggest that a fraction of the BSA remains in
the end-on configuration, where Bowen et al. [92] found
maximum peak-to-valley distances on the BSA layer of ≈
13 nm. Hence the expected thickness of the layer is between
4 and 14 nm.

Due to the sensitivity of the surface density of BSA on
the conditions of deposition [51, 89, 91], we first explore
the effect of the BSA layer surface density 𝐴. For 8 nm
thick films, increasing the density results in a small but clear
trend of BSA weakening the attractive strength of the van
der Waals potential (Fig. 3a). For the end-on configuration
of BSA (𝑑BSA = 14 nm), this effect is amplified, leading to a
short range (ℎ = 5 to 10 nm) repulsion (Fig. 3a inset). While
this counter-intuitive behavior is potentially surprising at
first, since symmetric systems of interacting materials are
guaranteed to be attractive, asymmetric systems are known
to be capable of exhibiting repulsive van der Waals forces
[93–96].

The effect of the thickness change of the BSA layer is
demonstrated directly in Figure 3b, where 𝑑BSA is changed
systematically, leading to an order of magnitude decrease in
the attractive van der Waals energy. This layer size effect
would also be amplified considerably by the likely much
higher surface density of BSA packed on the surface end-
on, as in Fig. 3a inset. This repulsion is primarily driven
by the dielectric increment and high relative concentration
of protein on the surface, which can lead to the dielectric
constant of the layer being significantly higher than that of
water.

4.4. Protein layers introduce long-range repulsion
At zero frequency, the dielectric increment for many

common proteins can be substantially higher than for BSA,
approaching 𝛿 ≈ 1mLmg−1 [65, 97–99]. The consequence
of it can be directly seen when varying only the dielectric
increment of the protein coating, where higher increments
generically weaken the attractive strength of the van der
Waals potential (Fig. 3c). While all potentials are attractive
at very short ranges of ≈ 1 nm, at intermediate ranges,

Blackwell et al.: Preprint submitted to Elsevier Page 7 of 12



Dispersion Interactions of Biological Membranes

Figure 3: Van der Waals potentials with varying BSA parameters. For panels a and c, main plots are for 8 nm thick BSA layers,
while insets are for systems with 14 nm thick BSA layers. a. Van der Waals potential versus PEG-BSA separation ℎ for a BSA
coating with dielectric increment 𝛿BSA = 0.3mLmg−1 and varying surface density 𝑛BSA = 0.008 15, 0.012 25, 0.0163, 0.020 375 and
0.024 45 nm−2. b. Van der Waals potential versus PEG-BSA separation ℎ for a BSA coating of varying thickness 𝑑BSA = 4, 8, 14
and 20 nm, dielectric increment 𝛿BSA = 0.3mLmg−1, and surface density 𝑛BSA = 0.0163 nm−2. c. Van der Waals potential versus
PEG-BSA separation ℎ for a BSA coating with surface density 𝑛BSA = 0.0163 nm−2, and varying dielectric increment 𝛿BSA = 0.1,
0.3, 0.5, 0.7 and 0.9mLmg−1.

calculations suggest that the potential becomes repulsive for
the higher dielectric increments observed in many common
proteins, albeit vanishing from below at large distances >
50 nm.

Figure 4: GUVs above different biointerfaces. a. The
schematics represents the system with a PLL-PEG protein
layer. The reported height is a result of averaging over seven
GUVs. b. Image of a typical contact zone of a GUV in a system
as in panel a. c. Image of a typical GUV in a system as in
panel d demonstrating the lack of contact. d. The schematics
represents a system with a layered structure by depositing BSA-
Neutravidin-BSA on the glass substrate.

The weakening of the attraction by using a protein layer
with a higher dielectric increment is confirmed experimen-
tally by depositing PLL-PEG (Fig. 4a). Indeed we observe
that the average separation between the biointerface and the
GUV surface increases from 77 ± 4 nm measured with BSA
to 93 ± 4 nm (Fig. 4b). This result is consistent with the pre-
viously reported data in Table 1 which involves biointerfaces
with various protein deposits either directly on glass or on an
underlying layer of BSA.

Following this, we performed an experiment by creating

a BSA-Neutravidin-BSA multilayer (Fig. 4d) as described
in section 2.2. As expected, no GUVs were able to form
a contact zone on the protein substrate (Fig. 4c), instead
remaining approximately spherical above the surface. This
suggests that the attractive component of the van der Waals
potential is negligible for thicker protein layers (Fig. 4), in
quantitative agreement with the trends predicted in Fig. 3.

5. Discussion
We constructed a series of functional biointerfaces in

which we varied the protein layers in thickness and composi-
tion, as well as the ionic strength of the surrounding buffers.
In agreement with previous studies, we find that abundantly
depositing BSA makes the overall strength of the membrane-
substrate potential weak. This is evident from the strong
fluctuations of the membrane (average amplitude of 10 to
20 nm) around its mean position between 60 and 70 nm away
from the top of the BSA surface [10, 13, 15, 16, 18, 19,
48]. Depositing proteins with higher dielectric increment
results in GUVs spreading at anomalously high separations
of the order of 100 nm, with the same fluctuation amplitude.
Producing multilayered BSA-protein composites produces a
simply repulsive potential for the GUV, which consequently
is not spreading.

Since the overall potential between the membrane and
the functionalized biointerface is at first order approximation
a superposition of various contributions, we analyze each
possible source of this behaviour. First, the positioning of
the membrane takes place under the influence of gravity.
The latter induces sedimentation and is a source of a very
weak attraction. The strength of it can be estimated from
the density difference between the inner and outer buffers
and the size of the vesicle measured independently. For
a vesicle with a size of 𝐷 = 40 µm, a height above the
substrate ℎ = 100 nm and 𝑔 the gravitational acceleration
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and using a very generous estimate for the density difference
of Δ𝜌 = 0.5𝜌0 with the density of water 𝜌0 = 1 g cm−3,
this gives 𝐸∕𝐴 = Δ𝜌𝐷ℎ𝑔 as the energy per unit area of
4.7 × 10−6 𝑘B𝑇 ∕nm2, with 𝑘B𝑇 = 4.14 pN nm. For the
vesicle to spread at 100 nm away from the surface, this very
weak attraction must be balanced by an equally weak, long-
range repulsion. Notably, the significant spread in the vesicle
sizes in the sample should give rise to large spread in mean
position of the membrane, which indeed seems to be the
case.

Typically, steric interactions are considered to be the
main systematic source of repulsion in these systems [23–
26, 32, 33]. However, the steric repulsion of the PEG layer
decays within 5 nm, the BSA may provide at most 15 nm and
the steric repulsion of the membrane adds about 10 to 20 nm.
Added all together, this would account for separations of 30
to 40 nm separations, as often observed in protein-mediated
adhesion. Thus, the separations of 80 to 100 nm cannot be
accounted for by the steric repulsion alone and additional
long-range interactions are necessary to explain the result.

We tested if Coulomb interactions could be responsible
for the unexpected behaviour of the membrane. We therefore
studied the two limiting regimes (large Debye length of
>200 nm, or to completely screen the electrostatic interac-
tion). Naturally, in some intermediate regime of partial
screening, Coulomb interactions could provide additional
long range interactions. However, in the current situation,
this is not the case. Given that large separations between the
membrane and the biointerface persist even in the limits of
very weak or fully screened Coulomb forces, van der Waals
interactions are considered to be the source of the weak
repulsion.

In the detailed calculation of the van der Waals potentials
we find that variations in each layer and its material’s di-
electric function provide a complex behavior of the Hamaker
function. We systematically vary all parameters within their
experimentally reported range of magnitudes. The effects
of this variation on the intensity of disperse forces are sum-
marized in Table 3, where we show the effect of increasing
the magnitude of a particular parameter (keeping everything
else constant) (see SI sections III to VI for details). We show
that the van der Waals attraction has different sensitivity to
various parameters, which may affect the potential at short or
long range. For example, increasing the PEG volume frac-
tion on the membrane surface strengthens the van der Waals
attraction even though this layer also acts as a steric barrier
at small separations between the membrane and the biointer-
face. Similarly, besides screening the Coulomb interactions,
increasing the concentration of ions in the outer buffer makes
the van der Waals potential more repulsive at long range,
consistent with our experimental results (Table 2).

It is, however, the dielectric behavior of proteins that can
significantly alter the van der Waals interaction of a mem-
brane with a biointerface. In agreement with our experi-
mental observations, we find that the interaction is weakened
by roughly an order of magnitude with the addition of a
protein layer to glass, but for thick proteins or those with

Table 3
Qualitative summary of the response of the van der Waals
interaction to material parameters, roughly sorted by the
sensitivity.

Parameter (increasing) Attraction Strength

Long-range effects

Protein dielectric increment weakens very strong
Protein thickness weakens strong
Protein concentration weakens intermediate
Inner solution sucrose conc. strengthens intermediate
Outer solution ion conc. weakens weak

Short-range effects

Headgroup area weakens weak
Headgroup thickness weakens weak
PEG volume fraction strengthens weak
Headgroup 𝜖0 strengthens very weak

high dielectric increments long range repulsion can appear
in the potential (Fig. 3c) and balance the gravity. Because
the contribution of a given layer to the Hamaker function
decays ∝ 𝑒−ℎ∕𝑑 where 𝑑 is the layer thickness, the amount
of the material deposited on the biointerface is important.

Many experiments in the literature rely on BSA deposit-
ing in ≈ 4 nm layers, but if this layer is smooth, its contribu-
tions would only be significant up to≈ 10 nm. Increasing the
thickness of the passivating deposit, by having BSA oriented
with the major axis perpendicular to the interface, may first
make the system quite sensitive. In this case the Hamaker
function at small separations is typically close to zero (inset
of Fig. 3c), and small changes in the dielectric function
of any of the materials can drive very drastic changes in
behavior, often switching between repulsive and attractive
behavior as the Hamaker function changes sign. Reliable
long range van der Waals forces require a thick slab of
material, which are, in our experiments realized by using
protein deposits on BSA, even though more substantial ef-
fects were obtained by making multilayered structures (Fig.
4). We here caution that a naïve application of a Hamaker
constant as in eq. (6) to more complex biointerfaces ignores
the structure of the actual Hamaker function. This can give
orders of magnitude large errors in the short range van der
Waals interaction energy, drastically skewing the results.

6. Conclusions
This manuscript is inspired by the body of work on

interactions of GUVs with functional biointerfaces in which
spreading of vesicles occurs at such anomalously high mem-
brane-substrate separations that cannot be explained by steric
and Coulomb interactions [10, 15, 16, 18, 19]. Interest-
ingly, these separations were not only observed in mimetic
systems but also in adherent cells [100]. It also addresses
the commonly observed extreme sensitivity of these systems
to preparation procedures and even sources and batches of
materials used for the functionalization of glass.
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We devise a bottom up experimental approach that sys-
tematically adds layer by layer of various materials to the
biointerface and the mimetic membrane. This allows us
to clearly associate the effect with its cause — increasing
the asymmetry of the system and the thickness of the de-
posited layers renders the van der Waals interactions less
and less attractive, until they eventually become repulsive.
We corroborate the importance of this layering by theoretical
calculations, which provide a repulsive van der Waals poten-
tial for reasonable parameters. However, we show that this
repulsion indeed relies on the layer with a higher dielectric
increment (here provided by proteins), which is the key result
of the paper. This layering is also associated with a complex
Hamaker function which is difficult to predict a priori.

In closing, our combined experimental and theoretical
study highlights the importance of dispersion interactions
in the control of the adhesiveness of biointerfaces. It also
establishes a methodology for tuning the attractiveness of the
surface without relying on the ionic conditions. This may be
useful in the preparation of many different biointerfaces that
are used in contact with living cells. The applicability and
the long-term stability of these layered structures is yet to be
established and will be subject of future investigations.
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