
HAL Id: hal-03855657
https://hal.science/hal-03855657v1

Submitted on 16 Nov 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

3D Particle-In-Cell modeling of anomalous electron
transport driven by the Electron Drift Instability in Hall

thrusters
W Villafana, G Fubiani, L Garrigues, G Vigot, B Cuenot, O Vermorel

To cite this version:
W Villafana, G Fubiani, L Garrigues, G Vigot, B Cuenot, et al.. 3D Particle-In-Cell modeling of
anomalous electron transport driven by the Electron Drift Instability in Hall thrusters. 37th Interna-
tional Electric Propulsion Conference (IEPC-2022), Jun 2022, Boston, United States. �hal-03855657�

https://hal.science/hal-03855657v1
https://hal.archives-ouvertes.fr


3D Particle-In-Cell modeling of anomalous electron transport
driven by the Electron Drift Instability in Hall thrusters

IEPC-2022-375

Presented at the 37th International Electric Propulsion Conference
Massachusetts Institute of Technology, Cambridge, MA, USA

June 19-23, 2022

W. Villafana 1 2
1Centre Européen de Recherche et de Formation Avancée en Calcul Scientifique

42 Av. Gaspard Coriolis, Toulouse, 31100, France
2Princeton Plasma Physics Laboratory, Princeton, NJ, 08538 , USA

G. Fubiani 3 and L. Garrigues 4
Laboratoire Plasma et Conversion d’énergie, Université de Toulouse, Toulouse, 31077, France

G. Vigot 5
Centre Européen de Recherche et de Formation Avancée en Calcul Scientifique

42 Av. Gaspard Coriolis, Toulouse, 31100, France
Centre National d’Etudes Spatiales, 18 avenue Edouard Belin, 31400 Toulouse, France

Safran Aircraft Engine, Campus de l’Espace, 1 avenue Hubert Curien,Vernon, 27207, France

B. Cuenot, 6 and O. Vermorel 7
Centre Européen de Recherche et de Formation Avancée en Calcul Scientifique

42 Av. Gaspard Coriolis, Toulouse, 31100, France

Partially magnetized E×B discharges are highly coupled systems and subject to many plasma
instabilities. In particular, the important electron drift velocity with respect to unmagnetized
ions can lead to the growth and development of the Electron Drift Instability (EDI). The EDI
has been the focus of extensive experimental, theoretical and numerical studies over the last
two decades as it is suspected to play a role in the anomalous transport of electrons across
the magnetic barrier. Despite significant progress, numerical investigations, mostly based on
Particle-In-Cell modeling, have been mainly limited to 2D dimensional geometry due to the
prohibitive computational cost of fully kinetic simulations. In this paper, we present the last
developments of a 3D Particle-In-Cell study of a simplified Hall thruster allowing us to explore
further the 3D structure of the EDI.

I. Introduction
In partially magnetized E×B plasmas, such as Hall thrusters (HT) [1, 2] or magnetrons [3, 4], it was observed

that the electron transport across the magnetic barrier was surprisingly higher than expected [5]. Several physical
mechanisms such as, for instance, plasma-wall interactions inducing secondary electron emission seem to contribute to
this anomalous transport [6, 7]. However, coherent fluctuations of the electric field and plasma density in the E×B
direction appear to be the main factor through particle-wave interactions [8].
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These fluctuations have been related to the Electron Drift Instability (EDI) and due to its kinetic nature, Particle-
In-Cell simulations are well suited to describe them accurately. One-dimensional setups, in the E×B (azimuthal)
direction [9, 10] could capture the EDI and provide first valuable insights about the anomalous transport. Unfortunately,
1D simulations cannot self-consistently compute the electric field in the axial direction, which needs to be imposed
beforehand with a typical averaged value found in the system. A 2D axial-azimuthal PIC simulation does not suffer such
a shortcoming and represents a significant improvement in a more accurate description of the EDI [11–15]. Nevertheless,
recent work [16, 17] showed the presence of the walls in the radial direction could give rise to another kind of instability
the Modified-Two-Stream-Instability (MTSI). A 2D radial-azimuthal PIC simulation showed that the MTSI could be
coupled with the EDI, which might also affect the anomalous transport as a consequence. Unfortunately, like 1D setups,
2D radial-azimuthal configurations cannot self-consistently solve the axial electric field. Therefore a 3D study of the
EDI seems to be necessary to obtain a more accurate description of the EDI.
Unfortunately, because of the computational cost, 3D PIC simulations remain rare with a few exceptions. Previous

attempts either relaxed time and spatial constraints of the PIC method [18, 19], or considered miniaturized geometries
[20, 21]. In the present work, we aim to keep realistic plasma parameters and length scales of a Hall thruster and to
demonstrate the feasibility of 3D PIC simulations. To do so, two simulations of the same setup are considered. The first
one is based on a structured grid using a state-of-the-art PIC code developed by LAPLACE laboratory. The second
simulation is carried out with an unstructured framework using AVIP PIC, code that has been developed CERFACS
laboratory. Traditionally, PIC studies rely on a regular mesh, as self-forces can lead to spurious results [22], including in
a non-uniform grid. However, real configurations used in the industry might be unsuited for structured grids. They
might even need further implementation efforts if the geometry is cylindrical or spherical. Thus, the present work will
also attempt to assess the accuracy of results obtained with an unstructured grid using LAPLACE’s results as a guide.

II. Numerical model and assumption

A. Computational domain
The computational domain consists of a slab representing a portion of the channel and a plume of a HT (no curvature

is taken into account). As shown in Figure 1, the simulation domain presents a slight difference between CERFACS and
LAPLACE. CERFACS takes advantage of its unstructured formulation with rounded edges at the channel exit with a
local radius LR = 0.1cm to avoid the unnecessary high electric field. In contrast, the Cartesian grid imposes to keep
right-angled corners in LAPLACE’s setup. The simulation is otherwise identical with axial and azimuthal lengths
respectively given by Lx = 2cm and Ly = 1.5cm. The radial gap is set to Lz = 1.5cm.
Explicit PIC code must satisfy an important constraint on the space step Δx:

Δx ≤ λD, (1)

where λD is the Debye length:
λD =

√︁
ε0kBTenee2 (2)

with ε0 the vacuum permittivity, kB the Boltzmann constant, ne the electron density and e the elementary charge. At steady
state, we measure a Debye length λD ≈ 80µm we the structured grid will use a uniform space step Δxstruct = 78.125µm.
For the unstructured mesh, the Centaur software [23] is used and the mesh is made of tetrahedral cells. The subsequent
space step Δxunstruct is defined by

Δxunstruct =V 1/3
c , (3)

where Vc is the tetrahedral cell volume. In order to reduce mesh size, we set the averaged space step Δxunstruct to 70 µm
in the channel region, i.e. the radial direction z ∈ [1.25cm;2.75cm] as shown on Figure 2 (a). In the plume region, for
z < 1.25cm or z > 2.75cm (below and above the central region, we expect the Debye length to be greater as the density
drops. Thus, we set Δxunstruct = 102µm.

B. Lagrangian kernel
The plasma is made of electrons and singly ionized ions Xe and is collisionless. The plasma is initialized with a

standard Leap-Frog / Boris scheme for explicit PIC codes [24]. The number of macroparticles Nppc is set to 40 in
both simulations. For the unstructured grid, the statistical weight is automatically adjusted depending on the local cell
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Figure 1 2D radial-axial z− x view of the 3D setup of (a) the unstructured grid (for Cerfacs) and (b) the
structured grid (for LAPLACE). The geometry is extruded over 1.5 cm in the azimuthal y direction.

volume. A statistical convergence study with Nppc = 100 showed a difference of less than 10% on the final density,
which was deemed for a preliminary study.The time step satisfies the stability condition [25] Δt < 0.2ωpe and is set to
Δt = 1.25×10−11 s.
In order to replace collision processes with neutrals, an imposed ionization source profile is used, similarly to what

was done in previous 2D simulations [13, 14, 17]. The ionization profile unfiform in the azimuthal y direction and is
given by: 

if (x,z) ∈ [x1,x2]× [z1,z2],
S(x,z) = S0 cos

(
x−xm
x2−x1

)
cos

(
z−zm
z2−z1

)
else, S(x,z) = 0,

(4)

where S0 is the strength of the source term. x1,x2 and z1,z2 are respectively the axial are radial limits of the ionization
zone and are respectively set to 0.15,0.75cm and 1.25,2.75cm (the whole radial gap). The strength of the source term
S0 is implicitly computed at each time step by counting the total number of ions exiting the domain. For each ion leaving
the domain, we inject a pair of ions/electrons according to the spatial profile given by Equation (4). At steady state
S0 = 280A2 m−1.
Particles leaving the domain are removed from the computation. At the anode (left side on Figure 2 (a)), the net

electron current Γe −Γi is calculated at each time step. This current is equal to electron flux injected at the cathode,
located at x = 1.9cm inside the domain over a height Δy = 8mm, similarly to the previous 2D PIC studies [13, 14]. The
velocity of cathode electrons is sampled from a Maxwellian distribution with a preset temperature Te,cathode = 10eV.

C. Boundary conditions and field solver kernel
The boundary conditions are shown in Figure 2 (a). The anode is set to 300 V and the cathode (right side) is kept

at 0 V. All other boundaries are modeled as dielectric following previous investigations [26]. For each node j at the
dielectric boundary, the potential φdiel, j is given by the net accumulated charge as follows:

φdiel, j =
Qdiel, j

Cdiel
, (5)

where Qdiel, j is the total net charge updated at each time step for node j and Cdiel = 1× 10−6 F is a numerical
capacitance chosen beforehand for the whole simulation. The electric field is self-consistently computed by a home
Poisson solver for the structured grid framework and by the external library Maphys [27] for AVIP PIC. Finally, the
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Figure 2 2D axial-radial view of boundary conditions and magnetic field. (a): Adaptive mesh used in AVIP PIC,
with zoom inset. The left (red) boundary is the anode set at 300 V. Right (light blue) is the cathode set at 0 V.
Electrons from the cathode are injected along the orange line. Other boundaries in purples are dielectric. (b):
Axial Bx magnetic field topology. (c): Radial Bz magnetic field topology .

magnetic field is generated by two infinite wires in the azimuthal direction and located in the walls. The subsequent
topology is 2D in the radial-axial plane and uniform in the azimuthal direction. It is maximum at the channel exit with
100 G.

III. Development and growth of the EDI
After a few microseconds of simulation, the plasma density in the ionization region rises. In the meantime, an

initial wave leaves the channel and propagates toward the cathode, as seen in Figure 3 (first row). This feature was
also observed in previous 2D simulations [14] and corresponds to the convection of ions that are accelerated under the
potential drop between the two electrodes. In the channel the plasma density reaches levels above 2×1018 m−3, while
in the plume, because of the plasma expansion in the radial direction, the density drops significantly near 2×1017 m−3.
As early as 0.20 µs, azimuthal fluctuations appear in the channel region as show in Figure 3 (second row). Subtle at first,
they are convected downstream into the plume. The measured wavelength is about 700 µm at 3.5 µs in the plume area.
Nonlinear effects strongly affect the dynamics of plasma instabilities but their study is also a formidable challenge [28].

A more practical approach consists in focusing on the early growth of the instability. The observed azimuthal fluctuations
seem to be related to the EDI. To investigate this assumption, we can rely on the corresponding 3D dispersion relation,
derived by Ducrocq et al. [29] as shown in Equation (6).

1k2
λ

2
D g

(
ω − kyVd

Ωce
,
(
k2

x k2
y
)

r2
L,k

2
z ρ

2
)

−
k2λ 2

Dω2
pi(

ω − kxvp
)2 = 0,

(6)

where λD is the Debye length, ωpi the ion plasma frequency, Ωce the cyclotron frequency, Vd = ExBy the electron drift
velocity, rL the Larmor radius of electrons, vp the velocity of the ion beam and kx, ky and kz the axial, azimuthal and
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Figure 3 Timeline of variables of interest in the centered axial-azimuthal x−y plane at z = zmax2 = 2cm. Top row:
ion density ni; bottom row: azimuthal electric field Ey. Each column corresponds to a specific time: t = 0.20,1.20
and 3.50µs. The dashed black line represents the channel exit at x = 0.375Lx = 0.75cm. The proportions between
the x and y directions are conserved.

radial components of the wavenumber k. The Gordeev function gΩ,X ,Y [30] can be expressed in two ways:

gΩ,X ,Y = iΩ∞
0 e−X1−cos

(
ϕ
)
− 1

2Y ϕ2iΩϕ dϕ,

=
Ω√
2Y

e−X ∞

m=−∞
Z
(
Ω−m√

2Y

)
ImX ,

(7)

where Im is the modified Bessel function of the first kind and Z is the plasma dispersion function. Equation (6) can
be solved with an iterative scheme proposed by Cavalier et al. [31] using the plasma dispersion function from Python
Plasmpy package [32]. To calculate the complex frequency ωk, Equation (6) takes the wave number k and local plasma
conditions such as the ion density ni, axial electric field Ex, radial magnetic field By and electron temperature Te an ion
velocity vi,x, as inputs. For the present case, local plasma conditions are measured, before the development of azimuthal
fluctuations, at t = 50ns in the axial-azimuthal plane located at z = 2cm at the axial position x = 0.16Lx = 0.32cm. It is
assumed the fluctuations do not propagate in the axial direction so kx = 0. The radial wavenumber kz is set to 2πLz,
which corresponds to the geometric constraint in the channel region. The resulting growth rate γ , given by the imaginary
part of ωk is presented in Figure 4 (a). On Figure 4 (a), the numerical growth rate γnum obtained in AVIP PIC is also
reported. To compute the latter, the fastest growing mode was first identified in the 1D FFT performed in the azimuthal
direction at the same axial position x = 0.32cm. Then, the linear phase growth of the instability was determined in
Figure 4 (b); and finally a least square interpolation provided the slope, which is equal to 2γnum. Overall, the numerical
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growth rate γnum fairly agrees with the theory, which suggests the present instability is the EDI. A similar dimensionless
wavenumber kyλD is obtained in both cases but the growth rate is over-predicted in the theory by a factor of three.
The apparent discrepancy might be explained by the fact that the present simulation does not have the same initial
assumptions made in Ducrocq et al.’s work. For instance, the magnetic field is assumed purely radial in Ducrocq et al.,
whereas it also has an axial component Bx in the PIC simulation. Although Bx = 0 in the considered axial-azimuthal
plane, it reaches a comparable magnitude of Bz when approaching the walls. We also recall that in previous 2D [16, 17]
simulations, the magnetic field was purely radial which probably helped to get a better agreement with Ducrocq et
al.’s model.Thus, at this point of our investigations, it is believed that the presence of a 2D magnetic field topology
is responsible for the observed discrepancy, and further investigations would be required to assess that assumption.
However, given the relatively fair agreement between the numerical and theoretical growth rate, we are also confident
the present instability is probably the EDI.
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Figure 4 Growth and temporal evolution of the EDI-ion acoustic instability. (a): comparison of the dimensionless
growth rate γωpi (labeled as "AVIP PIC") measured in the x = 0.16Lx plane with linear theory (blue from
Cavalier et al. [31]). The theoretical growth rate is obtained using Te = 13.8eV, Ex = 10kVm−1, Bz = 95G and
ni = 5×1017 m−3. (b): temporal evolution of the dominant azimuthal wavenumber ky = 10021radm−1 at the axial
location x = 0.16Lx = 0.32cm. The dotted lines indicate the linear regression obtained with a least square method
during the exponential growth of the instability

IV. Steady state
The steady-state is reached in approximately 20 µs when electron and ion fluxes become equal at the dielectric

boundary. The final injection current in the ionization zone then stabilizes at 280 A2 m−1. In the channel, Figure 5
(a) shows the density is the highest in the ionization region with ni 4× 1017 m−3 before expanding into the plume.
Interesting filaments are visible in both the channel and in the plume. They seem related to the azimuthal fluctuations
discussed in Section III as we shall see in Figure 6. The electron temperature Te is maximum at the channel exit with
Te 70eV (see Figure 5 (b). The hottest area has an arc shape, ∼40 mm wide in the axial direction at the centerline and
approximately twice shorter near the walls, probably due to losses at the dielectric layer. Figure 5 (c) indicates that ions
are accelerated at the channel exit, which is also responsible for the rise in temperature. The maximum electric field at
the channel exit is around 50 kVm−1. In the channel region, the short wavelengths from Section III are still propagating
in the azimuthal direction. Overall, the normal working point of a Hall thruster is retrieved.
It is easier to study the previously discussed azimuthal fluctuations by analyzing the azimuthal electric field in

3D in Figure 6. As illustrated in Figure 6 (a) and (b)), clear short wavelengths of approximately λw ≈ 650−700µm
are visible. In earlier studies [8], it was proposed that the EDI transitions to an ion acoustic wave. In such a case,
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Figure 5 2D maps at t = 20µs with a structured grid. (a): axial-radial cross section view of ion density ni at the
centered plane y = Ly/2 = 0.75cm. (b): axial-radial cross section view of electron temperature Te at the centered
plane y = Ly/2 = 0.75cm. (c): axial-azimuthal cross section view of axial electric field Ex at z = zmax/2 = 2cm. The
dashed line corresponds to the channel’s exit. Aspect ratio has been respected for each 2D map.

Figure 6 Azimuthal Electric field with a structured grid at t = 20µs. (a): axial-azimuthal cross section view at
z = zmax/2 = 2cm, the dashed black line corresponds to the channel’s exit. (b): axial-radial cross section view at
channel exit, i.e. x = 0.375Lx = 0.75cm. (c): axial-radial cross section view at the centered plane y = Ly/2 = 0.75cm.
Aspect ratio has been respected for each 2D map.

the resulting ion-acoustic wave roughly scales with 2π
√

2λD ≈ 9λD. Given that λD ≈ 80µm in the channel, it seems
that as in 2D—[13, 14], the EDI has transitioned to an ion acoustic wave. We also note that a larger azimuthal
fluctuation in Figure 6 (a-b), enveloping the ion-acoustic wave seems to be present. The corresponding wavelength is
around λw,large = Ly ∼ 190ΛD. Over 0.25Ly, the ion acoustic wave is clearly defined with an amplitude of ∼ 30kVm−1.
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Over the remaining part of the azimuthal direction, the ion-acoustic wave seems much weaker and shows less spatial
coherence.
The instability also displays an interesting structure in the axial-radial plane as shown in Figure 6 (c)). In the channel, the
wave presents a non-negligible axial wavenumber kx with a corresponding wavelength of∼ 2.5mm. The axial-azimuthal
view in Figure 6 (a) and Figure 5 (c) also showed such an axial component but this feature has not been extensively
studied in the literature. Downstream the channel exit, the wave loses its axial structure but seems to expand in the radial
direction. It is suspected to be responsible for the filaments observed in Figure 5 (a). However, because the density
drops significantly, no clear patterns can be sustained far away from the central region.

V. Conclusion and future work
In this paper, we presented the latest progress regarding a fully 3D PIC study of a portion of a Hall thruster including

dielectric walls and a typial 2D magnetic field topology. In particular, we focused our attention on the growth and
development of the EDI, an important parameter driving the anomalous electron transport across the magnetic barrier.
Preliminary results showed that both a structured and unstructured framework could this instability. Its growth can be
approximated by linear theory and the EDI transitions to an ion acoustic wave at steady state, similarly to what was
observed in previous 2D numerical studies. Besides, the normal working point of a Hall thruster was retrieved.
Among future work, it is planned to perform a more detailed quantitative comparison between using a structured and

unstructured grid. Such a work will be achieved by defining identical postprocessing and post-processing procedures,
which should also lay out new guidelines for the community. In particular, the effects of using a coarsening grid in
AVIP PIC will be assessed.
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