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Chapter 1

Calibration-free laser-induced

breakdown spectroscopy

Jörg Hermann1*

1Laboratoire Lasers, Plasmas et Procédés Photoniques (LP3), Centre National de la
Recherche Scientifique, 13288, Marseille, Avenue de Luminy, France

*jorg.hermann@univ-amu.fr

Abstract: The purpose of this chapter is to give an introductive overview

on the so-called calibration-free laser-induced breakdown spectroscopy that

enables straightforward compositional analysis of materials via modeling of

the plasma emission spectrum, without any need of measurement calibra-

tion with standard samples. The proposed physical models, their validity

conditions, and the experimental requirements are discussed. Based on re-

sults reported in literature, a critical review of the analytical performance

is given. Finally, the remaining challenges are outlined, and a tentative

picture of the perspectives in terms of further improvements and potential

applications is drawn.

Keywords: laser-induced breakdown spectroscopy, calibration-free, ele-

mental analysis, plasma modeling, plasma diagnostics, self-absorption

1



1.1. Introduction

Calibration-free laser-induced breakdown spectroscopy was introduced by Ciu-

cci et al. [1] to overcome difficulties of LIBS measurement quantification due to

the so-called matrix effects. Matrix effects refer to all phenomena that alter the

amplitude of the analytical signal, independently of the analyte concentration.

They are particularly severe in LIBS analysis, in which the processes of probe

sampling and signal excitation occur in a unique step. Thus, the properties of

the laser-generated plasma depend on the laser-induced sample vaporization

process, that itself depends on the materials physicochemical properties, in-

cluding the elemental composition. In analysis via inductively coupled plasma

atomic emission spectrometry (ICP-AES), for example, the sample material is

transported in form of aerosols within an argon flux into the ICP plasma. The

plasma is dominated by the argon buffer gas and the plasma properties are

therefore almost independent of the sample material composition.

Beside the need to overcome the difficulties of LIBS analysis due to the ma-

trix effects, calibration-free laser-induced breakdown spectroscopy (CF-LIBS)

presents a unique and revolutionary alternative to the traditional analytical

techniques based on the calibration with standard samples. Calibration-free

analysis open new perspectives in modern world applications, characterized by

a strongly increasing need of low-cost, rapid, sensitive, in-situ analyses. That

is why CF-LIBS attracted huge interest over the last two decades.

The unique opportunity of performing quantitative measurements of the mate-

rials elemental composition without calibration is due to singular properties of

the plasma produced by pulsed laser ablation. Indeed, the rapid and localized

vaporization of matter generates a small-sized, high-density plasma, character-

ized by a large degree of ionization. In such a plasma, the rates of collisional
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excitation and desexcition largely overcome the rates of radiative decay, a situa-

tion that favours the establishment of local thermodynamic equilibrium (LTE)

[2]. The LTE state gives straightforward access to accurate plasma modeling

via simple statistical laws, and the plasma emission spectrum can be calculated

as a function of a few parameters only.

This motivated modeling of laser-induced plasmas in materials processing,

where the plasma plays a key role in the processing optimization. Thus, emis-

sion spectra of plasmas produced by infrared or ultraviolet laser pulses in dif-

ferent gas atmospheres were compared to the emission predicted by the LTE

model, and the temperature was derived from Boltzmann diagrams [3, 4]. Ciu-

cci et al. [1] combined LTE plasma modeling with the assumption of congruent

mass transfer from the solid sample towards the plasma to enable direct elemen-

tal composition measurements. The method ignored self-absorption and pos-

sible nonuniform spatial distributions of temperature and densities, although

these effects were shown to alter the emission spectrum of the laser-induced

plasma [5].

Unless the limitation of validity to a rather ideal plasma emission source,

the CF-LIBS method by Ciucci et al. attracted great interest, and many re-

search groupes applied the method for analysis of various types of materials [6].

The enthusiastic use was promoted by the simplicity of CF-LIBS implementa-

tion. Based on the simple recording of measured line intensities in the multi-

elemental Boltzmann diagram, the method was accessible to all research groups

having a LIBS system of known apparatus response function. The numerous

reported results illustrated rapidly the limitations of the approach. Thus, am-

mended approaches have been proposed to account for non-stoichiometric mass

transfer from the sample to the plasma [7, 8], self-absorption [9, 10], and plasma
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non-uniformity [11, 12]. The corrections were however difficult to apply, and

therefore ignored in most compositional analyses via calibration-free LIBS.

Methods via the simulation of the plasma emission spectrum have been pro-

posed later [13, 14, 15]. Based on the calculation of the spectral radiance, these

approaches account intrinsically for self-absorption. Most of them exploit sim-

ple analytical solutions of the radiation transfer equation according to Hermann

et al. [5]. The plasma is thus described by one or two uniform plasma zones,

representing the hot plasma core and the cold border. The advantage lies in

the short calculation time that offers rapid analysis results, when implemented

in an appropriate calculation loop.

Given the rather moderate accuracy that was reached in numerous calibration-

free LIBS measurements, several recent approaches were ammended by includ-

ing a calibration step with a single standard sample [16, 17, 18]. These methods

aim to compensate errors due to the unprecisely known apparatus response,

or the low accuracy of transitions probabilities.

To illustrate the achievements and remaining challenges of calibration-free

LIBS, the validity conditions of the physical model and the proposed ap-

proaches will be discussed in Sections 1.2 and 1.3, respectively. A critical re-

view of the analytical performance will be given in Section 1.4, before closing

this chapter with concluding remarks and an outlook on the perspectives of

calibration-free LIBS anaysis.
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1.2. Validity conditions of physical model

1.2.1. Congruent mass transfer from solid to-

wards plasma

The question of congruent mass transfer from the solid sample towards the

plasma is crucial in calibration-free LIBS analysis. Most aproaches are based

on the assumption that the elemental composition of the plasma equals that

of the sample material. Only a few authors were calling into question the va-

lidity of this assumption, proposing corrections for non-stoichiometric sample

vaporization [7, 8].

The congruent character of vaporization is naturally related to the fundamental

mechanisms of the laser ablation process. In case of thermal evaporation, when

liquid and gaseous phases are in thermodynamic equilibrium, the vaporization

pressures of the individual elements differ according to the Clausius-Clapeyron

equation, and the liquid and gas phases have unequal elemental compositions.

In oppositon, at high rates of vaporization, there is no time for segregation,

and all elements are transferred simultaneously from the solid phase into the

plasma. This regime, called phase explosion, is typically reached during laser

irradiation of materials with high intensity.

The question of congruent vaporization is crucial also for other applications

of laser ablation. For example, in pulsed laser deposition (PLD), the stoichio-

metric mass transfer from the laser-irradiated target towards the substrate is

desired to deposit a thin film with an elemental composition equal to that of

the target material [19]. Non-stoichiometric mass transfer was often reported,

but mainly attributed to the expansion dynamics of the vaporized material.
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Figure 1.1: Zn/Cu mole ratio vs laser power density measured for brass via laser

ablation inductively coupled plasma atomic emission spectroscopy (Adapted from

Mao et al. [20]).

Compared to LIBS experiments, pulsed laser deposition is operated with much

lower laser fluence, and non-congruent ablation due to thermal evaporation is

therefore more probable in PLD.

The influence of laser fluence on the congruent character of laser ablation was

investigated by Mao et al. [20] through compositional measurements in laser

ablation inductively coupled plasma atomic emission spectroscopy. Measuring

the composition of laser-vaporized brass, the authors show that the Zn/Cu

mole ratio within the vapor was close to the nominal value of the brass sam-

ple, for laser irradiation with a fluence that significantly exceeds the threshold

of ablation (see Figure 1.1). When decreasing the laser fluence to values close

to the ablation threshold, the zinc content increased, as expected for the case

of thermal evaporation, according to the enthalpie of vaporization of zinc much

lower than that of copper.
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Materials analysis via LIBS are typically operated with high laser fluence, ex-

ceeding the threshold of material ablation by more than one or two orders of

magnitude. In this regime of laser irradiation, the vaporization process can be

safely considered as congruent [21].

1.2.2. Local thermodynamic equilibrium

The state of local thermodynamic equilibrium is established when the rates of

collisions are large enough, so that collisional processes of excitation and desex-

citation dominate the radiative decay. Due to their high mobility, the electrons

govern the collisonal processes, and the establishment of LTE is conditioned

by a minimum value of electron density [22]. The equilibrium state implies the

principle of microscopic reversibility, each process is thus counterbalanced with

the respective inverse process. As the laser-induced ablation plume is charac-

terized by a fast expansion dynamics during which the plasma cools down and

recombines, microreversibility can be achieved only if the plasma reaches a

quasi-stationary state. In that case, the collisional rates are large enough so

that the time of thermalization - that is the time necessary to establish the

equilibrium - is small compared to the characteristic times of temperature and

electron density changes. An additional condition arises from the spatial dis-

tribution of plasma temperature and densities. Equilibrium can be established

only if the mean free path between the particle collisions is short compared to

the characteristic lengths of temperature and density variations.

Due to the spatio-temporal variation of plasma properties, checking the LTE

validity conditions is a challenging task [23]. The LTE state is therefore rarely

proven, and most investigations of local thermodynamic equilibrium were lim-
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Figure 1.2: Electron density versus measurement time for laser-induced plasmas on

optical glasses. The minimum ne-value required for LTE according to the McWhriter

criterion is indicated by the red curve. (Adapted from Gerhard et al. [28])

ited to the comparison of the measured electron density to the minimum value

predicted by the McWhirter criterion.

The time of LTE onset was subject of a controverse discussion. Several authors

estimated that LTE is established after a time ≥ 1 µs only [24, 25]. Contrarily,

other studies indicate that the equilibrium is established in a much shorter

time, and also lost rapidly [26, 27]. Performing spectra recordings for various

measurement delays, Gerhard et al. [28] showed that accurate calibration-free

LIBS analysis of glass is possible for t ≤ 1µs only, when the electron density

exceeds the minimum value required for LTE (see Figure 1.2).

Lam et al. [24] investigated the equilibrium state of the plasma generated on

Ti-doped sapphire, comparing the electronic excitation temperatures of atoms

and ions to the rotational temperature of AlO radicals. The authors found

that the rotational temperature was significantly lower than the excitation

temperature of the atomic species, and attributed the difference to the fail-

ure of equilibrium, ignoring however the possible occurence of a temperature

gradient. Indeed, molecular emission was found to originate mostly from the
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lower temperature plasma border, whereas atomic emission comes from the

hot plasma core mainly [29].

The validity of LTE was also investigated numerically using collisional-radiative

modeling [30, 31]. The calculations performed for metals indicate that the equi-

librium state is reached rapidly after the laser pulse, and lost after a time that

depends on laser pulse energy, and on the surrounding gas atmosphere. Con-

firmed by numerous experimental investigations, it is now well accepted that

LTE is achieved, if the experimental conditions are properly chosen.

Moreover, the LTE validity depends on the elements. This is illustrated by the

dependence of the McWhirter criterion on the largest energy gap between elec-

tronic states [22]. Thus, atoms with huge energy gaps, such as C, H, N and O,

need higher electron density to establish Boltzmann equilibrium distributions

than metal atoms with many electronic states, lying close to each others.

1.2.3. Spatial distribution of plasma

Plasmas have always nonuniform spatial distribution as they are surrounded

by a cold environment. They are typically composed by a hot core and a cold

border. The plasma produced by laser ablation in ambient air, or other gas

atmospheres, evolves in both the vapor plume and the gas close to the vapor-

gas contact front. In LIBS analysis, only emission from the vaporized sample

material is of interest, and the question of plasma uniformity is thus restricted

to inner part of the plasma, represented by the vapor plume. It is therefore

possible that the plasma volume of interest is characterized by spatially uni-

form distributions of temperature and densities, although the laser-produced

plasma is globally nonuniform.
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Spatially resolved spectroscopic observations of plasmas produced by laser ab-

lation under vaccum, or in low pressure atmospheres, show that the most en-

ergetic plume species have the fastest expansion velocities [4, 32]. When abla-

tion occurs in ambient gas at atmospheric pressure, the most energetic species

are the first to interact with the surrounding backround gas, followed by the

lower energetic plume species. Due to cooling via energy exchange with the

background gas, the plasma evolutes towards the nominal spatial distribution,

characterized by a hot core and a lower temperature border. According to this

scenario, it is expected that there exists a time window, during which the vapor

plume has a rather uniform spatial distribution. The lifetime of quasi-uniform

plume distribution depends on the nature of the background gas. This was

illustrated through comparative investigations of plasma diagnostics in air and

argon, showing that the plasma produced under inert gas is almost uniform

over a duration of the order of a microsecond, whereas the plasma generated

in ambient air remains nonuniform for the entire plasma lifetime [33].

The influence of the background gas on plasma uniformity is evidenced by the

spectral shape of the resonance line displayed in Figure 1.3 for laser ablation

of indium in argon and ambient air. The line profile observed in air exhibits

an absorption dip that is attributed to the presence of the low temperature

strongly absorbing plasma border. As a result of the reduced vapor-gas energy

exchange, the cold absorbing layer is absent for ablation in argon, and the

absorption dip is not observed.

Only a few calibration-free LIBS approaches consider plasma nonuniformity

[14, 15, 35]. Their application is challenging because of the large number of

parameters used to describe the emission from a nonuniform plasma [36].

Moreover, the need of considering the spatial distribution in the calculation
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Figure 1.3: Resonance transition observed during laser ablation of pure indium for

t = 500 ns. The line shapes measured for argon and air are compared to the spectral

radiances of uniform and nonuniform LTE plasmas, respectively. (Adapted from

Hermann et al. [34]).

of plasma emission was found to be less important for lines of negligible self-

absorption [29]. Indeed, the plasma emission originates mostly from the hot

core, while the cold border contributes mainly through absorption. The cold

border can therefore be often ignored when optically thin lines are considered.

When lines of significant self-absorption are measured, the plasma nonuni-

formity has to be considered, if the plasma is generated in ambient air. The

consideration of plasma nonuniformity is also required for elements of very

low ionization energy, as their atomic emission from the cold border is signifi-

cant. For laser irradiation in argon, the plasma emission was shown to be well

described by the simple uniform LTE model [34].
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1.2.4. Self-absorption

The assumption of negligible self-absorption is made in many calibration-free

LIBS measurements [17, 37], often without any evaluation of the optical thick-

ness [38]. In many cases, the assumption is simply justified by the moderate

or low elemental fraction. The principal reason of the simplification is that

CF-LIBS analysis based on the presentation of measured line intensities in the

multi-elemental Boltzmann plot [1] does not give access to the evaluation of the

optical thickness. The amount of self-absorption depends on the line profile,

and its evaluation is therefore not straightforward [39]. Most of the proposed

approaches to evaluate and to correct self-absorption are based on the analyt-

ical solution of the radiation transfer equation, assuming a uniform plasma in

LTE [5, 9, 10, 40]. They mostly differ in simplifying assumptions of the line

profile or computational details. Self-absorption is sometimes presented as an

advantage [41, 42], and some authors propose corrections that enable analyti-

cal measurements with even strongly self-absorbed lines [43, 44].

Basically, the processes of emission and absorption are correlated. In the case

of Boltzmann equilibrium, the most intense lines are generally also the tran-

sitions of largest optical thickness. The selection of the appropriate analytical

lines is therefore based on a compromise between largest signal-to-noise ratio

and lowest optical thickness.

The influence of self-absorption on the analytical performance of LIBS mea-

surements is illustrated by the curves of growth presented in Figure 1.4 for two

lines of germanium, having significant different optical thicknesses. Both line-

center (a,b) and line-integrated (c,d) intensity measurements are considered.

The measured intensities are compared to the spectral radiance computed by

considering and ignoring self-absorption using Equations 1.6 and 1.7, respec-
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Figure 1.4: Line-center spectral radiance (a,b) and line-integrated radiance (c,d) as

functions of the Ge atomic number density and τ0 (secondary x-axis) for weakly

(a,c) and stronly (b,d) self-absorbed lines. The measurement was performed in argon

on a Si/Ge thin film of compositional gradient. The blue and green curves are the

line intensities computed for a uniform plasma in LTE considering and ignoring

self-absorption, respectively. The analytical measurement error is indicated for an

intensity measurement error of 5% (Adapted from Taleb et al. [39]).

tively (see Section 1.3.4.1). In case of small optical thickness (a,c), moderate

intensity lowering due to self-absorption is observed, and the relative error of

the analytical measurement equals the relative error of the intensity measure-

ment. When the optical thickness increases, the line-center intensity saturates

(b), and the analytical measurement error increases exponentially. The inten-

sity saturation is not observed for line-integrated intensity measurements (d)

where a square-root dependence is expected in the regime of large optical thick-

ness [39].
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The results presented in Figure 1.4 illustrate that self-absorption must be

considered in accurate CF-LIBS measurements, even for lines of small optical

thickness. The measurement accuracy with self-aborbed lines depends on the

line shape and on the way the intensity is measured [39]. Accurate measure-

ments with strongly self-absorbed lines are only possible for line-integrated

intensity measurements, when the line-width and the plasma size along the

line of sight are precisely known.

1.2.5. Chemical reactions

Chemical reactions are mostly ignored in calibration-free LIBS analysis, al-

though emission bands of molecules formed by chemical reactions are often

observed in LIBS experiments [45]. This is justified by the typical temperature

of LIBS plasmas of about 1 × 104 K, for which most of the molecular species

have negligible number densities.

To illustrate the role of chemical reactions, the number densities of atomic

and molecular species computed for an atmospheric Ti-sapphire plasma in

LTE are displayed in Figure 1.5. It is shown that AlO molecules dominate

the plasma composition at low temperature, while they have negligible abun-

dance for T > 6000 K. The AlO emission emission bands observed in several

studies [24, 46] are thus expected to originate from the plasma border, where

the temperature is low enough to enable molecular recombination [29]. As the

calibration-free LIBS measurements exploit the atomic emission originating es-

sentially from the hot plasma core, chemical reactions can thus be ignored, as

long as the molecular bands emitted from the plasma border do not interfer

with the analytical lines.
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Figure 1.5: Number densities of species vs temperature computed for a plasma in

LTE at atmospheric pressure, with the elemental composition of a Ti-sapphire

crystal (Adapted from Hermann et al. [29]).

The situation is expected to differ from the above presented scenario of AlO

formation, when chemical reactions lead to the formation of molecules with

larger dissciation energy, such as CN or CO. Indeed, when the molecular disso-

ciation energy is comparable to the ionization energy of the dominant plasma

species, the presence of molecules is not limited to the cold plasma border, but

extended to the hot core. Chemical reactions are thus expected to play a signif-

icant role in calibration-free LIBS analyses of organic materials, in particular

when trace elements are quantified from spectral recordings with large gate

delay [47]. The contribution of molecular species formed by chemical reactions

in an organic equilibrium plasma is illustrated in Figure 1.6, where the number

densities of atoms, ions and molecules are displayed as functions of tempera-

ture. It is shown that molecular species dominate the plasma composition for

T < 7500 K. An overview on the role of chemical reactions in LIBS plasmas

was given by De Giacomo and Hermann [45].
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1.3. Methods of calibration-free mea-

surements

1.3.1. The mathematical problem of a multi-

elemental equilibrium plasma

The state of an M elements-composing plasma in local thermodynamic equi-

librium depends on M + 1 parameters: the temperature and the atomic num-

ber densities of the M elements. In high-temperature plasmas, polyatomic

molecules have negligible abundance and the atomic number density of an

element A is given by

nA =

zmax∑
z=0

nzA + 2

1∑
z=0

nzA2
+
∑
B 6=A

1∑
z=0

nzAB. (1.1)
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Here, nzA and nzA2
are the number densities of atomic and homonuclear diatomic

species of charge z, respectively, nzAB are the number densities of heteronuclear

diatomic species of charge z, formed by chemical reactions with the element

B. The sum includes all species of significant abundance up to the maximum

charge zmax. The number densities of diatomic molecules formed by chemical

reactions between the elements A and B are obtained from the Guldberg-

Waage law of mass action [48]

n0An
0
B

n0AB
=

(2πµkT )3/2

h3
Q0
AQ

0
B

Q0
AB

e−D0/kT , (1.2)

where Q0
A and Q0

B are the partition functions of neutral atoms of elements A

and B, respectively. Q0
AB is the partition function of the diatomic molecules

formed by chemical reactions between both elements, D0 is its dissociation

energy in the ground state, µ = mAmB/(mA +mB) is the reduced mass, and

k is the Boltzmann constant. Solving numerically the equations that govern

the LTE plasma [49], the number densities of all plasma species are obtained

quasi instantaneously from the given values of temperature and atomic num-

ber densities nA of the M elements. Assuming charge neutrality, the electron

density is obtained by summing the densities of all charged particles

ne =
∑
A

zmax∑
z=1

z nzA. (1.3)

For practical application, the atomic number densities nA (Equation 1.1) of

the M elements can be replaced by an equivalent set of input parameters:

the electron density and the atomic or mass fractions of M − 1 elements. The
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atomic fraction of each element CA is

CA = nA/ntot, (1.4)

with ntot =
∑

A nA. Substituting the number densities in Equation (1.4) by

the corresponding mass densities, we obtain the mass fractions of elements.

Thus, an M elements-composing equilibrium plasma is entirely described by

M + 1 parameters: the temperature T , the electron density ne, and the M − 1

elemental fractions CA. Calibration-free LIBS measurements require therefore

M + 1 measurements, involving at minimum M + 1 spectral lines. At least one

line has to be observed for each of the M elements to determine their relative

fractions. At least one additional line is required to measure the temperature

from the relative intensities of two transitions that belong to the same element.

The electron density can be deduced from Stark broadening of one of the lines

already used for fraction or temperature measurements, if the Stark broaden-

ing parameters are known and the line width is measurable.

According to the statistical laws that govern the equilibrium state, namely the

Boltzmann and Saha equations, the population number densities of plasma

species have exponential dependence on temperature and on the enthalpie re-

quired for their formation. It is therefore common to present their distribution

in a so-called Boltzmann diagram [50, 51]. In such a diagram, the population

number densities are substituted by the experimentally accessible line emission

coefficients using

εul =
hc

4πλ
Aul nu, (1.5)

where h is the Planck constant, c is the vacuum light velocity, Aul is the

Einstein coefficient of spontaneous emission, λ is the wavelength, and nu is the
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crown glass.

upper level population number density. As an example, the Boltzmann diagram

of a plasma produced by laser ablation of barite crown glass is displayed in

Figure 1.7. The M + 1 indicated transitions correspond to the calibration-free

measurements reported by Gerhard et al. [28].

1.3.2. First CF-LIBS method for ideal plasma

Ciucci et al. [1] were the first to exploit the model of local thermodynamic

equilibrium for direct analytical measurements. With respect to the physi-

cal model represented by the Boltzmann diagram in Figure 1.7, the authors

made a simplifying assumption: the measured line intensity was supposed to be

proportional to the emission coefficient. This apparently insignificant simplifi-

cation has great consequences for the application of the method. On one hand,

it greatly simplifies the implementation, rendering the measurements accessi-

ble through the straightforward construction of Boltzmann diagrams from the
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measured line intensities. This makes the method accessible to a large com-

munity of scientists. On the other hand, the method ignored a fundamental

mechanism of atmospheric equilibrium plasmas : self-absorption [52, 5]. The

limitation to the ideal case of negligible self-absorption lowers considerably the

analytical performance of the method.

Although well known in the community of plasma scientists, the problem of

self-absorption was somehow, at least, partially hidden by the Boltzmann plot

methodology. To minimize measurement errors due to inaccurate spectroscopic

data (Aul-values) or an unprecisely known apparatus response, Ciucci et al.

recommanded to set up the Boltzmann diagram with large numbers of spec-

tral lines for each element. Applying this statistical approach, the sources of

errors were not distinguished. In addition, the ordinate of the Boltzmann plot

is a logarithmic function of the emission coefficient, and large errors are natu-

rally attentuated. In other words, even input data affected by large errors will

produce in most cases a Boltzmann diagram of reasonable temperature.

Originally implemented as a tool for checking equilibrium distributions, the

Boltzmann diagram is due to the loagrithmic scale not the adequate feedback

for accurate concentration measurements.

1.3.3. Ammended methods

After the invention of CF-LIBS, the large dissemination of its application for

analyses of various materials brought rapidly the conscience of the limited an-

alytical performance. Due to the difficulty of identifying the dominating error

sources, ammended approaches have been proposed to correct for all possi-

ble causes of failure. We can classify them in three categories : (i) corrections
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not required in typical LIBS conditions; (ii) corrections required in particular

cases; (iii) mandatory corrections.

According to Section 1.2.1, the correction for non-stoichiometric sample va-

porization belongs to the first category. Non-stoichiometric vaporization is ex-

pected for laser irradiation with low fluence, close to the threshold of abla-

tion, when vaporization occurs through the mechanism of thermal evaporation

mainly. To get a plasma of high brilliance, LIBS is generally operated with a

laser fluence of about two orders of magnitude above the ablation threshold,

and the corrections proposed by Fornarini et al., Pershin and Colao were there-

fore rarely applied [7, 8].

The methods to account for the failure of equilibrium (see Section 1.2.2)

also belong to the first category of corrections. Only a few studies report on

collisional-radiative modeling of LIBS plasmas [30, 53, 54]. They concern sam-

ple materials of simple elemental composition only. Based on the calculation of

the rates of all individual collisional and radiative processes, these approaches

demand lots of data that are unavailable for many elements. Their use is there-

fore avoided by chosing the experimental conditions that favor the formation

of a plasma in equilibrium.

Several approaches have been proposed to account for the nonuniform spatial

distributions of temperature and densities within the laser-produced plasma.

Most of them [14, 35, 36] were based on the simple scheme proposed by Her-

mann et al. [5] that consists to describe the plasma by two uniform zones,

representing the hot plasma core and the cold border, respectively. Based on

the analytical solution of the radiation transfer equation, these aproaches take

benefit from fast calculation. Compared to the uniform case, the number of pa-

rameters is increased, rendering the automisation of the calibration-free LIBS
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measurements challenging [36].

Some approaches have been proposed for a more accurate geometrical descrip-

tion of the nonuniform plasma [11, 55, 15]. However, the benefit of these ap-

proaches compared to the simple two-zone model was found to be neglibible

for most transitions [56]. Significant differences in the computed line intensities

and shapes were observed for strongly self-absorbed lines only. In the opposite

case of weak absorption, the correction for nonuniform spatial distribution is

not mandatory, as the emission originates essentially from the hot plasma core

that can be considered as uniform (see Section 1.2.4).

In practice, corrections for plasma nonuniformity are rarely applied as their im-

plementation greatly increases the complexity of calibration-free LIBS analysis.

The use of argon background gas was shown to render the spatial distributions

of plasma temperature and densities almost uniform [33, 34], enabling thus ac-

curate CF-LIBS analysis with the simple uniform plasma model [57, 58]. The

approaches of nonuniform plasma modeling belong thus to the above men-

tioned second category of corrections that are required in particular cases.

Most of the proposed amended methods of calibration-free LIBS focus on the

correction for self-absorption. Absorption and emission being naturally corre-

lated (see Section 1.2.4), the choice of the analytical transitions is governed by

the compromise between largest signal-to-noise ratio and lowest optical thick-

ness. Self-absorption changes the measured line intensity, even for small optical

thickness (see Figure 1.4). The correction of self-absorption belongs thus to the

third category of mandatory corrections.

As mentioned above, the correction for self-absorption is generally incorporated

in the approaches of nonuniform plasma modeling, where the absorbing cold

plasma border is of particular interest. However, most amended approaches ac-
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counting for self-absorption consider the spatially uniform plasma. The physical

model behind these approaches is therefore similar, and differences come from

the simplifying assumptions concerning the spectral line shape and the compu-

tational algorithm only. The main difference lies thus in the time of calculation

whereas the results are expected to be similar.

1.3.4. Methods based on spectra simulation

Hahn and Omenetto [59] quoted “The ideal outcome would be a simulation of

the spectrum“ but estimated “that this is a nearly impossible task“, referring

to the complexity of processes associated to the generation of laser-produced

plasma emission and the computational difficulties resulting from the incom-

plete databases. Their conclusion was certainly just when applied to the global

problem of simulating emission from any element, in the entire observable spec-

tral window from the ultraviolet to the near infrared range, and from LIBS

plasmas generated under any experimental conditions.

The purpose of the present section is to show that, for measurements in ap-

propriate experimental conditions, the simulation of LIBS spectra is not only

possible, but presents the most efficient way to operate calibration-free LIBS

measurements.

The term “simulation“ is generally associated to time-expensive calculations,

such as fluid dynamics calculations of plume expansion [60, 61], numerical in-

tegration of radiation transfer [15], Monte-Carlo modeling [62, 36], or kinetic

or collisional-radiative modeling [30, 54]. The situation is different when the

simulation of the plasma emission spectrum is based on the calculation of the

spectral radiance using an anytical solution of the radiation transfer equa-
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tion [5]. Assuming local thermodynamic equilibrium, this type of simulation

is quasi-instantaneous and therefore of particular interest for the implemena-

tion in iterative calcuation loops for plasma diagnostics or compositional mea-

surements. The principle of such a method will be presented in the following

section.

1.3.4.1. Calculation of spectral radiance

In appropriate experimental conditions (see Section 1.2.3), the laser-ablated

vapor plume can be considered as a spatially uniform plasma. Assuming local

thermodynamic equilibrium, the spectral radiance, obtained from the integra-

tion of the radiation transfer equation, is given by [52]

Bλ = B0
λ(1− e−α(λ)L), (1.6)

where B0
λ is the blackbody spectral radiance, α(λ) is the absorption coefficient,

and L is the plasma size along the line of sight. The optical thickness is given

by τ =
∫
α(z)dz = αL. In the optically thin case (τ � 1), Equation (1.6)

becomes

Bλ = ελL, (1.7)

where the emission coefficient ελ is related to the absorption coefficient via

Kirchhoff’s law of thermal radiation ελ/α = B0
λ. In the opposite case of large

optical thickness (τ � 1), Equation (1.6) simplifies to

Bλ = B0
λ. (1.8)
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The spectral radiance becomes independent of the plasma size, and depends

on temperature only. Considering all relevant transitions between bound and

free excitation levels, the absorption coefficient writes

α(λ) =
∑
i

α
(i)
line(λ) + αion(λ) + αIB(λ), (1.9)

where the sum includes the absorption coefficients α
(i)
line of transitions between

bound levels. The terms αion(λ) and αIB(λ) account for absorption through

radiative ionization and inverse bremsstrahlung, respectively. The absorption

coefficient of transitions between bound levels is given by [63]

αline(λ) = πr0λ
2flunlP (λ)

(
1− e−hc/λkT

)
, (1.10)

where r0 is the classical electron radius, and flu is the absorption oscillator

strength of the transition. The lower level population number density nl de-

pends via the Boltzmann law on the total number density of the emitting

species, and via the set of Saha equations on the total atomic number density

(see Equation 1.1) and thus on the elemental fraction (see Section 1.3.1).

The normalized line profile P (λ) is calculated considering Doppler and Stark

effects, that are the dominant mechanisms of line broadening in strongly ion-

ized laser-produced plasmas [64]. Depending on their relative contributions,

the line shape is described by Gaussian, Lorentzian or Voigt profiles. For rapid

calculation, the Voigt profile, that is the convolution between Gaussian and

Lorentzian functions, is substituted by the so-called Pseudo-Voigt profile [65].

To compare measured and computed spectra, the spectral radiance computed

according to Equation (1.6) is convoluted with the apparatus spectral pro-

file Pap(λ) and corrected by an apparatus-dependent numerical factor Rap(λ),
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called apparatus response. The measured intensity is

I(λ) = Rap(λ)

∫ ∞
0

Pap(λ− λ′)Bλ dλ′. (1.11)

For illustration, spectra recorded for laser ablation of steel are displayed in

Figure 1.8 (a) for two different times. They are compared to computed spectra

for three narrow spectral windows in which the most intense emission lines

are shown to saturate at the blackbody spectral radiance (b), as expected for

strongly self-absorbed transitions emitted from a uniform LTE plasma (see
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Figure 1.8: Spectra recorded during laser ablation of steel in argon at different

times. The strongest transitions are shown to saturate at the blackbody spectral

radiance. The temperature was deduced from the intensity distribution of optically

thin lines. The excellent agreement with the spectral radiance computed using

Equation (1.6) shows that the emission originates from a uniform plasma in LTE.

(Adapted from Hermann et al. [34])

26



Equation 1.8).

1.3.4.2. Implementation in measurement algorithm

The calculation of the spectral radiance is implemented in an iterative algo-

rithm to operate the calibration-free LIBS measurements. The algorithm is

based on two loops of iteration, as shown by the scheme presented in Fig-

ure 1.9. In the principal loop (a), the parameters that characterize the plasma,

namely the electron density, the temperature, the elemental fractions, and the

plasma size along the line of sight, are measured successively. Each measure-

ment is operated using the calculation loop (b) by comparing the computed

spectrum to the measured one while varying the parameter of interest. The cor-

responding parameter is deduced from the best agreement between measured

compare to
measured spectrum 

T , ne, L
Cx , x = 1, …, N-1

Yes

No

T , ne, L
Cx , x = 1, …, N-1

measure T

measure ne

T, ne, Cx, L small ?

measure Cx , x = 1, …, N-1

analysis finished

measure L

(a)

plasma composition
(LTE)

absorption coefficient
(spectral line profiles)

radiation transport
(spatially uniform plasma)

(b)

Figure 1.9: Algorithm of calibration-free LIBS analysis: (a) principal iteration loop

with successive measurements of electron density, temperature, elemental fractions,

and plasma diameter. Each measurement is performed using the calculation loop (b)

by varying the parameter to be measured. (Adapted from Chen et al. [47])
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and comuted spectra by minimizing

χ2 =
∑
i

[Imeas(λi)− Icomp(λi)]2

Icomp(λi)
, (1.12)

as shown in Figure 1.10 for the measurement of the plasma size in calibration-

free LIBS analysis of barite crown glass [28].

The calculation is started with arbitrary values of parameters, for example

ne = 1 × 1017 cm−3, T = 1 × 104 K, L = 1.0 mm, and equal elemental frac-

tions. The principal loop (a) is started with the electron density measurement

via Stark broadening of an appropriate spectral line. The choice of measuring

ne prior T is motivated by the weak dependence of the Stark width on tem-

perature. Next, the temperature is measured via the intensity ratio of spectral
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Figure 1.10: (a) Measured spectrum and spectral radiance computed for different

values of plasma size. (b) The effective L-value is deduced from the best agreement

via the χ2-test according Equation 1.12. (Adapted from Gerhard et al. [28])
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lines emitted from species that belong to the same element, having a sufficiently

large gap between their upper level energies. Third, the fractions of major, mi-

nor and trace elements are measured consecutively. Last, the plasma size is

deduced from the intensity ratio of two transitions of the same species with

significantly different optical thicknesses, and preferentially similar values of

upper and lower level energies (see Figure 1.10). The measurement loop is ex-

ecuted until the changes of temperature, electron density, elemental fractions,

and plasma diameter are small compared to their absolute values.

1.3.4.3. Illustration for alloy

The calibration-free analysis is illustrated for 20 euro cent coins made from a

brass alloy called nordic gold. It is composed of copper, aluminum, zinc, and

tin with mass fractions of 89%, 5%, 5% and 1%, respectively. In addition to the

alloy-composing elements, the coins contain several trace elements. Analyzing

coins of different origins and manufacturing dates, the fractions of major and

most trace elements were found to be equal for all coins [66]. Differences ap-

pear for nickel and manganese : compared to coins manufactured in 1999, the

nickel content is about 5 times lower for the coins manufactured in 2000 and

later. The change of composition is independent of the manufacturing country

as shown in Figure 1.11. It is attibuted to the evolution of the European reg-

ulation towards more rigorous limitation of the use of hazardous elements.
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manufacturing dates. (b) Mass fractions of elements deduced from LIBS
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1.4. Critical review of analytical perfor-

mance

1.4.1. Model validity

It is not an easy task to conclude on the analytical performance of calibration-

free LIBS from the numerous results reported in literature over more than

two decades. The reason is that they have been performed in a large variety

of experimental conditions, using different calibration-free LIBS measurement

methods. Globally, pure calibration-free LIBS seems to suffer an analytical

performance that does not satisfy the users. This is illustrated by the recent

trend to combine CF-LIBS with the calibration using a single standard sam-

ple [16, 17, 18]. According to the authors, the single calibration step aims to

compensate errors due to spectroscopic data and the unprecise knowledge of

the apparatus response.

Calibration-free LIBS is often considered as accurate for major elements, and

less accurate for minor and trace elements. It is obvious that this trend cannot

be attributed to a lack of validity of the physical model. Nonstoichiometric

ablation or failure of equilibrium depends on the physical properties of the ele-

ment, but not on its abundance. We can therefore conclude from the numerous

successful measurements of major elements, that the analytical performance

of calibration-free LIBS is not limited by the failure of the model.

This does however not mean that many reported results suffer low accuracy due

to a lack of model validity, caused by the choice of inappropriate experimen-

tal conditions. For example, in many experiments, recordings are performed

with a large detector gate width to obtain spectra of highest signal-to-noise
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ratio [67, 68, 16, 69, 70, 71, 72]. In that condition, failure of model validity

is expected due to two distinguished causes: (i) according to the rapid time-

evolution of the plasma, the temperature will significantly change during the

time of observation. As the spectral line intensity dependence on T is non-

linear, the use of an average temperature leads to measurement errors. (ii) A

large detection gate width includes late times for which the electron density

may be too low to ensure LTE validity.

1.4.2. Error evaluation

1.4.2.1. Minor and trace element quantification

It is often postulated that the large errors of minor and trace element measure-

ments in calibration-free LIBS analysis are due to the so-called closure relation,

imposing that the sum of all elemental fractions equals 100%. As a consequence

of the closure condition, small errors associated to elements of large abundance

are supposed to generate large errors for minor and trace elements [43].

This error prediction should be supported mathematically by the dependence

of the elemental fraction on the intensity of the analytical signal. According to

Equation 1.4, the elemental fraction CA does not only depend on the atomic

number density of the element nA but also on the atomic number densities

of all other sample-composing elements. Applying the standard procedure of

error propagation based on the partial derivates with respect to the atomic

number densities nj , the relative error of the elemental fraction is given by [39]

∆CA
CA

=

√√√√(1− CA)2
(

∆nA
nA

)2

+
N∑
j 6=A

C2
j

(
∆nj
nj

)2

. (1.13)
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Neglecting self-absorption, the intensity Ij is proportional to nj (see Sec-

tion 1.3.1). Ignoring furthermore all error sources, except the error associated

to the measurement of analytical signal intensity, the relative errors of the

atomic number densities ∆nj/nj can be substituted by the corresponding in-

tensity measurement errors ∆Ij/Ij .

The first term in the quadratic sum represents the contribution of the analytical

signal measurement error associated to the proper element A. The weighting

by the factor (1−CA)2 shows that this contribution decreases with increasing

CA. Contrarily, the contributions of errors associated to the analytical signal

measurement of the other elements increase with the corresponding fractions

Cj .

In the case of a single element material containing only very small fractions of

other elements (CA → 1), the fraction measurement error of the major element

tends towards zero. In the opposite case of very small elemental fraction, we

have 1 − CA ∼= 1. The error contribution of the analytical signal of element

A is weighted by unity. The error contributions due to the analytical signal

measurements of the other elements are weighted by their mass fractions. As-

suming similar signal measurement errors for all elements, the contributions of

the signal measurement errors of the other elements are always smaller than

the contribution of the signal measurement error of element A.

Thus, the errors of minor or trace elements are moderately impacted by the

measurement errors of major elements, and the closure relation does not ex-

plain apparently large measurement errors of elements having small abundance.

An alternative explanation for the low measurement accuracy of minor and

trace element fractions can be given by the error associated to the signal-to-

noise ratio. To satisfy the LTE validity condition, calibration-free LIBS mea-
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surements must be performed in conditions of sufficiently large electron density.

The large charge density is associated to intense continuum emission due to

bremsstrahlung and radiative recombination. Low intensity spectral lines are

thus hidden by the continuum, and the quantification of minor and trace el-

ements is challenging. The problem is even enhanced when organic materials

are investigated. Composed in majority of carbon, hydrogen, nitrogen and oxy-

gen, the LTE validity condition is particularily severe. These atoms have large

energy gaps in their atomic structures, and the establishment of Boltzmann

equilibrium distributions of their population number densities require a large

electron density according to the criterion of McWhirter [22].

To improve the accurary of minor and trace element evaluation in calibration-

free LIBS analysis, Chen et al. [47] proposed a measurement procedure based

on the exploitation of two spectra, recorded with different gate delays (see

Figure 1.12). The early spectrum is recorded for a time, when the electron

density is large enough to ensure full LTE conditions. This spectrum is used

to determine the fraction of major and minor elements. The late spectrum

is recorded for conditions of partial equilibrium, when the electron density is

significantly reduced, and Boltzmann equilibrium distributions are established

for metal atoms only. This spectrum serves to measure the relative amount

of minor and metal trace elements. The method was applied to measure trace

elements in seafood [47], and more recently to quantify impurities in optical

glass [58] (see Chapter 22 for details).

An additional error of trace element measurements can be attributed to the

probe volume. Indeed, the fractions of trace elements at the surface and in the

bulk often differ and the probe volume of CF-LIBS analysis may not represent

the bulk material composition [58]. Advanced CF-LIBS measurement proce-
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Figure 1.12: Time scheme of procedure for sensitivity-improved CF-LIBS analysis:

two spectra are recorded at different times. The early recording in conditions of full

LTE serves to quantify major and minor elements. The late recording in conditions

of partial LTE serves to measure minor and trace elements. The color scale from

green to red indicates the degree of equilibrium. (Adapted from Chen et al. [47])

dures include therefore a surface cleaning step, that consists in the irradiation

of the sample with one or several laser pulses prior spectra recording.

1.4.2.2. Error due to self-absorption

Self-absorption is generally considered as a drawback and a source of mea-

surement errors. In plasma diagnostics, the golden rule is to use transitions of

moderate optical thickness only (τ ≤ 1), for which corrections of intensity or

width measurements are possible with reasonable associated errors [73]. Re-

cently, several authors presented a different view of self-absorption, proposing

solutions that enable corrections in case of large optical thickness [43, 44], or

presenting self-absorption as an advantage for plasma diagnostics [41, 42, 74].

The physical problem is illustrated in Figure 1.4 by the decrease of the slope of

the curves-of-growth with the optical thickness. The analytical measurement

error depends on the slope of the curve-of-growth and on the uncertainty of its

computational reproduction via Equation 1.6. Applying the rigorous formalism
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of error propagation, we can derive from Equation 1.6 the following expression

of the analytical measurement error [39]

∆nA
nA

=

√√√√(∆τ0
τ0

)2

+

(
∆Aul
Aul

)2

+ (1− e−τ0)

((
∆wsd
wsd

)2

+

(
∆L

L

)2
)
.

(1.14)

Here, wsd is the spectral line width, ∆wsd is its uncertainty, ∆Aul and ∆L

are the errors associated to the transition probability and the plasma size,

respectively. The factor 1−e−τ0 is inserted empirically to retrieve the expression

for the optically thin case (τ0 � 1) for which the analytical measurement

accuracy is not impacted by the line width and the plasma size. The error ∆τ0

is obtained from the I = f(τ0) dependence obtained from Equation 1.6 via the

derivative of the inverse function. We have

∆τ0
τ0

=
1

τ0

f(τ0)

f ′(τ0)

∆I

I
≡ g(τ0)

∆I

I
, (1.15)

where f ′(τ0) ≡ ∂I/∂τ0. The error growth factor g(τ0) is introduced to account

for the increase of measurement uncertainty due to self-absorption. For line-

center intensity measurements, the error growth factor is obtained in case of

neglibile apparatus broadening directly from Equation 1.6 as

g0 =
1− e−τ0
τ0 e−τ0

. (1.16)

For measurements of the line-integrated intensity, no analytical expression

Iline = f(τ0) exists for common line shapes represented by the Voigt profile,

and the error growth factor is obtained from Equation 1.15 using the numeri-

cally calculated derivative f ′(τ0).

The error growth factor is presented in Figure 1.13 as a function of τ0 for line-
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Taleb et al. [39]).

center and line-integrated intensity measurements. A moderate error growth

by g ≤ 2 is observed for Iline-measurements with Lorentzian line shapes. The

error increases with the Gaussian contribution to the line profile. However, the

error amplification due to the Gaussian contribution diminishes for very large

τ0-values until it vanishes, and we retrieve the value g ' 2 of the Lorentzian line

shape. This behavior is attributed to the small wings of the Gaussian profile

that limit the contribution to a narrow spectral range close to the resonance

wavelength, in which saturation at the blackbody spectral radiance occurs.

The Lorentzian contribution dominates thus at very large τ0-values, according

to the large Lorentzian line wings.

In typical conditions of LIBS experiments, spectral lines have a Doppler width

of a few pm, and a Stark width ranging from picometers to nanometers. Thus,

in most cases, the error growth factor is situated between the g-values of the

pure Lorentzian profile and those observed for profiles with Gaussian contri-
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bution wG/wL = 3 (see Figure 1.13). The error of the line-integrated intensity

if thus increased moderatly by g ' 2 for τ0 � 1.

As the amount of absorption depends on the spectral line width and the plasma

size along the line of sight, the analytical measurement error is increased by

the contributions of ∆wsd and ∆L, when self-absorbed lines are used (see

Equation 1.14). In most cases, line width and plasma diameter are known

with moderate or low accuracy, and analytical measurements with strongly

self-absorbed lines are generally affected by large measurement errors.

1.4.3. Recommendations

1.4.3.1. Apparatus requirements

Spectrometer. Compared to LIBS analysis based on calibration with stan-

dard samples, calibration-free LIBS measurements have additional require-

ments for the used equipment. First of all, all elements of significant abundance

have to be quantified, and the CF-LIBS apparatus has thus to cover a large

spectral window, to ensure that spectral lines of all elements are observable.

Second, the resolving power of the spectrometer has to be large enough to

minimize line interferences, and to enable electron density measurements via

Stark broadening of spectral lines. Both requirements are satisfied by using

echelle spectrometers that were designed to combine the broadband spectral

window with the high resolving power.

Motorized sample holder. Echelle spectrometers suffer low sensitivity, and

the recording of spectra with sufficiently large signal-to-noise ratio requires

therefore signal acquisition with large repitition numbers. Based on plasma

modeling for given values of temperature and electron density, calibration-
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free LIBS measurements have to be operated in reproducible conditions of

laser-material interaction. Thus, the number of laser pulses applied to the

same irradiation site on the surface of the sample has to be small enough,

to prevent the change of the plume expansion dynamics due to the so-called

canon effect. To preclude the canon effect, the depth of the laser-produced

crater has to be small compared to its diameter. Depending on the material

properties, a number of 5, 10 or 20 laser pulses can be typically applied to

the same irradiation site. As spectra of sufficiently large signal-to-noise ratio

require signal accumulation over a number of about 100 ablation events, it

is recommended to use a motorized sample holder that enables automized

positioning for recordings on multiple irradiation sites.

Apparatus response correction. For the comparison with the plasma emis-

sion predicted by the LTE model, the measured spectrum has to be corrected by

the apparatus response function. The apparatus response function is measured

with radiation standards, such as deuterium arc and tungsten filament lamps

for the ultraviolet and visible/near infrared spectral ranges, respectively. For

echelle spectrometers, these measurements are challenging due to the strong in-

tensity variation of the calibration standard radiation over the boadband spec-

tral window [75]. In particular, difficulties arise when using low power tungsten

lamps, due to the weak emission intensity in the spectral range < 500 nm.

1.4.3.2. Setting the experimental conditions

Laser irradiation.

Pulse energy. To satisfy the LTE validity condition, the plasma lifetime has to

be large compared to the time required for the establishment of equilibrium. As
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the plasma lifetime depends on the laser pulse energy, the request of sufficiently

long plasma lifetime leads to a minimum of required laser pulse energy. To

minimize the effect of self-absorption, the plasma should have a small size (see

Equation 1.6). This condition imposes laser irradiation with small pulse energy.

Both conditions, the need of LTE validity and the limitation of self-absorption,

are typically satisfied for irradiation with ultraviolet laser pulses of a few mJ.

Due to the lower energy coupling towards the material, slightly higher pulse

energy may be applied when using infrared laser radiation.

Beam focusing. Focusing to a spot diameter of about 100 µm leads to a fluence

of about 102 J cm−2 that is sufficiently large to ensure stoichiometric mass

transfer from the solid sample towards the plasma (see Section 1.2.1).

Pulse duration. The rate of plasma heating depends on the laser intensity that

increases naturally with decreasing pulse duration. However, to obtain highest

rates of atomization and excitation during the typical time of LIBS spectra

observation, laser heating should occur during the expansion of the vaporized

sample material. The laser pulse duration should therefore be large enough.

A laser pulse duration of the order of a nanosecond was found to be good

compromise for optimized plasma heating [76].

Radiation wavelength. Compared to material ablation with infrared laser ra-

diation, the effect of plasma screening is reduced when ultraviolet radiation

is applied. The laser energy is therefore mostly deposited in the vapor plume,

close to the sample surface. This condition is supposed to favor the formation

of a spatially uniform plasma [34]. However, the most appropriate radiation

wavelength for calibration-free LIBS measurements is still an open question,

as it also depends on the other laser irradiation parameters and the sample
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material properties.

Spectra recording.

Gate delay and gate width. The spectra must be recorded with a gated detec-

tor, using a sufficiently short delay between the laser pulse and the detector

gate, so that the electron density is large enough to satisfy the LTE validity

condition. In addition, the gate width ∆tgate must be short enough, so that

the variations of plasma properties during the time of observation are negli-

gible (∆T/T,∆ne/ne � 1). The choice of the gate width is thus given by a

compromise between small enough variations of T and ne, and large enough

signal-to-noise ratio. This compromise was found for ∆tgate = td/2, where td

is the delay between the laser pulse and the detector gate [57].

In particular cases, the full LTE state is not required and conditions of par-

tial LTE may be exploited for metal trace element quantification (see Sec-

tion 1.4.2.1). Accordingly, these measurements are performed in conditions of

enhanced signal-to-noise ratio, using larger values of td and ∆tgate.

Signal treatment. Prior the correction by the apparatus response function, the

electronic noise must be substracted from the measurement spectrum. Thus,

in addition to the recording of the signal, the noise must be recorded with the

same exposure time. Advanced spectroscopic instruments enable noise record-

ing and substraction via an automized procedure.

Atmospheric conditions.

Pressure. The pressure of the background gas determines the volume and the

density of the laser-ablated vapor plume. At low pressure, the density and

therefore the rates of collisions are reduced. The equilibrium state is hardly
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established, due to the reduced electron density and the shorter plasma life-

time. In addition, diffusion may lead to mass-dependent segregation of elements

[77]. With increasing pressure, the processes of collisional quenching and self-

aborption lower the radiation efficiency. A good compromise between model

validity and radiation efficiency is achieved for measurements at atmospheric

pressure.

Gas nature. Compared to the plume generated in ambient air, the plasma

produced in argon was shown to be more appropriate for calibration-free LIBS

measurements. Beside the larger values of T , ne and the longer lifetime, the

plasma in argon appears more uniform and enables therefore more accurate

and straightforward modeling of the plasma emission spectrum [33, 34].

Laboratory environment. Echelle spectrometers are extremely sensitive to

temperature variations and small changes of the order of 1 K may alter the

spectral calibration and the apparatus response function [75]. The changes of

the apparatus response may strongly impact the accuracy of the calibration-

free LIBS analyses. It is therefore recommanded to work in a temperature-

stabelized laboratory environment, or with a temperature-stabelized echelle

spectrometer.

1.4.3.3. Selection of spectral lines

The rules for the selection of spectral lines in calibration-free LIBS include the

line selection rules in calibrated LIBS and the following additional rules.

Accuracy of transition probability. Based on spectra calculation, calibration-

free LIBS requires accurate spectroscopic data. The choice of the analytical

lines is therefore conditioned by the accuracy of the transition probability re-
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ported by the mostly used spectroscopic database of the National Institute of

Standards and Technology (NIST) [78] or by other sources.

Upper level energy. Modeling based on the assumption of a uniform plasma

does not account for possible spatial variations of temperature and densities.

This simplification is thus equivalent to an uncertainty of temperature, that

is expected to play a particular role when calibration-free LIBS measurements

are performed in ambient air (see Section 1.2.3). To minimize errors due to

temperature variation, the spectral lines should be chosen with upper level

energies close to each others.

Wavelength. To minimize errors due to the uncertainty of the apparatus re-

sponse function, the spectral lines should be preferentially chosen in a nar-

row spectral window. For measurements with an echelle spectrometer, the

wavelength positions at the frontier between two diffraction orders should

be avoided, as these positions correspond to local minima of the apparatus

response for which the largest changes are expected in case of temperature

variation.

Optical thickness vs signal-to-noise ratio. The choice of the analytical

line for most accurate compositional measurements is guided by the compro-

mise between the error due to self-absorption (see Section 1.4.2.2) and the

uncertainty associated to the signal-to-noise ratio. The selection of the most

appropriate lines can be automized via the minimization of the analytical error

obtained by Equation 1.14. The advantage of calibration-free LIBS approaches

via spectra simulation (see section 1.3.4) is here that the optical thickness of

the spectral lines is known.
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1.4.4. Expected improvements

1.4.4.1. Evolution of spectroscopic database

One of the principal sources of measurement uncertainty in calibration-free

LIBS is due to missing or unprecise spectroscopic data. Indeed, Einstein co-

efficients of spontaneous emission are still unknown for many transitions, or

known with low accuracy. The uncertainty of the Aul-values impacts directly

the measurement of the elemental fraction (see Equation 1.5). The composition

measurement errors can be even amplified by the temperature measurement

error resulting from the unprecise Aul-values. Moreover, accurate Stark broad-

ening parameters are missing for most transitions. Erros in the calculation of

the line width do not only affect the comparison of computed and measured

spectra, but also lead to an error in the calculation of the optical thickness,

and therefore to an error in the calculation of intensity-lowering due to self-

absorption.

However, the knowledge of both Aul-values and Stark broadening parameters

improves continuously, as illustrated by numerous recent reports on the subject

and the regular updates of the NIST spectroscopic database [78]. Due to its

exceptional properties, the plasma produced by laser ablation in appropriate

experimental conditions represents a radiation source of great interest for such

measurements [79, 80]. It is thus expected, that the errors due to unprecise

spectroscopic data will progressively diminish.

1.4.4.2. Advanced instrumentation

The uncertainty of the apparatus response function is another significant er-

ror source in calibration-free LIBS analysis. Improvements are possible via the
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temperature-stabelization of spectrometers, and also via new methods for the

measurement of the apparatus response using the laser-produced plasma as a

radiation standard.

Taleb et al. [75] presented recently a method based on the simulation of the

emission spectrum of the plasma produced by laser ablation of steel, that was

applied to check and and to correct the apparatus response of echelle spec-

trometers. Based on the comparison of measured and computed spectral line

intensities, this method required a preliminary calibration with continuous ra-

diation sources such as deuterium and tungsten lamps. The continuum emission

generated by the laser-induced plasma during the early stage of expansion may

present an alternative to the use of these lamps. In particular, the plasma pro-

duced by laser ablation of heavy metals, such as tungsten, is promising, due

to the associated intense contimuum emission. Thus, rapid and accurate ap-

paratus response measurements via the simple change of the sample material

may present a significant advance in the methodology of future calibration-free

LIBS analyses.

1.4.4.3. Improved knowledge of laser-induced plasma

Although laser-induced plasmas are under investigation since several decades,

the involved phyico-chemical processes are still not fully understood. In par-

ticular, there does not yet exist a model capable to predict accurately the

expansion dynamics of the laser-generated ablation plume into the ambient

gas. Modeling is rather limited to the qualtitative description of the processes

of laser ablation and plasma generation. It is therefore difficult to predict phe-

nomena that impact the calibration-free LIBS analysis, such as the role of

chemical reactions, spatial distributions of temperature and species densities.
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Thus, experimental investigations are still required to improve our knowledge

of the physico-chemical properties of the plasma for the large variety of exper-

imental conditions typically used in calibration-free LIBS measurements. The

advantages of CF-LIBS in argon background gas have been recently demon-

strated [34]. However, many applications require measurements in ambient air.

In that condition, plasma modeling under the assumption of a spatially uni-

form plasma is questionable (see Section 1.2.3) and conditioned by the optical

thickness of the analytical lines. So the influence of self-absorption on the an-

alytical performance is here of interest.

The role of chemical reactions is also mostly ignored. They may impact the

calibration-free measurement result, in particular in analyses of organic mate-

rials (see Section 1.2.5). The description of the equilibrium chemistry is chal-

lenging. It opens new perspectives for the exploitation of molecular emission

spectra in elemental and isotopic analyses [29, 81].

1.5. Conclusion

Direct compositional analysis through modeling of the emission spectrum of

the laser-induced plasma is a unique tool in analytical chemistry. Although

the analytical performances reported in literature for major, minor and trace

element measurements do not yet enable a clear qualification of these methods,

the here presented resultats and recent advances illustrate that calibration-free

LIBS is not only a promising technique, but already presents a powerful ana-

lytical tool, when operated in appropriate experimental conditions.

Further progress is expected in the next years, in particular due to advances in

instrumentation and improvements of spectroscopic data. The numerous pro-
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posed algorithms and mathematical solutions for corrections of self-absorption

and other features brought progress in the CF-LIBS methodolies. Compared to

methods using corrections for self-absorption based on simplifying assumptions

on the spectral line shapes, spectral radiance calculations based on analytical

solutions of the radiation transfer equation have the advantage to account in-

trinsically for self-absorption. These calculations are rapid and their implemen-

tation in appropriate measurement loop enable calibration-free LIBS analyses

in a time comparable to the spectra recording time of the order of a minute.

The successful dissemination of calibration-free LIBS also requires tools that

facilitate its operation, as for example an easy to handle and accurate method

for measuring the apparatus response function, and powerful software for the

automized operation of CF-LIBS measurements.

Finally, as a result of the unique properties of the laser-induced plasma, that,

in appropriate conditions, combines the features of local thermodynamic equi-

librium, spatial uniformity and small size, calibration-free laser-induced break-

down spectroscopy is foreseen to have a bright future.
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